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Abstract
It is usually expected that formation of a halogen bond (XB) requires that a region of positive 
electrostatic potential associated with a σ or π-hole on the Lewis acid will interact with the 
negative potential of the base, either a lone pair or π-bond region.  Quantum calculations of 
model systems suggest this not to be necessary.  The placement of electron-withdrawing 
substituents on the base can reverse the sign of the potential in its lone pair or π-bond region to 
positive, and this base can nonetheless engage in a XB with the positive σ-hole of a Lewis acid.  
The reverse scenario is also possible in certain circumstances, as a negatively charged σ-hole can 
form a XB with the negative lone pair region of a base.  Despite these classical Coulombic 
repulsions, the overall electrostatic interaction is attractive in these XBs, albeit only weakly so.  
The strengths of these bonds are surprisingly insensitive to changes in the partner molecule.  For 
example, even a wide range in the depth of the σ-hole of the approaching acid yields only a 
minimal change in the strength of the XB to a base with a positive potential.
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INTRODUCTION
A century of study of the H-bond has attributed its stability to several factors 1-7.  Generally 

considered the most important of these is an electrostatic attraction between the partial positive 
charge of the bridging proton and the negative segment of the base that coincides with its lone 
pair or its π-electron region.  Other important contributors to the H-bond are thought to be a 
charge transfer from the base to the σ*(RH) antibonding orbital of the proton donor molecule, as 
well as attractive dispersive forces.  The halogen bond (XB) is quite similar to the H-bond except 
that the bridging H is replaced by any of the various halogen atoms.  As study of the XB has 
ramped up over recent years it has come to be understood that very similar factors contribute to 
its stability 8-17.  The primary difference is that the overall positive charge of the bridging H is 
replaced by a narrower positive region that lies along the extension of the RX covalent bond, 
known generally as a σ-hole.  This polar hole is surrounded by a negative equator that leaves the 
X atom with an overall negative charge, which tends to make the XB somewhat more directional 
than a standard HB.  It might be added parenthetically that this same concept of σ-holes lying 
along the extension of a covalent bond applies equally to a number of close cousins of the XB, 
such as chalcogen, pnicogen, and tetrel bonds, each named according to the column of the 
periodic table from which the bridging atom is drawn 18-29.

Extensive study of the XB has led to a number of general guidelines concerning its strength.  
Because of the dominating influence of the Coulombic attraction between the positive and 
negative regions of the acid and base, respectively, the magnification of the potential of either of 
these units will typically amplify the XB strength.  With specific regard to the acid, the heavier X 
atoms are more electropositive than their lighter congeners, and more polarizable as well.  The 
order of XB strength therefore typically obeys the order I > Br > Cl which is parallel to the depth 
of the σ-hole on each of these centers.  (F is too electronegative to contain a positive σ-hole so 
very rarely participates in a XB.)  As another factor, any electron-withdrawing substituents on 
the acid molecule withdraw density from X, thereby accentuating its σ-hole, which ultimately 
results in a stronger XB.  In a similar vein, any qualities of the base that heighten the negative 
charge of the segment approaching the acid will also act to amplify the XB strength.

The molecular electrostatic potential (MEP) surrounding each molecule is a three-
dimensional function with positive and negative regions of varying degree.  One could imagine a 
number of ways in which to summarize its salient characteristics.  The most commonly adopted 
scheme is to consider a surface with a particular density and to present the MEP on this 
isodensity surface as a color scheme, with red and blue at its two extremes.  The MEP will have 
maxima and minima on this surface, which can be evaluated and are then presented numerically 
as Vmax,S and Vmin,S.  Of course, there is a good deal of arbitrariness baked into the particular 
density which is taken for this surface, but the majority of work in the field apply ρ=0.001 au 
which is thought to very roughly approximate a vdW surface.  Regardless of this arbitrariness, 
the derived values of Vmax,S and Vmin,S have proven useful in predicting the relative strengths of 
various XBs, and their product correlates fairly well with XB energetics in certain situations.
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It is commonly assumed that the formation of a XB is predicated on the presence of a 
positive σ-hole of substantial depth on the Lewis acid, coupled with the negative potential on the 
region of the base with which it comes into contact.  The basis of this presumption is that this 
pairing of opposite charges is necessary to generate the required electrostatic attraction between 
the two entities.  But this supposed requirement has never been thoroughly tested.  One can 
imagine a scenario wherein the charge transfer between the two molecules is sufficient to 
compensate for the lack of a strong electrostatic attraction.  Indeed, when coupled with 
dispersion, it is conceivable that these attractive components might overcome a mild electrostatic 
repulsion between, for example, a negative region on both the acid and base, or if both were 
positive.

The work described below consists of an exhaustive test of this hypothesis.  By appropriate 
manipulation of substituents, a number of bases are designed whose MEP is positive in the 
vicinity of their lone pair, or in other cases around their π-electron densities, as opposed to the 
usual negative potential.  The possibility that they might nonetheless engage in a XB with a 
positively charged σ-hole on a partner Lewis acid is assessed via quantum chemical calculations.  
In the same vein, several acids wherein the σ-hole on the halogen atom bears a negative MEP are 
combined with a Lewis base to determine whether a XB is possible between them.

METHODS
Quantum chemical calculations were performed via the Gaussian 16 30 set of codes, applying 

density functional theory (DFT) in the framework of the M06-2X functional 31, along with the 
polarized def2-tzvp basis set.  The latter contains an effective core potential for fourth-row I and 
Te which takes partial account of relativistic effects.  There is ample confirmation in the 
literature of the reliability of this approach 32-38.  The interaction energy Eint of each dyad was 
calculated as the difference between the energy of the complex and the sum of the energies of the 
Lewis acid and base, each in the context of the geometry they adopt within the dimer.  Basis set 
superposition error was corrected by the counterpoise procedure 39.  The Multiwfn program 40 
evaluated the molecular electrostatic potential (MEP) and located and quantified the extrema 
residing on the ρ=0.001 au isodensity surface of each optimized monomer.  Bond paths were 
located by the QTAIM formalism, and the density at the bond critical point evaluated by AIMAll 
software 41.  Charge transfers between individual orbitals and their associated second-order 
energies, were derived by Natural Bond Orbital (NBO) theory 42, 43 by way of the NBO program 
incorporated within Gaussian.  The interaction energies of the dimers were partitioned into 
physically meaningful components via the SAPT0 prescription 44-47 within the Psi4 program 48.

RESULTS
The results are divided as follows.  The source of electrons from the first set of bases 

considered are the π-systems of alkynes, alkenes, and a phenyl ring.  Replacement of their H 
atoms by the electron-withdrawing F draw density away from the π-system, leaving it with a 
reduced negative, or even positive potential.  The second section extends this notion of a positive 
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π-region to heteroatomic C=Y bonds where Y represents one of several chalcogen atoms O, S, or 
Te.  The possibility of designing a ZR3 base where the lone pair of the central pnicogen atom, N 
or P, sits in a region of positive potential is the subject of the next section.  Each of these various 
bases are paired with a IC≡CH Lewis acid which contains a fairly deep positive σ-hole on the I 
atom so as to maximize the possibility of formation of a halogen bond.  The final section 
reverses the pattern and considers whether a Lewis acid which has a negatively charged σ-hole 
can nonetheless engage in a X··N halogen bond.  The NH3 molecule is taken as the universal 
base in this series of calculations, given its high basicity and the availability of its lone pair.  
ICCH and NH3 have the additional advantage of their small size, making it unlikely they will 
engage in secondary interactions other than the XB that would complicate the analysis.

C=C π-bonds
The red areas of Fig 1a-c show the negative potentials that lie above the C-C midpoints of the 

unsubstituted unsaturated C2H2, C2H4, and C2H6 systems, coinciding with their π-systems.   (It 
might be noted that the region directly above the center of benzene is not quite as negative as 
directly above the C atoms; see below.)  One way of characterizing the magnitudes of these 
negative regions rests on the prescription of locating the minimum of the MEP on an isodensity 
surface, typically ρ=0.001 au, commonly referred to as Vmin,S.  The first three rows of Table 1 
show that these unsubstituted systems all present a fairly strong negative MEP; both acetylene 
and ethylene have a Vmin,S of -16 kcal/mol.  The area lying over the center of the benzene ring is 
equally negative, with Vmin,S equal to -17 kcal/mol. 

In order to circumvent the arbitrariness of this particular prescription, the MEP was evaluated 
along a line emanating from the center of the relevant C=C or C≡C bond, or from the center of 
the ring in the case of benzene.  This line was oriented perpendicular to the bond, corresponding 
to the π region over the molecule.  The three lower curves in Fig 2 show how each MEP is 
negative even for long distances d from the bond center, becoming more so as the reference point 
moves in, until finally beginning to curve upwards at distances less than about 1.6-1.8 Å from 
the midpoint.  One can take the minimum of each curve in Fig 2 as an alternate measure of the 
most negative MEP, referred to here as Vmin,Ax.  Comparison of the second with the first column 
of Table 1 indicates Vmin,Ax along this axis is quite similar to that on the isodensity surface, 
Vmin,S.

Given the negative potential in this π-region, it is not surprising that each of these three 
systems engages in a moderately strong XB with ICCH, between 3 and 4 kcal/mol, listed in 
Table 1 as Eint.  The geometry of these complexes shown in Fig 1g-i places ICCH perpendicular 
to the C=C or C≡C bond, with I equidistant from the two C atoms.  These R(I··mid) distances are 
3.32 for the alkene and alkyne.  In part due to the aforementioned lower MEP over the C atoms 
than over the benzene center, the I atom of ICCH is displaced a bit toward one of the six C-C 
pairs, with R=3.46 Å, slightly longer than this distance in the acetylene or ethylene systems.  In 
all cases, NBO reveals a substantial charge transfer from the π(CC) bond to the σ*(CI) 
antibonding orbital of ICCH, listed in the penultimate column of Table 1.
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Perfluorosubstitution of each of these hydrocarbons will draw density away from the C atoms 
and their π-bonds, which ought to make Vmin less negative or even positive.  This effect is 
obvious in a comparison of the fluorinated molecules in Fig 1d-f with their unsubstituted 
counterparts immediately above.  As can be seen in Table 1, C2F2 takes on a Vmin,S that is barely 
negative, while the other two molecules have fairly substantial positive values.  The rise in MEP 
is also evident along the axis perpendicular to the π-bond by the shapes of the three upper curves 
in Fig 2.  The C2F2 MEP contains a minimum of -2.1 kcal/mol at about d=1.8 Å, but the other 
two fluorinated units show a steady rise as d diminishes, and hence no Vmin,Ax.

Given the overall positive potential in the π-region it is perhaps counterintuitive that all three 
of these fluorinated units can engage in a XB with ICCH.  The interaction energies are between 1 
and 2 kcal/mol, somewhat weaker than the unsubstituted parallels.  And the intermolecular 
distances are a bit longer, but only slightly.  Each of these interactions can be fairly characterized 
as a true XB, with an AIM bond path that extends from the I to the C-C midpoint of the alkene 
and alkyne with a bcp density of 0.01. The bond path involving the phenyl ring terminates on 
one of the C atoms, the one which is closest to I.  The density of this BCP is slightly smaller, 
0.008.  All systems are characterized by a substantial NBO π(CC)→σ*(CI) E2, varying from 1 
kcal/mol for the phenyl rings, and as high as 3 kcal/mol for the alkene and alkyne.  As another 
marker, the last column of Table 1 displays the total natural charge of all the atoms of each 
subunit within the complex, so verifies that there is indeed a net transfer of charge from the π-
system to the ICCH Lewis acid, as would be expected for a XB.  This quantity lies in the range 
of 10-17 me.  

Given the variability of both the magnitude and even the sign of the MEP in the region of the 
π-density, it is natural to wonder how the electrostatic portion of the interaction varies for each 
complex.  The fourth column of data in Table 1 lists the electrostatic component (ES) of a SAPT 
decomposition of each of these XBs.  Not unexpectedly, ES is substantial and negative 
(attractive) for all of the unsubstituted Lewis bases.  It remains negative, albeit smaller in 
magnitude, for C2F2, consistent with the small magnitude of its Vmin.  More surprising is that ES 
remains negative (attractive) for both C2F4 and C6F6, despite the fairly large positive Vmin,S, and 
the complete absence of a Vmin,Ax for these two bases.

There are two principal factors that help explain this apparent contradiction.  In the first 
place, the ES component results from Coulombic contacts between the entireties of both 
molecules, not just the oversimplified view of a single pointwise contact between Vmin of one 
molecule with Vmax of the other.  Secondly, as the two molecules approach one another, there is a 
certain degree of mutual penetration of the two charge clouds, which can add to the attractive 
quality of this term 49.  It is perhaps due to these issues that ES for the interaction of HCCI with 
C6F6 is slightly more negative than that for C2F4 even though the former has a more positive 
Vmin.

Table 2 lists all of the various components of the SAPT decomposition of the interaction 
energy of each halogen-bonded complex.  One can see that the perfluorosubstitution yields a 
slight reduction in both the induction (IND) and the dispersion (DISP) energies, but that these 
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changes are dwarfed by the reductions in ES.  The last column of Table 2 displays the percentage 
contribution made by ES to the cumulative attractive portion (ES+IND+DISP).  While ES 
accounts for between 1/3 and 1/2 of this total for the unsubstituted systems, this percentage 
shrinks down below 35% for the fluorinated bases, and barely more than 10% for the last two.  
So in conclusion, the change in overall sign of the MEP above these π-systems from negative to 
positive reduces, but does not eliminate, the ability of these bases to form a XB with ICCH, nor 
does it eliminate the attractive nature of the electrostatic component of the interaction energy.

Heteronuclear π-bonds
π-bonds are of course not limited to pairs of identical C atoms.  Molecules related to 

formaldehyde are also of interest, in which a C engages in a double bond with a chalcogen atom.  
Four such molecules were considered here.  As a point of reference, the two F atoms of F2CO 
ought to draw a good deal of density from the C=O bond, leaving the region above the plane 
with a positive potential, despite the density which would be available to share with an 
approaching electrophile.  Replacing the atoms surrounding the central C by less electron-
withdrawing ones, as in H2CS ought to allow the potential above the plane to become less 
negative, perhaps even positive.  Further replacement of the two H atoms by electron-donating 
methyl groups should amplify this effect.  Changing the S to the larger and less electronegative 
Te atom in Me2CTe would exaggerate the difference between C and its bonding chalcogen 
neighbor.

Fig 3a-d shows that the region lying above these C=Y atoms, where Y represents any of the 
chalcogen atoms, does not appear to take on a negative MEP, which is concentrated instead in 
the molecular plane.  Indeed, a scan of the vdW surface, characterized by ρ=0.001 au, does not 
provide a Vmin,S for any of these molecules, as indicated by the x markings in the first column of 
Table 3.  Indeed, all minima on this particular surface lie within the plane of the molecule.  So 
from that perspective, none of these molecules are prone to donate density in a XB.

A view of the MEP along an axis perpendicular to the molecule offers a somewhat different 
interpretation, however.  The curves in Fig 4 are measured along a line that stretches upward 
from the midpoint of each C=Y bond axis, perpendicular to the molecule.  The upper purple 
curve documents the overwhelming positive nature of the MEP of the π-region of F2CO which 
only becomes more positive as the point of reference approaches the molecular plane.  The other 
curves are quite different in character, showing that the MEP is negative along this axis, and 
becomes more so until a minimum is reached for distances less than 2.5 Å.  As reported in Table 
3, the MEP is equal to -2 kcal/mol for this Vmin,Ax of H2CS, and reaches down further to -6 
kcal/mol for both Me2CS and Me2CTe.  

While neither F2CO with its positive MEP, nor H2CS with its very shallow Vmin,Ax are 
capable of sustaining a XB, the latter two molecules with their more negative minimum do so.  
These bonds are fairly strong, with interaction energies of about 4 kcal/mol, as listed in Table 3.  
The I atom approaches to within about 3.4-3.5 Å of the C=Y midpoint, only slightly longer than 
in the homonuclear C-C bonds in Table 1.  Because of the more negative potential above the Y 
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than over the C, Fig 3e and 3f show that the HCCI molecule points almost directly to the Y atom.  
The AIM bond path is curious.  In the case of Me2CS, the path veers toward the S atom in Fig 
3g, while it takes a sudden turn toward C for Me2CTe in Fig 3h.  Nonetheless, the bond critical 
point densities are both 0.01 au, and there is a sizable E2 of around 3 kcal/mol.  The substantially 
negative ES components  of roughly -5 kcal/mol for the two methylated bases in Table 3 are 
consistent with the negative MEP above the molecular plane.  All of the SAPT components 
contained in Table S1 complete this picture with a strongly attractive DISP, and a smaller 
induction energy.

Lone Pairs
Even more than π-bonding regions, the most common source of electron density donation 

within a XB is the lone pair of a Lewis base.  The MEP is typically rather negative in the region 
of a lone pair, as in the prototypical case of NH3 which has a Vmin,S of -40.1 kcal/mol, as listed in 
the first row of Table 4.  This molecule easily forms a rather strong XB with ICCH of 6.6 
kcal/mol.  The BCP density is 0.019 au, and there is a large E2 of 8.3 kcal/mol for transfer from 
the N lone pair to the σ*(CI) orbital.  Changing the N hybridization from sp3 to sp, as in NCF 
and NCNO2, reduces the negative value of Vmin,S and consequently the XB strength along with 
its various markers.

But one can imagine scenarios that might make the MEP less negative or even positive in the 
region of the lone pair.  Replacing the three H atoms of NH3 by F reduces Vmin,S down to only -
3.9 kcal/mol.  This transformation is more vividly shown in the comparison of the MEPs of these 
two molecules in Fig 5a and 5b.  Table 4 further shows that use of three NO2 substituents 
reverses the sign of Vmin,S, as does changing the N of NF3 to the less electronegative P, with their 
MEPs in Fig 5 consistent with this pattern.  The radial dependence of the MEP of each molecule 
along its lone pair C3 rotation axis in Fig 6 (or CN axis for NCF and NCNO2) fits these 
observations.  The MEP of N(NO2)3 and PF3 are positive for any distance from the central atom 
just as NH3, NCF, NCNO2, and NF3 are negative.  Each molecule does contain a shallow 
minimum in its axial MEP, whose characteristics are contained in Table 4, but the value of this 
Vmin,Ax differs little from Vmin,S.  

The four former systems with the negative Vmin form stable XBs with ICCH, as might be 
expected, and with their interaction energies varying in line with the MEP minima.  More 
surprising though is the ability of both N(NO2)3 and PF3 to also participate in such a bond, 
despite their positive MEP minimum.  In fact, these two XBs are slightly stronger than that 
involving NF3 with its negative Vmin.  The geometry of each such system points the I directly 
toward the central Z, with the AIM bond path connecting them.  All six of these XBs are 
confirmed as such by their substantial bond critical point densities and E2 for Zlp→σ*(CI) 
transfer where Z represents either N or P.  Further verification arises in connection with the net 
charge transferred from the Lewis base to the ICCH acid.  The intermolecular distances are all 
substantially shorter than the sum of vdW distances  of 3.70 Å for I··N and 3.94 Å for I··P 50.  
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Even for the two XBs with positive Vmin, and with interaction energy barely above 1 kcal/mol, 
the ratio of the XB distance to the vdW sum is 0.9.

It is understandable that ES declines along with Vmin.  However, one sees again that a 
positive MEP does not preclude either a stable XB or an attractive ES component, as may be 
seen for both N(NO2)3 and PF3.  The complete SAPT decomposition of these complexes in Table 
S2, shows that the percentage ES contribution declines along with the diminishing Vmin, from a 
maximum of 61% for NH3, down to only 15% for N(NO2)3.  The ES term for PF3 is 
disproportionately large for its small Vmin, perhaps due to an elevated degree of charge 
penetration within the complex.

σ-Holes
As a converse to the issue concerning electron donors with positive MEP, there is the 

question as to whether a Lewis acid can engage in a XB if its σ-hole region is negative.  
Although there might be some electrostatic repulsion with an incoming nucleophile, there 
remains the stabilizing influence of charge transfer into the σ* antibonding orbital of the acid.  
So as to answer this question, a series of Lewis acids were constructed that contained σ-holes 
with negative as well as positive MEP.  Each was then allowed to interact with NH3 as a 
prototype base with a prominent lone pair.

The Lewis acid candidates are listed in Table 5, along with the value of the MEP on their 
ρ=0.001 au isodensity surface as Vmax,S.  The low electronegativity of Ge reduces the pull on the 
electron density of the Ge-X covalent bond.  But even so, GeH3I has a positively charged σ-hole 
with Vmax,S=+7.6 kcal/mol.  However, replacing I by its smaller and more electronegative Br 
counterpart brings this quantity down to slightly below zero, while the σ-hole on GeH3Cl reaches 
down to -7.1 kcal/mol.  The electron-releasing capability of the methyl group imbues both 
GeMe3Br and GeMe3I with a negative Vmax,S, particularly the former with a minimum of -8.8 
kcal/mol.  As an alternative molecular structure, the halogen atom was placed on a permethylated 
phenyl ring.  However, as may be seen in the last two rows of Table 5, although the σ-hole MEP 
is rather small, it remains positive for both C6Me5Br and C6Me5Cl.

The radial behavior of the MEP was examined by plotting it along a line emanating from the 
X atom, as an extension of each T-X covalent bond.  The behavior of the MEP along this axis, 
illustrated in Fig 7, is interesting from a number of perspectives.  In the first place, whether the 
MEP is positive or negative at the specific distance d which corresponds to ρ=0.001 au, it is 
negative at long range.  For example, the MEP of even GeH3I, which has a Vmax,S value of +7.6 
kcal/mol, sinks below 0 for d > 2.8 Å.  Each of the curves in Fig 7 becomes progressively more 
positive as the reference point more closely approaches the X atom, although several do display a 
shallow minimum.  GeH3Cl, for example, has its most negative MEP of -8.2 kcal/mol for d=2.4 
Å, which is marginally more negative than its value of -7.1 kcal/mol on the ρ=0.001 au 
isodensity surface for which d=2.02 Å.  Importantly, in no case does the presence of such a 
shallow minimum on the radial function in Fig 7 reverse the conclusion from the isodensity 
surface of the sign of Vmax.

Page 8 of 23Physical Chemistry Chemical Physics



9

Perusal of Table 5 shows that it is difficult to form a XB if the σ-hole has a negative charge, 
although it is not necessary for Vmax,S to be highly positive.  More specifically, GeH3I with its 
substantial MEP maximum of 7.6 kcal/mol forms a I··N XB with NH3 with Eint=1.63 kcal/mol, 
and C6Me5Br is right behind, with values of +4.6 and 1.25 kcal/mol, respectively.  The structures 
of these two complexes are illustrated in Fig 8a and 8c, respectively.  Reducing Vmax,S to only 
+0.4 kcal/mol still allows C6Me5Cl to form a XB, even if quite weak at 0.45 kcal/mol (Fig 8d).  
The further slight reduction of Vmax,S to the negative value of -0.4 kcal/mol retains this ability for 
GeH3Br in Fig 8b.  The other quantities listed in Table 5 confirm these interactions to be true 
XBs, with ρBCP~0.01 au and with E2 between 1.3 and 3.1 kcal/mol, along with an overall charge 
transfer of 3-11 me.  The R/RvdW ratio is equal to 0.90 for three of these complexes, with the 
exception being the weak XB with GeH3Br, with its slightly negative Vmax, for which this ratio is 
0.96.  In accord with the positive values of Vmax, the ES component listed in Table 5 is negative, 
even for GeH3Br, whose MEP maximum is slightly negative.  The percentage contribution of ES 
to each of these XBs lies between 35% and 51%, as reported in Table S3, where the higher 
percentages correlate with the deeper σ-holes.  On the other hand, the other three systems with 
more negative σ-holes, even only slightly negative at -1.9 kcal/mol as in the case of GeMe3I, 
remove this possibility.

DISCUSSION
It would appear then that a negatively charged minimum of the MEP of the base, in the 

vicinity of the electrons that will be partially transferred to the Lewis acid, is certainly beneficial 
for formation of a XB but is not necessary in all cases.  The perfluorinated ethylene and benzene 
molecules are examples in that both form a XB with the ICCH unit, but the MEP lying above 
their π-clouds is positive.  This positive charge is not confined only to the vdW surface, but 
extends over the entire range of a line emanating from the center of the molecule.  This idea is 
also carried over to the lone pair of the N and P atoms.  Both N(NO2)3 and PF3 form a XB, 
despite a positively charged MEP along the C3 axis that includes the lone pair that donates 
charge to the acid unit. 

In the case of a Lewis acid, a positively charged σ-hole, coincident with the antibonding 
σ*(TX) orbital, clearly represents an optimal situation for engagement with a Lewis base.  
However, the question of the sign of the MEP is a bit more nuanced.  It would appear that the 
MEP along the extension of the T-X bond is always negative at long range, regardless of the 
nature of the Lewis acid.  The MEP becomes less negative as the reference point approaches 
more closely, eventually turning positive at some particular distance, which differs for each acid.  
So the question as to whether the σ-hole region is positive or negative depends upon the distance 
chosen for its evaluation. This transition point from negative to positive is equal to 2.9 Å for 
GeH3I, for example, but is much smaller at 1.7 Å for GeH3Cl.  In the former case, the transition 
distance is much longer than the vdW radius of I (2.04 Å), while the 1.7 Å transition distance of 
GeH3Cl is somewhat shorter than the Cl vdW radius of 1.82 Å.  It is for this reason that one can 
speak of a positively charged σ-hole for the former while the latter’s MEP can be considered 
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negative, adopting the stance that it is the magnitude of the MEP at the vdW surface which is the 
decisive factor.  

From this standpoint, it would appear that the σ-hole region must be characterized by a 
positive MEP on its vdW surface, even if only by a small amount, in order to sustain a XB.  The 
only exception to this rule is GeH3Br, for which Vmax,S is only barely negative at -0.4 kcal/mol.  
The interaction energy involved in its XB with NH3 is very small, only 0.4 kcal/mol.

On the other hand, one might expect that pairing up with a stronger base might strengthen 
some of these weak XBs, or even permit the formation of such a bond with an acid with a 
negative Vmax.  To examine this issue, some of the acids with questionable σ-holes were paired 
with NMe3, whose three electron-donating methyl substituents amplify the availability of its lone 
pair.  This switch of bases raises the interaction energy of GeH3Br, whose Vmax,S is slightly 
negative, from 0.44 to 1.51 kcal/mol.  GeMe3I, which was incapable of engaging in a XB with 
NH3, has an even more negative Vmax,S of -1.9 kcal/mol.  Amping up the base strength with 
NMe3 promotes its formation of a XB, with interaction energy 1.78 kcal/mol, despite the 
negative Vmax,S.  

The MEP of the σ-hole of GeH3Cl is more substantially negative, -7.1 kcal/mol.  Adding 
NMe3 as a partner permits a certain level of engagement, but the base is twisted so that its lone 
pair is not oriented correctly toward Cl, displaced by 35°.  AIM bond paths lead from Cl not only 
to the N, but also to two methyl H atoms, so this complex is held together by two CH··Cl HBs, as 
well as any weak Cl··N XB.  With a cumulative Eint of -0.86 kcal/mol, it would be difficult to 
ascribe a substantive XB to this complex. 

 Invoking charge assistance by placing a negative charge on the base can be an important 
amplification factor 51-59.  When the base was mutated to Cl-, this anion situated itself directly 
along the Ge-Cl axis of GeH3Cl with R(Cl···Cl)= 3.223 Å, but with only a slightly negative 
interaction energy of -0.34 kcal/mol.  AIM and NBO analysis point to a XB as the sole source of 
stability of this dimer.

Just as the depth of a σ-hole is a nettlesome question, requiring some consideration as to the 
distance from the X atom, so too is there a certain degree of uncertainty in assessing the potential 
associated with a source of electron density.  For systems like C6F6 and C2F4, the potential is 
clearly positive above the molecular plane, but the value of the MEP is quite sensitive to the 
distance of the reference point.  As another situation, the MEP above the C≡C bond of C2F2 
undergoes a change of sign, from positive to negative, and then back to positive for closer 
approach.   Even for the unsubstituted unsaturated systems for which the MEP is negative 
definite, there is a particular distance for which this MEP is at its minimum, which does not 
necessarily coincide with the vdW distance.  Some of these ideas extend beyond the π-systems, 
and are common to the lone pair of the nucleophile.  Whether the MEP is positive or negative 
along the lone pair axis, it bottoms out at a particular distance, before rising quickly as the 
reference point more closely approaches the atom in question.

Given the minor contribution of the ES component to the interaction energy of some of these 
complexes, particularly those with small negative or even positive Vmin on the base, it is natural 
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to wonder if the XB strength would deteriorate or strengthen if the σ-hole of the Lewis acid is 
weakened.  In comparison to Vmax,S of 34.8 kcal/mol for ICCF, binding the I to a sp3 methyl 
group in CH3I reduces this quantity to 13.7 kcal/mol.  Switching out the I for a Cl leads to a 
slightly negative Vmax,S of -1.3 for CH3Cl.  The interaction energies of these two acids with C2F4 
(Vmin,S = +10.7 kcal/mol) were computed to be 1.25 and 1.19 kcal/mol, respectively, hardly 
changed from the 0.95 kcal/mol arising from ICCH, despite a 36 kcal/mol range of σ-hole depths 
for the three acids.  In a similar vein related to a lone pair rather than a π-region, the interaction 
energies of CH3I and CH3Cl with N(NO2)3 (Vmin,S = +4.0 kcal/mol) are respectively 1.39 and 
1.24 kcal/mol, again barely changed from the value of 1.33 kcal/mol for ICCH.  This nearly 
uniform quantity implies that the binding energy of a Lewis acid to a base with a small or 
positive MEP is largely independent of the identity of the acid, or the depth of its σ-hole.

A deeper insight into this behavior can be gleaned by an energy decomposition of each of 
these very similar total interaction energies, and a comparison with bases that have a true 
negative MEP.  As is evident in Table 6, The ES components involving unsubstituted NH3 are 
quite negative, making up well over half of the total attractive energy.  The magnitude of ES is 
cut in half as the acid changes from ICCH to ICH3, in concert with the much shallower σ-hole of 
the latter.  (In fact, the slightly negative Vmax of ClCH3 prevents it from forming a Cl··N XB with 
NH3 at all.)   Note also the dropping IND and DISP components that accompany the weakening 
bond.  When combined with EX, the total SAPT interaction energy drops markedly as the σ-hole 
is weakened, vanishing entirely for ClCH3.  The contrast is obvious for N(NO2)3 with its positive 
MEP in the N lone pair region.  In the first place, the total SAPT energy is rather static at around 
2 kcal/mol, in fact rising a bit as the σ-hole on the acid weakens.  This strengthening bond can be 
attributed to the ES term which, although small in magnitude, rises as the acid Vmax drops, 
thereby reducing Coulombic repulsion with the N lone pair’s positive MEP.

Very similar trends are apparent for the X··π bonds in the lower half of Table 6.  Again, the 
ES component is sizable for the unsubstituted alkene with its negative π MEP, making up nearly 
half of the total.  The shallower σ-hole of ICH3 cuts ES, as well as the other components, 
resulting in a weaker overall XB.  When the four F substituents are added to the alkene, making 
its π-region positive, one again sees a much smaller ES, which rises in magnitude as the acid 
Vmax drops.  Indeed, ES triples in the mutation of the acid from ICCH to ClCH3.  Even so, the 
percentage contribution of ES remains under 40%.  As in the lone pair cases, the total SAPT 
energy is fairly insensitive to the particular acid as the increasing ES is opposed by reduced IND 
and DISP, also resulting in a larger proportional contribution of ES to the total.

There have been some earlier indications that the approach of regions of like-charged MEPs 
of two neutral molecules might not be fully repulsive.  For example, Ibrahim and coworkers 
showed that small negative interaction energies can be calculated when two molecules were 
oriented so that their positively charged σ or π-holes approached one another 60, 61.  However, it 
is unclear if these geometries represented true minima as the orientations were rigidly enforced.  
SAPT partitioning offered small negative electrostatic components, consistent with the finding 
present above.  There is also some computational evidence that the positive MEP situated above 
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C6F6 can interact with the positive π-hole of a partner molecule 62, again with a small negative 
ES component, although again the enforcement of geometric restrictions did not permit the 
identification of these complexes as true minima. 

Zhang and Wang 63 discussed a configuration where two positively charged σ-holes might 
interact attractively with one another in the context of several intriguing crystal structures.  These 
interactions were assessed to be dispersion-dominated, with minor but attractive ES components, 
not unlike the SAPT findings here.  Likewise, other calculations found instances of attractive 
forces between a σ-hole and π-hole, both positively charged 64, with total interaction energies in 
the 1 kcal/mol range.  Wang et al 65 had argued that electrostatic repulsion between electrophilic 
sites can be overcome by charge transfer and dispersion, and provided examples of stable 
interactions between positively charged σ-holes.

Another recent work 66 found that a positively charged region located above the S or Se atom 
of planar 2,3,4,5-tetrafluorothiophene or -selenophene (termed a π-lump) could engage in a XB 
with the σ-hole of dihalogen molecules.  The two rings contained fairly small Vmax,S values of 3.4 
and 2.8 kcal/mol, respectively, helping to minimize Coulombic repulsions.  Despite this point-to-
point repulsion, the authors found fairly large negative electrostatic components, which they 
attributed to charge penetration. 

In the same context of chalcogen atoms, recent calculations 25 showed that even a negative 
Vmax,S of a σ-hole on a chalcogen (Ch=S or Se) atom within a XYT=Ch molecule where T 
represents a tetrel atom appear capable of forming a ChB with a N-base, albeit exceedingly weak 
ones, less than 1 kcal/mol.  Unlike the systems examined here, the electrostatic components of 
these chalcogen bonds are repulsive.  This work pointed out also that these negative σ-holes 
reverse their sign as the reference point comes closer to the S or Se atom, more representative of 
the position of the base atom.

The idea that a positive region near a lone pair or π-system of a base might interact with the 
positive σ-hole of an approaching Lewis acid might be thought of as anti-electrostatic, although 
that particular term has usually been employed in the discussion of fully charged ions, as in 
cation-cation or anion-anion 67, 68.  Pairs of this sort are typically unstable unless they are 
immersed in a simulated solvent of some sort, or a series of counterions have been added, to 
disperse the charges and minimize Coulombic repulsions 69-78.  In some cases, metastable 
complexes can be identified in the gas phase, but these are higher in energy than the separated 
monomers 25, 79-85.  Fully stable minima can be achieved in the gas phase if the two cations are 
large enough that there is large separation between their centers of like charge 86, 87.

CONCLUSIONS
The generic halogen bond strengthens as the negative potential of the base rises in 

magnitude.  However, a XB can be formed even if this potential becomes positive.  C2F4 and 
C6F6 are cases in point, where the minimum in the potential above the π-systems of these 
nucleophiles is as high as +16 kcal/mol.  Placing strongly electron-withdrawing substituents on a 
N or P atom can leave its lone pair region with an overall positive potential, which is still capable 
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of forming a XB.  Although these interactions carry all of the markers of true XBs, with 
appropriate charge transfers and AIM bond paths, they are fairly weak, less than 2 kcal/mol.  In 
the converse situation it does appear that a positively charged σ-hole is required for a Lewis acid 
to engage in a XB in most cases, as even a slightly negative potential discourages such a bond, 
although a weak XB can be coaxed with a particularly strong base.  It is particularly intriguing 
that, unlike mainstream halogen bonds, these systems with either positive potentials near the 
electron source of the base, or a negative σ-hole region on the acid, cannot be significantly 
strengthened by changing the characteristics of the partner molecule.  
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Table 1.  Characteristics of Lewis base monomers, and the halogen-bonded complexes formed 
between their homonuclear π-clouds and ICCH.

Vmin,S
kcal/mol

Vmin,Ax 
kcal/mol

-Eint 
kcal/mol

ES
kcal/mol

R(I··mid) 
Å

ρBCP
au

E2 
kcal/mol

CT
me

C2H2 -16.0 -20.2 3.01 -4.79 3.319 0.0106 2.5 11.9
C2H4 -15.8 -20.6 3.34 -5.48 3.317 0.0110 3.3 14.2
C6H6 -16.9 -17.0 3.87 -4.31 3.459 0.0082 1.4 9.6
C2F2 -1.8 -2.1 1.68 -2.38 3.336 0.0105 2.7 9.7
C2F4 +10.7 x 0.95 -0.62 3.371 0.0102 2.9 17.3
C6F6 +15.9 x 1.52 -1.11 3.483 0.0079 1.3 10.6

Table 2.  SAPT decomposition of the interaction energy of each base with ICCH; all in kcal/mol.
ES EX IND DISP TOT %ESa

C2H2 -4.79 6.78 -1.71 -3.61 -3.33 47.4
C2H4 -5.48 7.94 -2.04 -4.09 -3.66 47.2
C6H6 -4.31 7.44 -1.67 -6.54 -5.08 34.4
C2F2 -2.38 5.33 -1.20 -3.37 -1.62 34.2
C2F4 -0.62 4.75 -1.15 -3.60 -0.62 11.5
C6F6 -1.11 6.00 -1.16 -6.08 -2.34 13.3

aES/(ES+IND+DISP)

Table 3.  Characteristics of Lewis base monomers, and the halogen-bonded complexes formed 
between their heteronuclear π-clouds and ICCH.

Vmin,S, 
kcal/mol

Vmin,Ax, 
kcal/mol

-Eint, 
kcal/mol

ES
kcal/mol

R(I··mid) 
Å

ρBCP
au

E2
kcal/mol

CT
me

F2CO x x x
H2CS x -2.0 x
Me2CS x -6.3 3.64 -4.74 3.413 0.0102 2.5 9.2
Me2CTe x -6.1 4.00 -5.27 3.547 0.0095 3.2 15.1

Table 4.  Characteristics of Lewis base monomers, and the halogen-bonded complexes formed 
between their N or P lone pairs and ICCH.

Vmin,S 
kcal/mol

Vmin,Ax 
kcal/mol

-Eint 
kcal/mol

ES
kcal/mol

R(I··Z) 
Å

ρBCP
au

E2
kcal/mol

CT
me

NH3 -40.1 -68.7 6.56 -11.49 2.978 0.0191 8.3 32.1
NCF -29.6 -37.8 3.46 -5.18 3.082 0.0129 3.9 8.8
NCNO2 -17.4 -21.9 2.17 -3.27 3.164 0.0110 2.8 4.5
NF3 -3.9 -5.6 1.02 -1.51 3.260 0.0100 2.9 14.1
N(NO2)3 +4.0 +3.8 1.33 -0.94 3.243 0.0107 2.2 4.3
PF3 +3.1 +3.1 1.12 -2.51 3.612 0.0097 4.5 34.2
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 Table 5.  Characteristics of Lewis acid monomers, and the halogen-bonded complexes formed 
between their X atom and NH3.

Vmax,S 
kcal/mol

-Eint, 
kcal/mol

ES
kcal/mol

R(X··N), 
Å

ρBCP,
au

E2, 
kcal/mol

CT
me

GeH3I +7.6 1.63 -3.65 3.320 0.0113 2.8 8.2
GeH3Br -0.4 0.44 -1.07 3.384 0.0080 1.3 2.7
GeH3Cl -7.1 x
GeMe3Br -8.8 x
GeMe3I -1.9 x
C6Me5Br +4.6 1.25 -3.00 3.161 0.0116 3.1 10.8
C6Me5Cl +0.4 0.45 -1.42 3.150 0.0100 1.9 6.5

Table 6.  SAPT decomposition of the interaction energy of various Lewis acids with indicated 
base; all in kcal/mol.

ES EX IND DISP TOT %ES
NH3

ICCH -11.49 11.96 -3.66 -3.62 -6.82 61.2
ICH3 -5.96 8.23 -2.11 -2.83 -2.66 54.7

N(NO2)3
ICCH -0.94 4.43 -0.82 -4.41 -1.74 15.2
ICH3 -1.72 4.26 -0.49 -4.17 -2.12 27.0
ClCH3 -1.64 2.80 -0.31 -2.78 -1.93 34.7

C2H4
ICCH -5.48 7.94 -2.04 -4.09 -3.66 47.2
ICH3 -3.29 5.82 -1.04 -3.38 -1.89 42.7

C2F4
ICCH -0.62 4.75 -1.15 -3.60 -0.62 11.5
ICH3 -1.53 4.57 -0.70 -3.43 -1.08 27.0
ClCH3 -1.98 3.87 -0.47 -2.51 -1.09 39.9
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Fig 1. a-f) MEP lying above the plane of each molecule.  Blue regions correspond to positive 
MEP (+20 kcal/mol), while negative is indicated by red (-20 kcal/mol), each drawn on 
surface corresponding to 1.5 x vdW radius. Small green ball indicates position of 
minimum.  g-i) Geometries of optimized complexes with ICCH.  R refers to distance 
between I and center of C-C bonds in g and h, and the center of the ring in i.
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Fig 2. MEP evaluated at a distance d from the center of the C-C bond in the alkenes and alkynes, 
and from the center of the ring in C6H6 and C6F6.

Fig 3. a-d MEP lying above the plane of each molecule.  e,f) Geometries of optimized complexes 
with ICCH, with distance (Å) shown from I to center of C=Y bond.  g,h) AIM molecular 
graphs of optimized geometries, with bond critical points indicated by small red balls.
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Fig 4. MEP evaluated at a distance d from the center of the C-Y bond, along a line perpendicular 
to the molecule.

Fig 5. MEP lying above the plane of a) NH3, b) NF3, c) N(NH2)3, and d) PF3.
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Fig 6. MEP evaluated at a distance d from the central N or P atom, along either the C3 or C-N 
lone pair axis.

Fig 7. MEP evaluated at a distance d from the X atom, along the extension of the T-X covalent 
bond.
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Fig 8. Geometries of optimized complexes with NH3, X··N distance in Å.
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