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Advances in the OCEAN-3 spectroscopy package

John Vinson

The OCEAN code for calculating valence- and core-level spectra using the Bethe-Salpeter equation is

briefly reviewed. OCEAN is capable of calculating optical absorption, near-edge X-ray absorption or non-

resonant scattering, and resonant inelastic X-ray scattering, requiring only the structure of the material

as input. Improved default behavior and reduced input requirements are detailed as well as new

capabilities, such as incorporation of final-state-dependent broadening, finite-temperature dependence,

and flexibility in the density-functional theory exchange–correlation potentials. OCEAN is built on top of a

plane-wave, pseudopotential, density-functional theory foundation, and calculations are shown for

systems ranging in size up to 7 nm3.

1 Introduction

The OCEAN code was introduced several years ago1–3 as a core-
level spectroscopy complement to the valence spectroscopy
package AI2NBSE.4 The purpose of both codes is to provide
predictive calculated electronic response, specifically in the
near-edge X-ray or optical/UV energy ranges, respectively.
Now, the valence and core-level codes are combined into a
single package which retains the name OCEAN.5 In this paper I
will detail a number of advances that have been made that
improve the accuracy and efficiency of OCEAN as well as extending
the scope of materials and spectroscopies that can be simulated.
This paper is not intended as a comprehensive review of the
underlying theory, but it covers details of the implementation.
In particular, I highlight specific approximations made in OCEAN

that are not necessarily universal. The OCEAN code is not the only
Bethe–Salpeter equation (BSE) based code. For many years BSE
has been used for ab initio calculations of both valence6–8 and
near-edge X-ray spectra,9 and is now incorporated into many
codes.10–13 Nor is BSE the only method for calculated optical or
X-ray spectra. A large number of computational tools based on a
variety of theoretical methods are available.14,15

Before continuing, it is instructive to clarify what is meant
when OCEAN is referred to as predictive. I contrast this with
approaches that are descriptive, and the important distinction
is that of the method’s primary purpose. In a descriptive
approach a parametrized model, cleverly constructed to capture
the relevant effects and excitations, is fit to experimental data.
From this fit one infers relative strengths and weights of
modeled effects in the system being studied. The OCEAN code
is predictive in the sense that the system-dependent adjustable

parameters are limited to the structural description. The struc-
ture determines the species of atoms and their locations.
Parameters that are applicable to a wide variety of systems,
such as the choice of density functional (see Section 2.1.1), or to
a specific atomic species, such as the core–hole lifetime (see
Section 2.1.2), are considered acceptable. Removing these
parameters (the universal density functional or reliable decay
lifetime calculations) are, of course, goals in the condensed
matter community, but will be left to others.

To begin I must clearly define the scope of the problem.
As stated above, I am interested in calculating the electronic
response to perturbations that range in energy from optical to
X-ray. More narrowly, the electronic response of condensed
systems, liquids or solids (though gas phase or molecular
systems are possible as well). The temperature can range from
cold to several times room temperature, subject to the con-
straint that the temperature be small compared to the Fermi
level (metals) or bandgap (insulators), kbT { EF, Eg. This allows
the temperature to be treated as a perturbation on top of a 0 K
calculation. A pressure range from 0 Pa. to many GPa. is
acceptable. These constraints allow for a wide range of possible
systems and conditions from battery cathodes to water splitting
catalysts to minerals within the Earth’s mantle.

The calculation of a material’s spectrum involves first the
calculation of the ground-state electronic structure of that
material. This can be thought of hierarchically. The physical
structure of a material, its atoms and their coordinates, deter-
mines the electronic structure, and, in turn, the electronic
response or spectra. The goal is to provide an overview of
how the electronic structure and the electronic response are
treated within the OCEAN code.

The format of this paper will continue as follows. After a
brief comment on the structure of the code, I give a broad
overview of the theoretical underpinnings of OCEAN as well as
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some implementation details specific to OCEAN and the types of
calculations OCEAN is capable of. Then I discuss a number of
improvements and advances that have been made to the code
before finally presenting a number of examples that showcase
the breadth and utility of OCEAN.

1.1 Structure of the OCEAN code

The OCEAN package is a collection of scripts and executable
programs. Density-functional theory (DFT) calculations are a vital
part of OCEAN, but OCEAN is reliant on external codes for these
calculations. After parsing the input file and carrying out initial
parameter checks, the OCEAN package runs through several stages.
Each stage is controlled by its own script, which allows each stage
to be run individually. First is the ‘‘OPF’’ (optimal projector
function) stage which calculates details of core-level orbitals (see
Section 2.1.2). Next, the ‘‘DFT’’ stage carries out DFT calculations
(see Section 2.1.1) to generate electron orbitals which are used in
the the BSE calculations. After this is the ‘‘PREP’’ stage which
serves as an intermediate step to allow OCEAN to interface with
different external DFT codes that might have different output file
formats. Next comes the ‘‘SCREEN’’ stage which calculates the
dielectric response which screens the electron–hole attraction in
the BSE. Finally, the ‘‘BSE’’ stage generates spectra using the BSE.

1.2 Measurements and convergence

With OCEAN one is able to make ‘‘computational measurements,’’
that is, probe the theoretical assumptions that are in the code as
well as the structural assumptions that are used as input. Unlike
reality, where the atomic movement in a system is the dependent
variable, changing with applied external forces or conditions,
in simulations the atomic positions are the independent (and
only free) parameter. This means that one is able to measure
how structural changes affect spectra. Additionally, by changing
aspects of the underlying theoretical approximations one can
observe the effect of that approximation on the electronic struc-
ture and response. For instance, the exchange–correlation poten-
tials of DFT are often judged by structural properties, cell volume
or bulk modulus, whereas core-level spectroscopy is sensitive to
the local shape of the electron orbitals. Computational spectro-
scopy provides a measurement of the underlying electronic
structure beyond energy levels or the density response.

The OCEAN code relies on both uncontrolled approximations,
such as the use of the Bethe–Salpeter equation to describe
excited states or DFT to describe the ground state, and con-
trolled approximations, such as the use of finite sums instead
of integrals over electronic states. It is important that calculations
are converged with respect to all controllable approximations,
irrespective of wether this convergence improves agreement with
measured data.

2 Theory overview
2.1 Ground state

Before simulating the electronic response of a system, one must
first simulate the system’s ground state. This is because the

terms needed to solve the response are built diagrammatically
out of the ground-state electron wave functions. While a
Hamiltonian can be written down for condensed matter sys-
tems with only very minor approximations, such a complete
description is not tractable. To proceed a number of approxi-
mations are made that substantially reduce the size and com-
plexity of the Hamiltonian.

First, the nuclei and electrons are decoupled, writing the
many-body wave function as

|x(
-

R)i|C(-r;
-

R)i (1)

where the electron’s wave functions C depend explicitly on the
electron coordinates -r, but parametrically on the atomic coor-
dinates

-

R. This is the Born–Oppenheimer approximation.
It allows one to treat the nuclei as fixed classical potentials
and separately solve the electronic Hamiltonian. Often an
argument is made that the nuclei move slowly compared to
the timescale of the electronic excitations. Importantly, this
approximation treats the vibrational excitations as having
negligible energy.16 In what follows spectra are assumed to
depend only parametrically on atomic positions, and the atomic
positions remain fixed during the excitation.

Next, the material is treated with periodic boundary conditions.
This means that the electron orbitals c can be written in terms of
bands n, their spin s, and their crystal momenta k within the
Brillouin zone,

cnksðrÞ ¼ eik�runksðrÞ ¼ eik�r
X
G

eiG�rCG
nks (2)

in either real-space or as a sum over Fourier coefficients CG, where
G are reciprocal lattice vectors. The number of Fourier coefficients
is limited by defining a plane-wave cut-off energy Ec r G2/2.
Despite the use of periodic boundary conditions, non-crystalline
systems can still be simulated with the OCEAN code, such as water
against a thin membrane17 or vibrationally disordered systems,18

by using large cells with hundreds or a few thousand atoms and
checking for the effects of artificial periodicity.

2.1.1 DFT. One-electron orbitals are calculated using den-
sity–functional theory (DFT).19 Briefly, the difficult to calculate
electron–electron interactions are replaced by a fictitious
Kohn–Sham potential VKS [n],20 a functional of the electron
density n,

H [n] = �1/2r2 + Vext + VH[n] + VKS[n] (3)

where the external potential Vext is the sum of the atomic
potentials (and any applied external potential), and the Hartree
potential VH[n] is also dependent on the electron density. This
means that for a given electron density the many-body Hamil-
tonian is reduced to a one-particle Hamiltonian, whose eigen-
states can be solved using traditional linear algebra techniques.
The electron density of a material is not known a priori, and an
iterative solution is used to converge the density such that
the resultant electron density from the N-lowest eigenstates of
H[n] is the same as the input density.

The OCEAN code relies on external codes to carry out the
necessary DFT calculations to generate the electron density n(r)
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and electron eigenstates {cnk} and energies {enk}. At present,
OCEAN interfaces with both QUANTUM ESPRESSO

21 and ABINIT,10 and it
is able to construct their input files, run the codes, and gather
and parse their outputs. Adding new plane-wave, psuedopoten-
tial DFT code interfaces can be accomplished by writing their
output files in a format readable by OCEAN or by extending
the OCEAN wave function parser. The examples shown here were
calculated with QUANTUM ESPRESSO version 6.7 (version 7.0 for
water).

2.1.1.1 Exchange–correlation functionals and DFT+U. While
DFT is an exact theory, the exact exchange–correlation functional
VKS[n] is not known. The simplest Kohn–Sham exchange–correla-
tion potential is referred to as the local-density approximation
(LDA). Within the LDA the value of the Kohn–Sham potential is
based on calculations of the homogenous electron gas. More
sophisticated exchange–correlation potentials are possible,
e.g., taking into account the local gradients of the density as
well as is done in the class referred to as generalized gradient
approximations (GGA) such as the popular Perdew–Burke–
Ernzerhof (PBE) functional.22 One-step further, meta-GGA func-
tionals include terms that depend on the second derivative
of the density or the kinetic energy density of the occupied
orbitals, like the so-called strongly constrained and appropri-
ately normed (SCAN) functional.23 A different approach
for improving the reliability of functionals is to add in some
amount of the true exchange interaction in place of the
exchange component of the density functional – referred to as
exact exchange (EXX).

Lastly, local and semi-local DFT is known to perform poorly
for systems with highly-localized states near the valence-band
maximum or conduction-band minimum, i.e., 3d and 4d
transition metals. This has lead to the use of a Hubbard-U
term (DFT+U), where an orbital-specific term is added to the
Hamiltonian. In its simplest form, this term is an on-site
repulsion that penalizes doubly occupying the d-orbitals, sta-
bilizing high-spin configurations and opening a Hubbard gap.

2.1.1.2 GW corrections. Despite the formalism of DFT designed
to produce only the correct ground-state density of a system, DFT
orbitals have been widely used in spectroscopy. DFT orbitals often
suffer from incorrect relative energies, leading to band gaps and
band widths that are too small. Using many-body perturbation
theory, the DFT orbitals can be treated as quasiparticles and their
energies corrected by the self-energy operator S. The first-order
energy correction is given by

ei = eKS
i + hCi|S(ei) � VKS|Cii (4)

where the self-energy takes the place of the Kohn–Sham
potential. Note that the self-energy depends on the correct quasi-
particle energy, and, depending on the approximations used,
the self-energy can have an imaginary component that is the
inverse of the quasiparticle lifetime. As developed by Hedin, the
self-energy operator can be approximated from one-electron
orbitals produced either with the a Kohn–Sham potential (DFT)
or a bare exchange interaction (Hartree-Fock). The first-order

approximation for the self-energy operator is given by S = GW,
leading to its designation as the GW approximation.24

OCEAN does not carry out GW calculations, but results from
external GW codes can be included in an OCEAN calculation.
Often calculations keep the DFT orbitals constant and only
energy-corrections to the DFT eigenvalues are calculated,
the so-called G0W0 approximation. So long as the exchange–
correlation functional and pseudopotentials are the same,
energy corrections from one code can be applied directly to
eigenvalues of another. Energy corrections can be supplied to
OCEAN for all states explicitly Snk, by band Sn, or by energy S(o),
and can be either real- or complex-valued. Alternatively, a
simple band-gap and stretch can be applied where the valence
and conduction band energies are stretched by separate
amounts, and the band gap set or changed by a specific value.
Quasi-particle self-consistent GW calculations have been used
with OCEAN,25 but require inputting the electron orbitals from
the GW calculation and this has not yet been automated.

2.1.2 Core-level orbitals. The use of pseudopotential DFT
to supply the valence and conduction band electron orbitals for
OCEAN presents a problem for core-level spectroscopy: the
absence of core-level orbitals. This shortcoming is solved by
using an auxiliary atomic DFT code which is provided as part of
OCEAN or, optionally, a modified version of the ONCVPSP
code.26,27

In order to calculate transitions and interactions between
core-level orbitals and orbitals from a pseudopotential-based
DFT, OCEAN makes use of optimal projector functions (OPFs), a
method based upon the projector augmented wave formalism.28

Details of calculating the OPFs and recent improvements are
discussed elsewhere.29 The OPFs provide a complete basis set
for describing a limited space of DFT orbitals – from the valence
bands up to approximately 6 Ryd above the Fermi level and within
a small sphere around an atom. The sphere radius is at or slightly
larger than the pseudopotential radius, in the range of 1 a.u. to
2.5 a.u. This basis allows the pseudopotential DFT orbitals to be
augmented to include the correct all-electron character.

2.1.2.1 Energy alignment. OCEAN and the DFT codes it inter-
faces with are based on pseudopotentials, and core-levels are
ignored. Thus changes in the core-level energy due to chemical
surroundings are not available. The energies from the separate,
atomic DFT code necessarily cannot account for differences in
the electronic structure at the atomic site in a given structure.
As an example, an approximately 4 eV energy shift is found
experimentally in ammonium nitrate between the N 1s orbitals
in the N3� site of ammonium and the N5+ site of nitrate.18

Energy alignments are calculated by first noting that, by
using an external atomic code, the calculation is being done
within the frozen core approximation. The core-level orbitals
are independent of the material. Therefore, the DFT energy of
the core orbital g can be given by some constant Xg plus the
total external electrostatic potential experienced by the orbital
VKS. This total external potential is the total potential of
the pseudopotential DFT calculation. Finally the adiabatic
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relaxation of the system is included in response to removing the
core orbital

eg ¼ Xg þ
ð
drrgðrÞVKSðrÞ � 1=2

ð
drdr0rgðrÞWðr; r0Þrgðr0Þ; (5)

where rg = |cg|
2 is the density of the core orbital, and W is the

screened Coulomb operator that is already constructed for use in
the BSE. Previously, the extent of the core orbitals was ignored
and the potential and screening were evaluated over a delta
function at the position of the atom. This method for determining
core-level shifts in OCEAN has been used between sites within a
cell,18,30 aligning within and between disordered cells such as
in liquids,31 and between different compounds.32 Further work
is needed to benchmark it against experimental data and other
theoretical methods for determining core-level alignment.

2.2 The Bethe–Salpeter equation method for absorption and
related spectroscopies

The Bethe–Salpeter equation (BSE) is a series expansion of the
two-particle propagator.33 While originally applied to the ground-
state nucleus of a deuteron, it is used widely in condensed matter
to describe the behavior of neutral particle–hole excitations. The
reader is referred to ref. 34 and 35 and references therein. At
present, OCEAN makes use of the Tamm-Dancoff approximation.36

Several additional approximations are required in order to deter-
mine the electronic response of a system using the BSE.

The first set of approximations is that the electrons are
treated either non-relativistically or, at most, in a scalar relati-
vistic manner. The exchange of real or virtual photons is done
without accounting for the finite speed of light. Electrons have
two-component, up or down spins, not 4-component Dirac
spinors. The magnitude of the spin–orbit splitting of core-level
electrons is calculated in a scalar relativistic framework and
applied perturbatively in the angular momentum and spin, l,
ml, s, basis, e.g., between the 2p3/2 L3 and 2p1/2 L2. The spin–
orbit splitting is applied as if it were an interaction term x̂ in
the BSE Hamiltonian.

Importantly, in the BSE only two explicit excited quasi-
particles exist at a time – an excited electron and a hole. There
is an implicit shift in the crystal momentum between electron
and hole that conserves the photon’s momentum for absorp-
tion or emission. The effective BSE Hamiltonian used by OCEAN

can be written in the basis of a pair of occupied (a, b) and
unoccupied (i, j) states

HBSE
ia,jb = (ei � ea)dijdab + x̂abdij � Wia;jb + Xia,jb (6)

which includes the bare energies e, the pseudo-interaction of
the spin–orbit x, and the two electron–hole interaction terms,
the direct W and exchange X. The quasiparticle energies e can
be complex-valued, with an imaginary component inversely
proportional to the lifetime of the quasi-electron or quasi-
hole single-particle excitation. The unoccupied states {i, j} are
indexed by band, k-point, and spin, and the same is true for
occupied states when the hole is in the valence bands. For core–
hole spectroscopy, the occupied states {a, b} are deep core levels
that are indexed by azimuthal quantum number m and spin.

The core level also is identified by atomic site, principle
quantum number n and angular momentum l.

The BSE is evaluated using a finite k-point mesh of electron
and hole states in place of an integral over the Brillouin zone.
The mesh subdivides the reciprocal lattice vectors, and the
number of k-points in each direction should be proportional to
the length of that reciprocal lattice vector. Note, that the
lengths of the reciprocal lattice vectors depend on both the
lengths of the lattice vectors and the angles between them. The
number of conduction bands included in the calculation is also
limited. This has the effect of limiting the spectral range of the
calculation, but, because the DFT single-particle states are not
eigenstates of the BSE, convergence of even the low energy part
of a calculated spectrum must be checked with respect to the
number of conduction bands. As the occupied states at a given
k-point are finite they can all be included in the BSE calculation,
but this is not done. The core levels are energetically separated
enough to be neglected for valence calculations and vice versa,
while the core orbitals between atoms have no overlap and are
treated independently for core-level spectroscopy.

2.2.1 Electron–hole Interactions. In addition to the non-
interacting electron and hole energies, two electron–hole inter-
action terms are included in the BSE. The direct interaction is
responsible for the excitonic binding between electron and
hole, and is screened by the dielectric response of the electrons.
The matrix elements of the direct are taken to be

hi; ajW jj; bi ¼
ð
drdr0c�i ðrÞcaðr0ÞWðr; r0ÞcjðrÞc�bðr0Þdsasbdsisj

(7)

with electron states i, j and hole states a, b. Here W = eN
�1v is

the Coulomb interaction screened by the static dielectric
response of the electrons in the system. (It is assumed that
the ions do not respond on a fast enough time scale to
contribute.) Extensions to dynamic screening are possible,37

but enter in with a resonant energy denominator which is
peaked at the energy difference between energy of the BSE
eigenstate and the constituent single particles i and a. Since the
excitonic binding is typically small compared to the band gap,
the use of only the static screening W (o = 0) is justified.

The exchange interaction involves the electron–hole pair
combining, emitting a virtual photon, and then reappearing,
and it involves the unscreened Coulomb operator

hi; ajX jj; bi ¼
ð
drdr0c�i ðrÞcaðrÞvðr; r0Þcjðr0Þc�bðr0Þdsisadsjsb (8)

Note the spatial indices and spin selection rules are changed
from the direct.

2.2.1.1 Valence-level interactions. For solving the BSE with a
valence–hole–conduction–electron excitation, e.g., optical/UV
excitations or the final state of RIXS (see Section 2.3.5), the
OCEAN code closely follows earlier work,8,38 and I will only briefly
summarize it here. The electron and hole states are down-
sampled from the Fourier coefficients G from the DFT code
onto a real-space mesh x. The mesh is aligned with the lattice
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vectors with a typical spacing of 0.5 a.u. to 1.0 a.u., or a
plane-wave energy cut-off range 10 Ryd to 40 Ryd. The direct
interaction is evaluated in real-space with a Fourier transform
of the k-point mesh defining a supercell in which the exciton is
confined. Evaluation of the direct is the most time-consuming
part of the valence BSE as both the electron and hole compo-
nents must be evaluated on the full x-mesh. The direct inter-
action is evaluated in reciprocal space where it is diagonal.

2.2.1.2 Core-level interactions and the local basis. For the
core-level BSE, both the direct and the exchange interaction
are evaluated in real-space. Exploiting the locality of the core-
level orbital, both the direct and exchange interactions are
written as partial wave expansions around the atomic site of
interest. It can be immediately seen from eqn (8) that the
exchange interaction is limited to the region immediately
around the atom because the core orbital must be present at
both spatial coordinates. The direct interaction does not have
this limitation, and the l = 0 component is very long ranged.
Only even powers of l enter into the direct interaction, and by
the l = 2 term the interaction decays quickly enough that a local
treatment is sufficient. The l = 0 component is broken into
two pieces

W ð0ÞðrÞ ¼ W ð0ÞðrÞ �W ð0ÞðrcÞ
h i

Yðrc � rÞ

þ W ð0ÞðrcÞYðrc � rÞ þW ð0ÞðrÞYðr� rcÞ
h i (9)

where the first piece is non-zero only within some cut-off radius
rc, and the core–hole density has been integrated out to give
the core–hole potential W as just a function of the electron
coordinate r. The addition and subtraction of the value of W at
the cut-off radius ensures that both pieces are smooth.

The exchange and short-range components of the direct are
evaluated using the OPFs (Section 2.1.2). Between 2 and 5
projectors are constructed per angular momentum channel,
and angular momenta up to l = 3 are included, providing a
compact basis of no more than 80 OPFs. The long-range
component of the direct interaction is evaluated on the x-mesh.
It is the long-range component that dominates computational
time for large unit cells. The strength of the exchange and short-
range, l Z 2, components of the direct are typically reduced to
80% of their calculated values.39

2.2.1.3 Spin–orbit splitting. While not an electron–hole inter-
action, the effects of spin–orbit splitting are treated in OCEAN as
part of the interaction Hamiltonian. An electron moving in the
electric field of the nucleus will experience an effective mag-
netic field which, in turn, interacts with the electron’s magnetic
moment. This is the spin–orbit interaction and takes the form
x̂ p (L�S), where L and S are the angular momentum and spin
operators respectively. The spin–orbit interaction is not diag-
onal in the Lz, Sz representation, and the usual practice is to use
the total angular momentum basis J2, Jz. The operators L2 and

S2 are diagonal in both representations. We take the spin–orbit
splitting within first order perturbation theory,

Dnlj ¼ xnl
1

2

l

�ðl þ 1Þ

" #
j ¼ l þ 1=2

j ¼ l � 1=2
(10)

xnl ¼
a2

2
fnl

1

r

dVc

dr

����
����fnl

� �
(11)

where xnl is the strength of the spin–orbit splitting and depends
on the central potential Vc and the electronic orbitals fnl. The
calculation of xnl is done in the auxiliary atomic code, and is
therefore representative of an isolated neutral atom in a low-
spin configuration.

The spin–orbit interaction is not diagonal in the basis
vectors used in OCEAN. (The direct and exchange interactions
as well as the valence and conduction band states all make use
of Sz, and the exchange and local part of the direct interaction
make use of Lz.) In the Lz, Sz basis, the dot product is expanded
L�S = 1/2(J2 � L2 � S2)

x̂abij ¼
xnl
2
hlml ; 1=2 sjJ2 � L2 � S2jl0m 0

l ; 1=2 s0idss0dkk0dmm0 (12)

where the core level {a, b} has angular quantum number l,
magnetic quantum number ml, and spin s. The spin–orbit
operator does not mix the conduction bands {ij} denoted by
k-vector k, band index m and spin s. Implicitly, the spin–orbit
interaction is limited to the core levels of a single atom sharing
both principle and angular quantum numbers.

The spin–orbit splitting also leads to a j-dependent lifetime
broadening. A hole in the more-bound 2p1/2 state can decay
into a less-bound 2p3/2 state, but not the converse. The core–
hole lifetime broadening values Gnlj are not calculated by OCEAN.
However, experimentally they are seen to be largely indepen-
dent of the local electronic structure and fairly constant across
materials (for a given element and core level). Therefore, they
are available in OCEAN as a lookup table based on experimental
measurements.40 The state-dependent broadening is included
in the spin–orbit Hamiltonian above by dividing the broad-
ening into j-dependent Gnl and j-independent �Gnl components:

Gnl ¼
2

2l þ 1
Gnlþ � Gnl�ð Þ (13)

�Gnl ¼
l þ 1

2l þ 1
Gnlþ þ

l

2l þ 1
Gnl� (14)

where Gnl+ (Gnl�) is the broadening of the j = l + 1/2 ( j = l � 1/2)
level. Physically Gnl� is the larger of the two, and therefore Gnl is
negative.

This spin–orbit dependent lifetime broadening is added to
the real-valued, spin–orbit splitting interaction giving

x̂abij ¼ ðL � SÞ xnl � iGnlð Þ � i�Gnldss0dmlm
0
l

h i
dl;l0dss0dkk0dmm0 (15)

The negative sign follows the convention that the imaginary
part of a self-energy or lifetime broadening is negative for
states below the Fermi level. The spin–orbit component of the
overall Hamiltonian enters with a minus sign such that the
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imaginary component of any eigenenergy of the total Hamilto-
nian will be positive. As in the case of complex GW eigenvalues,
the addition of any state-dependent broadening results in a
non-Hermitian BSE Hamiltonian.

2.3 Calculating spectra

Within OCEAN the BSE Hamiltonian is never explicitly con-
structed and is not diagonalized. The code calculates the action
of the Hamiltonian on a vector in the electron–hole basis. Each
of the aforementioned interaction terms is evaluated in a
favorable basis: real-space mesh, reciprocal-space mesh, or
local basis. Two iterative solvers are available that are capable
of calculating the spectra, while the second is also used to
generate the exciton wave functions.

The macroscopic dielectric function is given by

eðq;oÞ ¼ 1� 4p
OVq2

hF0jT yq;̂eGBSEðoÞTq;̂ejF0i

¼ 1� 4p
OVq2

1

Nk

X
ab

hF0jT yq;̂ejaihaj

� 1

o�HBSE þ iZ
jbihbjTq;̂ejF0i

(16)

where a, b = k, c, v (or v - g for core), OV is the unit cell volume,
and Nk are the number of k-points included. Because each core
level and site t is treated independently, the complete full-
frequency dielectric response would be given by

eðq;oÞ ¼ 1þ evalðq;oÞ � 1½ � þ
X
t;nl

et;nlðq;oÞ � 1
� �

(17)

where eval is the valence-only response and each et,nl is the
response of a specific n and l of a single atom t.

2.3.1 Electron–photon interactions. The interaction in
terms of the photon vector potential A within the Coulomb
gauge (r�A = 0) are given by

Hint ¼ �p � A� m � ðr � AÞ þ a2

2
A2 (18)

where p is the momentum of the electron and m E as is the
electron’s magnetic moment or approximately the fine
structure constant times its spin. The problem is divided into
two classes, scattering A2 or absorption or emission A.

2.3.1.1 Valence. In the case of valence band to conduction
band excitations, the matrix elements are proportional to

Mvck;q = hck|eiq�r|vk � qi = hvk � q; ck|eiq�r|U0i (19)

where U0 is the ground state, v the valence band index, c the
conduction band index, and q is the photon momentum.
By using an explicit shift between the conduction states at k
and valence states at k � q these matrix elements are a simple
dot product of the Bloch functions. For optical excitations, the
magnitude of q is small. The same transition operator can also
be used to simulate valence band electron energy loss (EELS)
which can be measured for a range of momenta.

2.3.1.2 Core. For core-level excitations the choice of electron-
photon interaction is more varied. In all cases the matrix
elements can be written

Mgck;qe ¼
X
n;l;m

hckjnlmihnlmjTq;̂ejgi ¼ hg; ckjTq;ejF0i (20)

where the core level is given by g, the photon operator T can
depend on both momentum q and polarization ê, and the OPF
basis {nlm} is used to calculate the transitions.

For scattering, the relevant class of experiments are non-
resonant inelastic X-ray scattering (NRIXS) also called X-ray
Raman scattering (XRS). Dropping the polarization, this
operator is the same as is used to simulate EELS.

Ts ¼~e1 �~e2eik1�re�ik2�r / eiq�r

The momentum transfer q = k1 � k2 is the momentum that the
scattered photon imparts to the electronic system. For small
momenta this operator resembles a dipole, but in general can
include much higher orders. The matrix elements are com-
puted using a localized basis set for the conduction-band
electrons |nlmi = Rnl(r)Ylm(r̂). The transition operator can be
expanded into spherical Bessel functions jl

eik�r ¼ 4p
X
l¼0

Xl
m¼�l

il jlðkrÞYlmðk̂ÞY�lmðr̂Þ (21)

The sum over angular momenta is truncated at the sum of the
core level and the largest local basis momenta, typically no
more than l = 3 by the selection rules governing integration over
three spherical harmonics, i.e., Gaunt coefficients. In practice,
the matrix elements are evaluated by real-space integration over
both the radial and angular parts

hnlmjeik�rjn0l0m0i ¼ 4pil
ð
r2drRnlðrÞjlðkrÞRn0l0 ðrÞ

�
ð
dr̂Y�lmðr̂ÞYl0m0 ðr̂ÞPlðk̂ � r̂Þ

(22)

An early version of OCEAN used a power expansion of the
operator, but this is only convergent for strongly localized core
holes (significantly smaller than one Bohr).

For absorption and emission the matrix elements are also
calculated in real space using the localized basis. Interactions
are calculated to at most quadrupole order, which includes a
single k�r term.

Ta = ~e�r � i/2(~e�r)(k�r) (23)

In the case of linearly polarized light, this can be calculated
in the same manner as the scattering matrix elements,
hnlm|Ta|n0l 0m0i.

2.3.2 Haydock recursion. The primary method for calculat-
ing spectra with OCEAN is using the Haydock recursion method41

which relies on a symmetric Lanczos tridiagonalization.42 This
method was used by Benedict and Shirley,38 and is included in
other BSE and non-BSE spectroscopy codes.11,43 At present, only
a symmetric, Hermitian Lanczos is implemented, and therefore
the Haydock method cannot be used when the electron or hole
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quasiparticles have non-uniform complex eigenvalues (GW
corrections or L2,3 broadening). A uniform, state-independent
lifetime broadening (Z in eqn (16)) is always used with the
Haydock method. This broadening is typically set to match the
expected broadening from the core–hole lifetime.

The advantages of using the Haydock recursion method are
two-fold. One, the number of iterations required to produce a
spectrum (rank of the tridiagonal matrix) is not dependent on
the rank of the BSE Hamiltonian. It depends directly on the
spectral range included in the BSE (the energy range of the
conduction bands) and inversely on the resolution (the core–
hole lifetime broadening). While the BSE Hamiltonian can
easily be of rank 10 000, the number of iterations needed to
converge the Haydock is typically around 100. Second, though
general to any iterative solve, as noted above the BSE Hamilto-
nian is never explicitly constructed, reducing computational
time and memory requirements.

2.3.3 GMRES. The second method for calculating the BSE
implemented within OCEAN is the generalized minimal residual
(GMRES) method.44 The GMRES method is suitable for itera-
tively solving matrix equations of the form Ax = b. Defining the
exciton vector x(o),

jxq;̂eðoÞi ¼
1

o�HBSE þ iZ
Tq;̂ejF0i (24)

GMRES is used to solve

(o � HBSE + iZ)|xq,ê (o)i = Tq,ê |F0i (25)

and, substituting into eqn (16), the dielectric function is

eðq;oÞ ¼ 1� 4p
OVq2

hF0jT yq;̂ejxq;̂eðoÞi (26)

Note that the exciton vector x(o) is not the same as an eigenstate of
the BSE Hamiltonian. Rather, it is a projection of all the eigen-
states accessible via the electron-photon operator T acting on the
ground state F0 and within an energy range set by the resonant
energy denominator with width Z. Similar to the Haydock method,
Z is a state-independent broadening parameter, typically the core–
hole lifetime broadening, but additional, state-dependent broad-
ening can also be included within the BSE Hamiltonian.

In OCEAN, right preconditioning with a diagonal precondi-
tioner is used,

Mij
�1½o; z� ¼ dij

o�Hjj � iz
ðo�HjjÞ2 þ z2

; (27)

which takes as parameters the energy being solved for o and a
broadening term z, which is typically set to 13.6 eV. In the case
of no electron–hole interactions (and z = 0) this preconditioner
is exact. The broadening term z must be sufficient to account
for the interactions, primarily the direct, as well as any spin–
orbit splitting. A more sophisticated preconditioner that
accounted for the block-diagonal mixing of the spin–orbit
interaction might be more efficient for transition metal L2,3

edges, but it has not been attempted.
Typically, approximately 100 iterations are required to con-

verge the vector x(o) for a single energy, making the GMRES

method roughly No times more computationally expensive than
the Haydock recursion. The GMRES method is restarted every
80 iterations to avoid the growing costs of a large Krylov space.
If the energy points are sufficiently close compared to the core–
hole broadening, |oi � oi�1| o 3Z, then the previous vector x
(oi�1) is used as an initial guess for x (o). In all other cases the
initial guess is set to 0. Additionally, when the energy points are
close compared to the preconditioner broadening oi� oi�1 o z/4
the Krylov space is recycled from the previous iteration and the
preconditioner is held centered at the previous energy until a
restart. Together these two modifications can reduce the number
of iterations required for repeated energy points significantly.

2.3.4 X-ray emission. The calculation of X-ray emission
spectra (XES) is carried out in OCEAN at the DFT level. It is
equivalent to a projected density of states calculation, where
the projector is given by the photon operator and the core orbital

sXESðoÞ /
X
nk

hcnkjT jgij j2dðo� enk � egÞ (28)

This is calculated in OCEAN using the same Haydock approach as
absorption. There are no electron–hole interactions because both
the initial and final states contain only a single hole and no
excited electron. This approach neglects any relaxation of the
local valence states in response to the core hole. Recent work has
been done using the BSE to calculate emission by considering
large systems with a single core–hole as the initial state, i.e., a
defect calculation, and then calculating the BSE response of
creating an excited electron in the core level and valence hole.45

2.3.5 Resonant inelastic X-ray scattering. Valence resonant
inelastic X-ray scattering (RIXS) is an increasingly widely used
technique for probing low-energy excitations in a system using
X-ray in/X-ray out spectroscopy. In RIXS, the system is probed
by measuring the momentum transfer and energy loss between
the out-going and incoming X-rays. These low-energy excita-
tions can be any excitations in the system that might couple to
the core-level exciton created by the initial X-ray absorption
event, e.g., phonons, magnons, etc., but within OCEAN only
electron–hole excitations can be calculated.

RIXS spectra are calculated by first solving for the initial
X-ray absorption exciton vector using GMRES.

sRIXSðq; e;o; q0; e0;o0Þ /hF0jT yq;̂eGðoÞTq0 ;̂e0Gðo� o0Þ

� T
y
q0 ;̂e0GðoÞTq;̂ejF0i

(29)

/ hxq;̂eðoÞjTq0 ;̂e0Gðo� o0ÞT y
q0 ;̂e0 jxq;̂eðoÞi (30)

The emission spectra for each incoming X-ray energy o are
generated using the Haydock method and valence BSE as a
function of the energy loss o � o0. As for valence calculations,
RIXS are calculated using a finite momentum q which can be
set to explore the q-dependence of the RIXS spectra. For a large
number of incoming X-ray energies, often referred to as RIXS
maps, the repeated use of the GMRES and Haydock iterative
methods for each energy may become less efficient than solving
the two, core and valence, BSE eigensystems and building the
spectra from sums over eigenstates.46
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RIXS at spin–orbit-split edges, e.g., L2,3 or M4,5, present the
additional complication that spin must be included in the
valence-level calculation. This is true even if the valence and
conduction bands of the system being studied are degenerate
with respect to spin. The core-level spin–orbit splitting mixes
the spin of the electron and hole components of the exciton.
Previous versions of OCEAN were limited to singlet excitations in
the valence solver, but this has now been alleviated, allowing
RIXS calculations for spin–orbit-split edges. The computational
cost is increased by a factor of four over what is needed for a
singlet calculation if the valence and conduction bands are
spin degenerate (factor of two if they are not). At present this
functionality is only implemented for RIXS calculations.

As an example, RIXS calculations have been carried out for the
sulfur L2,3 edge of CdS. The energy of the occupied Cd 4d-orbitals
was adjusted by applying a Hubbard-U correction of 4.2 eV.48 No
valence- or conduction-band spin–orbit was included in the DFT
calculation. A uniform broadening of 0.1 eV was used to calculate
both the XAS and RIXS. The spin–orbit splitting in sulfur is quite
small, around 1 eV, but it is still sufficient to mix the spins.
In Fig. 1, the calculated X-ray absorption spectrum (XAS) is shown
compared to the experiment from ref. 47. Also shown, is the ratio
of spin-aligned electron and hole to the total exciton (both spin-
aligned and anti-aligned). It is clear that both singlet and triplet
interactions are important for the final-state valence-level BSE
when carrying out RIXS at the L2,3 edge.

The calculated CdS S L2,3 edge RIXS map is shown in Fig. 2(a)
while a comparison to experiment is shown in Fig. 2(b). The CdS
RIXS is dominated by the very flat S 3s (emission around 146 eV)
and Cd 4d bands (emission around 150 eV), which, other than
changes in intensity, show almost no dependence on the incident
photon energy. The emission from the upper valence bands
(emission above 153 eV) show only slight changes in spectral shape
with excitation energy. The overall lack of strong excitonic effects in the measured emission explains the success of previous DFT-based

RIXS calculations.47,49 Additionally, the peaks from the sulfur 3s
bands are much too narrow in the calculation, resulting in an
exaggerated peak intensity. The agreement between the calculation
and measurement is good. However, as is typical, the calculated
RIXS maps shows more variation with excitation energy than the
measured map. This is particularly evident in the upper valence
bands, with emission energies above 153 eV. Some of the apparent
lack of variation in the experiment is due to incoherent emission.
Phonon scattering off of the core hole during the RIXS process has
the effect of breaking the momentum dependence between the
core hole and excited electron. This in turn allows the final valence
hole to occupy any part of the Brillouin zone as in non-resonant
X-ray emission. OCEAN is not able to calculate this phonon coupling,
and this effect is not accounted for in the calculated spectra.

3 Improvements and developments to
OCEAN

In this section I briefly summarize the additions to the OCEAN

code over the past 7 years since the previous major version and

Fig. 1 The calculated sulfur L2,3 edge of CdS compared with
experiment.47 Also shown, the singlet fraction is the ratio of how much
of the exciton is due to a spin-up hole and spin-up electron or a spin-
down hole and a spin-down electron as a fraction of the total excitonic
weight. Without spin–orbit, linearly polarized X-rays will only populate
spin-singlet excitons.

Fig. 2 (a) The calculated sulfur L2,3 edge RIXS of CdS as a function of
incident and emitted photon energy (intensity in arbitrary units). The region
with emission between 149 eV and 153 eV, emission from bands primarily
associated with the Cd 4d orbitals, has had the intensity increased by 5�.
The region above 153 eV has been increased by 10�. (b) the measured
spectra from ref. 47 with contour lines from the calculation overlaid. Above
an emission energy of 153 eV the experiment has been increased by 5�.
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corresponding publication.2 These improvements cover enhance-
ments to usability, speed, accuracy, and functionality.

3.1 Input file and defaults

The input file format has been substantially updated, but OCEAN

is still capable of parsing and using an input file from version 2.
Input flags have been grouped into hierarchies, and both plain
text and JavaScript Object Notation (JSON) formats are sup-
ported. During setup, OCEAN automatically writes a single file
that contains all of the relevant information needed to recreate
a calculation, including both the user-supplied information as
well as default values for any optional inputs.

The number of required inputs has been reduced as much
as possible, as can be seen in Fig. 3. A calculation can be carried
out specifying only the DFT program, type of calculation
(e.g. XAS) and edge (e.g. Ti 2p), lattice parameters, and atomic
coordinates. The k-point mesh for both the BSE final states and
screening orbitals is determined by noting that each dimension
of the k-point mesh subdivides one of the reciprocal lattice
vectors. By default, the spacing of this division is set to be no
more than 0.33 a.u.�1 for the BSE and 0.39 a.u.�1 for the
screening. This is sufficient to converge the screening calcula-
tion in typical systems and provides a reasonable starting point
for the BSE. The number of conduction bands included is
approximately enough for 50 eV above the Fermi level for the
BSE and 100 eV for the screening. These are calculated based
on the energy levels of a particle in a box with same volume as
the unit cell. The real-space sampling of the orbitals for the
BSE, used for all the interactions in a valence-level calculation
or the long-range interactions for the core (see Section 2.2.1), is
set to divide the lattice vectors by no more than 1 a.u. The other
input parameters are not dependent on the unit cell volume.

3.1.1 Pseudopotential support and database. Pseudopoten-
tials are required for carrying out the DFT calculations to
generate the electron density and orbitals needed in OCEAN.
Additionally, for core-level spectroscopy, OCEAN requires the
pseudopotentials for generating the OPFs (see Sections 2.1.2
and 2.2.1.2). Unlike calculations of a material’s structure, BSE
calculations include large numbers of unoccupied states, and,

therefore, require pseudopotentials that are capable of accu-
rately reproducing scattering states several Rydberg above the
Fermi level. Norm-conserving pseudopotentials have been
shown to have good excited-state properties,50 and the addition
of multiple projectors per angular momentum channel can
improve them further.51

Support for optimized norm-conserving Vanderbilt pseudo-
potentials has been added by extending the oncvpsp code.26,27

This makes files from two large pseudopotential databases
usable, SG1552 and PseudoDojo.53 The input files from version
0.4 of PseudoDojo are included in the OCEAN distribution.
A database of all these pseudopotentials can be created and
installed with OCEAN, allowing to automatically load the correct
pseudopotentials based on the elements in the input file and to
set the plane-wave cut-off based on the included pseudopoten-
tials. Previously, OCEAN relied on an internal atomic code,
and pseudopotentials had to be supplied following the Fritz-
Haber-Institut (FHI) format. Some pseudopotentials following
this format could be found on the ABINIT or QUANTUM ESPRESSO

websites, or they could be generated by the user using the
opium code.

3.1.2 Static dielectric constant. For both valence-level and
core-level calculations OCEAN makes use of a model dielectric
function to calculate part or all of the screening of the direct
interaction (see Section 3.2 and ref. 29). The model takes as an
input the electronic contribution to the isotropic static dielec-
tric constant eN. In previous versions of OCEAN this was a
required input, and the user was encouraged to find a value
from experimental measurements or self-consistently with
valence OCEAN calculations. As of version 3, OCEAN can calculate
the dielectric constant within density–functional perturbation
theory using QUANTUM ESPRESSO.54 For metallic systems, a default
of eN = 10 000 is used. Accuracy is not needed for conducting
systems as the errors scale with the inverse of the dielectric
constant. The effect on calculated XAS of incorrect values for
the dielectric constant has been discussed elsewhere.29

3.1.3 Core-level broadening. A constant broadening term
must be added to all calculated spectra to avoid divergences in
either the Haydock or GMRES methods. For convenience in
X-ray spectra this is set to the broadening from the finite
core–hole lifetime. By default OCEAN will use the tabulated
recommended widths from Campbell and Papp.40

3.1.4 Haydock convergence. The number of Haydock itera-
tions used to generate each calculated spectra can be set at a
fixed number or determined automatically. The convergence is
determined by comparing the area between two curves, the
spectra e2(o) generated with n iterations and that generated
with n + m. If the area between the curves, normalized by the
average area under both curves, falls below a threshold (default
of 0.001) the calculation is stopped. By default, the spacing
between the compared spectra is m = 5, a variation of a method
used elsewhere.43

3.1.5 X-ray photon files. The transition operators for core-
level spectra are specified using auxiliary photon files which
specify the type of operator (dipole, quadrupole [quad], or
NRIXS [qRaman]). Additionally, the files define the photon

Fig. 3 A minimal input for calculating the Ti L2,3 XAS of SrTiO3 using
QUANTUM ESPRESSO as the external DFT program.
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polarization (neglected for NRIXS) and momentum direction
(neglected for dipole). While both the quadrupole and NRIXS
calculations depend on the magnitude of the momentum, for
quadrupole it is proportional to the photon energy and for
NRIXS it is set directly. If no photon files are supplied, OCEAN

will automatically generate a set sufficient for calculating the
isotropically averaged absorption spectrum using either a
dipole or quadrupole operator. The division between dipole
and quadrupole operators is made somewhat arbitrarily at
4000 eV, starting at the Ca K edge or the Sn L edge. Energies
are taken from ref. 55.

3.2 Screening

Details of the improved method, implementation, and robust-
ness of the screening calculation in OCEAN have been published
previously,29 and the main points will be summarized here. The
direct interaction is screened using the random phase approxi-
mation (RPA) dielectric response. In OCEAN this calculation is
carried out in real space using a combination of the RPA
response and a model dielectric function. The RPA response
is calculated for a neutral excitation consisting of a core hole or
point charge surrounded by a neutralizing shell at some radius
rS. This approximation is controlled by the shell radius with the
contribution of the model going to zero as rS - N. This
approach can be used for both valence and X-ray excitations.

The screening calculation itself scales well, N2log N where
N is system size. However, the calculation requires electron
orbitals from a DFT calculation which scales as N3, and for
large calculations the total time required is dominated by the
DFT calculation. The screening calculation is parallelized both
over atomic sites as well as within a single site.

3.3 Exciton plotting

At times it is useful to plot out the density of the excited
electron or hole that make up the exciton to try and gain
insight from the shape of the excitation. Unlike codes that
diagonalize the BSE Hamiltonian and can therefore plot exci-
tons from the eigenvectors,11,13,57

OCEAN only calculates an
exciton vector which includes a projection based on the photon
and a finite energy bandwidth (see eqn (24)). In many cases,
however, this exciton vector is the physically relevant quantity
to plot. The finite energy smearing from iZ is set to match the
core–hole lifetime broadening and captures the superposition
of eigenstates that are populated. The real-space exciton f for a
specific x(o) can be generated

fðrþ R;oÞ ¼
X
ck

eik�ðrþRÞuckðrÞxgckðoÞ (31)

where r is within a unit cell and R are integer factors of the
lattice vectors. The vector x(o) is the output from a GMRES
calculation.

The excitons are localized and need not be generated on an
R-grid the same size as the k-point grid. Additionally, the real-
space r-mesh need not be the same as the x-mesh used in the
BSE calculation to generate x(o). A user can specify an integer
multiple supercell or an explicit right rectangular prism. In the

case of the latter, the core site is centered and interpolation is
used to transform from the lattice-vector aligned f(r,R) to
a regular orthogonal real-space grid. The exciton density is
output in the cube file format, allowing plotting with various
third-party tools. As an example, the lowest energy exciton at
the nitrogen K edge of a single sheet of hexagonal boron nitride
is shown in Fig. 4.

3.4 Temperature-dependent XAS

At temperatures near or below room temperature, the main effect
of temperature on calculated X-ray spectra comes through the
motion of the ions. The electronic state occupation numbers can
be taken in the T - 0 K limit as either 0 or 1. (As an aid to
convergence of the self-consistent DFT calculation, a smearing of
the occupation numbers is used to generate the electron density.
While this smearing can be treated as a temperature, the goal is to
approximate the zero-temperature density while replacing the
integral over the Brillouin zone with a coarse sum over k-points.)
However, at elevated temperatures or in response to an optical
pump, non-integer occupation numbers 0 r n r 1 are possible.
If the ions are held fixed, modeling either temperatures below the

Fig. 4 (Top) The excited electron density (yellow) of the lowest energy
exciton of a single sheet of hexagonal boron nitride at the nitrogen K edge
viewed looking down. (Bottom) the same plot but viewed from the side.
The absorbing site is the central nitrogen atom (grey). The majority of the
electron density is sitting in pz type states on the first and second nearest
neighboring boron atoms (green). Plots generated using VESTA.56
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melting point or short-delay pump–probe experiments which
measure before the lattice thermalizes, then the two initial effects
on the spectra are due to changes in Fermi blocking and changes
to the dielectric screening. The primary effect of the latter is an
increase in the long-range dielectric screening of insulating or
semiconducting systems due to an increase in charge carriers.
Only the first of these effects has been implemented in OCEAN and
is described below.

Following previous work,59,60 finite temperature has been
approximated by modifying the BSE Hamiltonian to include
fractional occupation numbers

Hij ¼ eidij þ
ffiffiffi
~fi

q
VX �W½ �

ffiffiffi
~fj

q
(32)

where f̃i = |fei � fhi| is the Fermi factor difference between the
nominal electron and hole states. The individual Fermi factors
are given by the expected f = [exp[(e � EF)/kBT] + 1]�1, where e is
the energy of the electron or hole state, EF is the Fermi level, kB

is Boltzmann’s constant, and T the temperature. At T - 0,
these factors reduce to 1 or 0, and Eq. 32 is equivalent to
algorithmically limiting the space of electrons and holes and

neglecting the
ffiffiffi
~f

q
factors. Importantly, the Fermi level itself

will shift with temperature as the occupied and unoccupied
densities of states are unlikely to be symmetric.

To showcase the effect of temperature of XAS, calculations of
bulk copper were carried out at both the L and K edges.
Previously, a pump-probe experiment was carried out measur-
ing the changes in the Cu L edge in response to a 400 nm laser
pump for probe delay times of 0 ps to 21 ps.58 The laser fluence
was sufficient to damage the sample, and previous simulations
of the L-edge absorption accounted for this using molecular
dynamics to model high-temperature liquid copper.58,61 There
is a short delay between the thermalization of the electronic
system and that energy being transferred to phonons, heating
and then melting the copper lattice. Here, only the electronic
temperature is considered. In Fig. 5, calculations at 300 K and
10 200 K are compared with measurements at room tempera-
ture and with a 2 ps delay between the laser pump and X-ray
probe. The calculations were broadened by 0.305 eV to account
for the L3 lifetime broadening and an additional 2.5 eV full-
width at half maximum (FWHM) Gaussian. The calculations
were both shifted by the same amount to fit the onset of the L3

edge of the room temperature measurement. The redshift with
increasing temperature is a direct result of changes to the
occupation numbers of states near the Fermi level. The OCEAN

calculations agree well with the measured data. The tempera-
ture activated features below the L2 (948 eV) and L3 (930 eV) are
stronger in the measurement. These are due to transitions into
the 3d orbitals which lie just below the Fermi level and are
occupied at low temperature. The position and distribution of
these orbitals from the DFT calculations may not be correct,
and changes in their energy will have a large effect on this part
of the spectrum.58 Here, a Hubbard-U correction of 2.0 eV
was applied to the copper d orbitals.48 Realistic simulations
of high-temperature XAS can be used to measure the electronic

temperature of samples in these types of high-fluence pump
probe experiments, but proper accounting of the ionic tem-
perature is also necessary.58,61–64

Finite-temperature effects have also been observed in copper
K-edge XAS. A two-photon measurement was carried out using
an X-ray laser tuned to half the K-edge energy (4500 eV).65 Unlike
standard absorption measurements, which for 3d transition metal
K edges are almost entirely within the dipole limit, this measure-
ment explicitly probed quadrupole-like transitions. The first
photon excites an electron from the 1s to a highly-non-resonant
virtual p-like orbital, and the second from that p orbital into an
energetically-allowed s or d state. The two-photon absorption is
calculated by assuming that the two photons are absorbed in quick
succession with no relaxation in the short-lived intermediate state.

The transition matrix element for this process, following
eqn (20), is given by

Mck;e /
X
nlm

hckjnlmihnlmĵe � r
X
n�4

jnpihnpj
o� ðenp � e1sÞ

ê � rj1si (33)

where the absorption is taken to be dipole limited and the 2p
and 3p orbitals of copper are filled. The energy of the X-ray
photon o = 4500 eV is approximately half the difference
between the energy 1s core level e1s and the low-lying unoccu-
pied p orbitals enp. While the sum over n is infinite, the matrix
elements with the 1s level fall off. If the sum is limited to
excitations within even a few 100 eV of the Fermi level, the
4500 eV detuning of the X-ray makes the energy denominator
nearly independent of n. It is therefore approximated as a
constant. Following that approximation, the transition into
any unoccupied p-like state can be replaced with one minus
the occupied 2p and 3p core levels, giving

Mck;e /
X
nlm

hckjnlmihnlmĵe � r 1� j2pih2pj � j3pih3pj½ �̂e � rj1si

(34)

Fig. 5 Cu L2,3 edge X-ray absorption calculations compared to measured
data taken from ref. 58. The lower spectra were taken and calculated at
room temperature, while the upper spectra, offset vertically for clarity, are
at elevated temperature (see text for details). The 300 K calculation is
shown a second time with the high-temperature spectra to highlight the
shifts in spectral weight with temperature.
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In contrast to a quadrupole transition there is an intermediate
excited state and a second ê�r takes the place of the photon
momentum q�r. For a laser both photons will have identical
polarizations, ê8ê, while for photons the momentum must be
perpendicular, ê>q. Like the standard X-ray absorption matrix
elements, the terms in eqn (34) were calculated using real-space
integration of the all-electron OPFs and core-level orbitals from
the atomic all-electron calculation.

In Fig. 6, I show the measured data reproduced from ref. 65
for both standard XAS and two-photon XAS. The two-photon
XAS measurement was not explicitly at elevated temperature.
However, the high X-ray fluence required for the measurement
resulted in inevitable sample heating, and the large 6 eV red-
shift is evidence of a significant depopulation of the 3d bands.
The measured two-photon absorption is not consistent with a
single elevated electronic temperature. The redshift can be
reproduced with temperatures exceeding 42 000 K but at this
temperature a significant white line is predicted. This extreme
temperature is also inconsistent with the experimental setup or
measurements of the one-photon absorption which show only a
slight decrease in intensity around 8980 eV,65 reflecting only a
small amount of Fermi blocking due to thermal excitations.
Instead, the observed two-photon absorption is consistent with
non-thermal depopulation of the 3d band, likely either due to one-
photon absorption from the 3d orbitals or far-from resonance
excitations from the L2,3 followed by radiative or non-radiative
decays involving the 3d states. To approximate this, a constant
occupation of 0.91 has been assumed for valence bands (4s and
3d) below the Fermi level. In Fig. 6, calculations using either this
reduced valence occupation or 300 K Fermi statistics are compared
to the measured two-photon and one-photon absorption,
respectively, including an additional 1.5 eV FWHM of Gaussian
broadening. The calculated two-photon absorption shows decent
agreement with the measured data, but it may be fortuitous. The
data is sparse and has relatively large uncertainty in the intensity.

4 Further examples
4.1 Dependence on the underlying DFT

To highlight the effect of the exchange–correlation potential on
computed spectra, the O and Fe edges of a-Fe2O3 hematite have
been calculated using three different approximations: LDA,
PBE, and SCAN. The lattice parameters for a-Fe2O3 hematite
were taken from experiment,67 but for each functional the
atoms were allowed to relax. No Hubbard-U parameter was
included in the calculations. While a +U parameter is capable of
reproducing the band gap, it also has the effect of collapsing
the two distinct peaks in the O K-edge XAS into a single feature.
The band gaps were calculated to be approximately 0.40 eV with
LDA, 0.69 eV with PBE, and 1.55 eV with SCAN, as compared to
an experimental value of approximately 2 eV.66 The calculated
magnetic moments on the Fe sites were found to be 3.4mB,
3.4mB, and 3.7mB, respectively.

The Fe L2,3 edge is shown in Fig. 7(a), and all three calculations
are normalized and aligned to match the first peak at 707.5 eV.

Among the three calculated spectra, only very slight differences in
the crystal field splitting is evident between the 3d orbitals: the t2g

at 707.5 eV and the eg 709 eV and again at the L2 edge at 721 eV
and 722.5 eV. However, there is a significant difference in the
spectral weight distribution between the t2g and eg, with PBE
giving the smallest eg and SCAN the largest. It is not clear which
gives the best agreement with experiment. The BSE does not
capture the full multiplet structure of the Fe L2,3 edge and is
missing coupling to secondary dd* excitations.68,69 The calculated
spin–orbit splitting between the Fe 2p3/2 and 2p1/2 states was
scaled by 1.09 to better match the observed spacing between the
L3 and L2 edges. The O K edge in Fig. 7(b) provides another view of
the same orbitals. The first two peaks in the oxygen XAS of
transition metal oxides are due to hybridization between O p
and Fe d orbitals. Here the ratio between t2g and eg clearly favors
the LDA and PBE over the SCAN calculation, an outcome counter
to the performance of the three functionals in reproducing the
band gap.

4.2 State-dependent lifetime broadening

In a number of systems, the lifetime broadening of the excited
state cannot be taken as a constant across the spectra.
In general, the photoelectron lifetime gets shorter with higher
excitation energy, and the broadening steadily increases over an
energy scale set by the plasmon energy. It has also been found
that valence-band lifetimes can vary widely with orbital, and
both conduction and valence band lifetime effects can be
included in OCEAN calculations through a complex-valued self-
energy correction.18 At L2,3 edges, the 2p3/2 holes have longer
lifetimes than the 2p1/2 holes due to Coster-Kronig transitions
from a 2p1/2 hole to a 2p3/2 but not vice versa. As noted in
Section 2.2.1.3, this effect can be captured by including an
imaginary component to the spin–orbit splitting.

To showcase this, I examine calculations of the titanium L2,3

edge of strontium titanate and compare to experiment in Fig. 8.

Fig. 6 Cu K edge X-ray absorption calculations compared to measured
data taken from ref. 65 (error bars from the original publication). The two-
photon calculated spectra assume a 9% depopulation of the valence
bands, leading to the appearance of a strong pre-edge peak from transi-
tions into the otherwise fully occupied 3d states.
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The spectra splits into four main peaks. The empty 3d orbitals
are divided by symmetry into two groups, the lower-energy t2g

(dxy, dxz, dyz) which minimize overlap with the neighboring
oxygen atoms and the higher-energy eg (dx2�y2, dz2) which point
along the Ti–O bonds. These two 2p - 3d transitions are split
into four by the 2p spin–orbit splitting. The Ti 2p spin–orbit
splitting parameter z2p is calculated to be 3.83 eV, but was
lowered to 3.76 eV to better match experiment. The L3 and L2

core–hole lifetime broadening were set to 0.25 eV and 0.52 eV,
respectively.40 An additional 0.5 eV broadening factor was
added to the the eg orbitals to match the additional vibrational
broadening of these states.71 The calculated spectra show
agreement with the measured data in line with previous first-
principles calculations.70,72,73

4.3 Finite momentum transfer

As mentioned in Section 2.3.1.2, OCEAN can calculate non-
resonant inelastic X-ray scattering (NRIXS) in which an X-ray
photon scatters off of a core-level electron transferring both

energy and momentum to the electron. Experimentally, NRIXS
gives additional flexibility to X-ray measurements. Soft X-ray
transitions below 1000 eV can be probed using hard X-rays with
much longer penetration depths. The longer penetration depth
allows a variety of sample conditions not possible with soft
X-ray such as measuring at high pressures or measuring a
component of an operating device like a battery or catalyst.
NRIXS also decouples the energy and momentum transfer of
the excitation. Measurements at a single X-ray edge can be
carried out for several momenta, revealing dipole-forbidden
transitions and allowing an investigation of the momentum
dependence of the local density of states around the absorbing
atom. Here, OCEAN calculations of liquid water have been carried
out both in the dipole limit and for several finite momenta.

The near-edge X-ray spectra of both liquid water and ice have
been studied extensively over the past decade. It is known that
the hydrogen bonding network in water affords both low
density and high density phases (in part due to the existence
of both low-density and high-density amorphous ice). However,
debate continues around the coexistence of low and high
density liquid water phases and the nature of density fluctua-
tions in liquid water.75–78 Large simulation cells are necessary
to capture proposed density fluctuations that reach the scale of
E1 nm.76 First-principles calculations of the oxygen K-edge
spectra have been carried out, including using the BSE,17,31,74,79

but often on small unit cells that might have large artifacts due
to artificial periodicity or using various additional approxima-
tions to the BSE interactions.

Here, 64-molecule water cells were generated by the Deep
Potential Molecular Dynamics model.81–83 This model was
trained using the PBE0 functional84 and Tkatchenko-Scheffler
approximation to the van der Waals interactions.85 The snap-
shots were generated using path-integral molecular dynamics
with 8 beads and NPT conditions: 64 molecules, 300 K, and
100 kPa. (1 bar).86

OCEAN calculations were carried out using the

Fig. 7 (a) The iron L2,3 edge and (b) the oxygen K edge of Fe2O3

calculated using three different approximations to the DFT exchange
correlation potential and compared with experiment from ref. 66. The
iron L edges were aligned and scaled to the lowest feature at 707.5 eV and
the O K edge to the second fearture at 530.5 eV. The differences between
the three calculations are minor, however the SCAN potential shows a
markedly higher intensity in the eg orbitals compared to PBE or LDA as can
be noted at 530.5 eV or 709 eV.

Fig. 8 The Ti L2,3 edge of SrTiO3 calculated using three different broad-
ening methods compared to measured data taken from ref. 70.
All calculated spectra have a uniform broadening of 0.25 eV full-width at
half maximum. Selectively, peaks associated with the L2 edge (2p1/2 holes)
are broadened to 0.52 eV, and peaks associated with the 3d eg states are
broadened by an additional 0.5 eV.
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SCAN functional and the LDA approximation to fxc for the core–
hole screening29 on 16 snapshots: two time steps separated by
1 ps across all 8 beads. For each snapshot spectra are calculated
for 3 orthogonal photon polarizations (for XAS) or momenta
(NRIXS) and averaged together to form a single si. These are
averaged to form a single average spectrum �s with a variance S

given by S2ðoÞ ¼
PN
i

ð�sðoÞ � siðoÞÞ2=N. The resulting spec-

trum, broadened by an 0.6 eV FWHM Gaussian in addition to
the 0.08 eV of core–hole broadening, is shown in Fig. 9 com-
pared with experiment taken from ref. 74.

The photon-momentum dependence is shown in Fig. 10.
Again the calculations were aligned to the onset of the main
edge, resulting in an 0.3 eV relative shift with respect to Fig. 9.
Here the intensity is normalized to the main edge region,
between 537 eV and 543 eV, and compared to measurements
at q = 2.6 Å�1 and q = 8.2 Å�1.75 The agreement at different
momenta and in comparison to different experimental data
sets is comparable. Furthermore, by contrasting low-q and
high-q NRIXS, it is clear that the relative balance between s-
type and p-type final states around the oxygen atoms is similar
between the calculation and experiment, see Fig. 10(b). The
same discrepancies are seen between the calculation and
measurements at all three values of the momentum transfer:
a weaker pre-edge at 535 eV, slight overstatement of the main
edge at 537 eV, and too narrow overall resulting in reduced
spectral weight around 544 eV. It is possible GW corrections
would alleviate some of this, though recent GW-BSE calcula-
tions show a comparable level of agreement, albeit using a
different DFT exchange–correlation and different approxima-
tions to the electron–hole interactions.79 It would be instructive
to compare calculations of various ice phases to understand
if these deficiencies arise due to the structural models used
for liquid water or if they are more general to water and ice
systems.

4.4 Timing

A practical concern with any computational method is the
cost – the product of the amount of time and size of computer
system required to carry out a calculation. BSE methods have
long been considered expensive. The fundamental scaling of
the BSE is N3 where N is a measure of the unit cell size.
However, the Haydock recursion is only the final step in a
BSE calculation, and, despite its poor scaling with system size,
usually not the longest step. Pre-computing the dielectric
screening for the direct interaction scales as N2log N,29 and
the DFT calculations to generate orbitals for both the screening
and BSE calculations scale as N3.

The time required to run several of the examples shown so
far using a desktop computer3,80 is summarized in Table 1.
These are all small systems, under 700 a.u.3 and with 1 to
10 atoms in the unit cell. To compare with previous perfor-
mance, the timing using OCEAN version 2.0.3 are also shown for
hBN and SrTiO3. The DFT times between code versions are not
directly comparable as the older version of OCEAN requires an
older version of QUANTUM ESPRESSO (5.2.0) and does not support
the same PseudoDojo pseudopotentials. However, the times for
the DFT stage are similar. The largest difference in timing is
seen in the Screen stage, but the time required for the BSE stage
has also been substantially reduced.

To test the performance of OCEAN for large systems the oxygen
K edge of water was calculated using 64-, 128-, and 256-
molecule cells using a small computer cluster.3,87 The cells
were constructed by making super cells of the aforementioned
64-molecule water snapshots. The computational cost of

Fig. 9 The O K edge of liquid water calculated as an average over 16
snapshots and compared to measurements from ref. 74. The width of the
OCEAN line reflects the variance in the mean (see text). Both the calculation
and experiment are non-resonant X-ray scattering at a momentum
transfer of 3.1 Å�1, which is nearly the same as the dipole absorption
[see Fig. 10(b)].

Fig. 10 (a) The O K edge of liquid water as seen with NRIXS at momenta
of 2.6 Å�1 and 8.2 Å�1. Other than the value of the momentum transfer the
details of the calculation are the same as for Fig. 9, and the experimental
data is from ref. 75. (b) The difference between the high and low
momentum spectra for OCEAN in blue and the measured data in red. For
reference, the difference between q = 2.6 Å�1 and a dipole XAS calculation
is shown in cyan, showing already a slight increase in the pre-edge feature
at finite momentum. While the calculated pre-edge appears to be growing
faster with increasing momentum in (a) than the measured pre-edge, in (b)
it is clear that in the measured data the pre-edge is wider at higher q. The
change in the area of the pre-edge is very similar between OCEAN and
experiment.
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calculating the spectra of various sized water cells is summar-
ized in Table 2. These calculations show that OCEAN is suitable
for simulating cells up to 50 000 a.u.3 or around 7 nm3.

5 Outlook and future development

The OCEAN package provides an easy-to-use interface for calcu-
lating spectra using the Bethe-Salpeter equation approach.
Recent advances have focused on improving the reliability
and usefulness of the code for end users by simplifying the
inputs and reducing the required information to a minimum.
Here a few examples have been shown highlighting new
functionality that has been added to OCEAN. Future development
of OCEAN will focus in part on increased usability, such as
additional pre- and post-processing scripts to facilitate convert-
ing structural information such as the Crystallographic Infor-
mation File (CIF) to an OCEAN input as well as automatically
calculating additional ground-state properties such as the
projected density of states to aid in interpreting spectra. The
DFT stage of OCEAN takes a substantial part of the total compu-
tational time due to the large number of unoccupied states
required for both the BSE and the screening calculations.
Various methods for extrapolation, wave function approximation,
or exploiting completeness relations have been suggested in
literature and should be investigated for incorporation into OCEAN.

There are a number of approximations in OCEAN that can be
alleviated through future development. The Tamm-Dancoff
approximation is not mandatory in several valence-level BSE
codes,11,12 and going beyond it may prove important for simu-
lating momentum-dependent RIXS. The valence BSE solver is
now capable of calculating interactions of triplet states in
support of L2,3 RIXS, but OCEAN does not support directly
calculating spin-triplet valence-level exciton states. For heavier
elements or surface states the valence and conduction band

spin–orbit coupling can become significant, but currently OCEAN

requires collinear spin in the DFT orbitals. Finally, moving
beyond the static screening approximation is required to more
realistically simulate finite-temperature or non-equilibrium
ground states (pump–probe experiments), especially in materi-
als that are semiconductors or insulators in their ground state.
Dynamic screening may also be important for transition metal
L edges where the 2p splitting is of the same order as the
plasmon response, but frequency dependent screening has not
yet been investigated for core-level BSE spectra.

At present, OCEAN is limited to simulating excitations that
consist of a single electron–hole pair. This ignores the coupling
to secondary electron–hole excitations, such as what is seen in
the multiplet structure of transition metal L2,3 edges with
partial d-band occupancy.39 It also precludes phonon dynamics
in response to the creation of the core hole which can influence
both absorption and emission spectra. The challenge is extend-
ing the BSE approach without a large increase in the size of the
Hamiltonian such that calculating spectra of extended systems
remains tractable. Some work has been done using a cumulant
spectral function to add many-body effects to BSE spectra.70

However, this approach simplifies the spectral function as
independent of the photoelectron, and it is not currently
applicable if the many-body effects are dependent on symmetry
or localization of the photoelectron.
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Table 1 The time required for running a selection of X-ray absorption calculations on a single workstation.80 Timings for the previous version of OCEAN

are provided for h-BN and SrTiO3

System Edge Vol. (a.u.3) Nk Nb BSE Nb screen DFT (s) Prep (s) Screen (s) BSE (s) Total (min)

h-BN N K 390.0 16 � 16 � 4 36 271 523.6 42.0 163.2 68.1 13.3
* v2.0.3 628.7 53.1 913.4 120.8 28.6

SrTiO3 Ti L2,3 401.9 8 � 8 � 8 128 300 777.9 34.8 350.3 115.2 21.3
* v2.0.3 760.0 49.3 1827.3 161.1 46.6

Cu Cu K 79.4 16 � 16 � 16 10 90 146.8 52.5 277.2 36.1 8.5
Fe2O3 Fe L2,3 678.8 8 � 8 � 8 60 257 9055.8 196.3 72.0 85.5 156.8
CdS S L2,3 674.3 12 � 12 � 8 40 256 4576.9 136.8 415.3 247.6 89.6

Table 2 The time required for calculations of the O K edge of liquid water
using various sized cells on a small computer cluster.87 The values given
for the 64-molecule cell are averages over several runs (see text). For the
256-molecule cell, thread parallelization was also used for the DFT to
reduce the total memory usage

NH2O Nproc DFT (m) Prep (m) Screen (m) BSE (m)

64 256 36.1 4.7 7.6 20.2
128 256 173.2 7.9 24.8 60.4
256 512 576.3 23.2 60.6 162.9
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Charraud, W. Chen, M. Côté, S. Cottenier, J. Denier,
G. Geneste, P. Ghosez, M. Giantomassi, Y. Gillet,
O. Gingras, D. R. Hamann, G. Hautier, X. He, N. Helbig,
N. Holzwarth, Y. Jia, F. Jollet, W. Lafargue-Dit-Hauret,
K. Lejaeghere, M. A.-L. Marques, A. Martin, C. Martins,
H. P.-C. Miranda, F. Naccarato, K. Persson, G. Petretto,
V. Planes, Y. Pouillon, S. Prokhorenko, F. Ricci, G.-M.
Rignanese, A. H. Romero, M. M. Schmitt, M. Torrent, M. J.
van Setten, B. V. Troeye, M. J. Verstraete, G. Zérah and
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K. Andersson, T. Schiros and L. Pettersson, J. Electron
Spectrosc. Relat. Phenom., 2010, 177, 99–129.

76 C. Huang, K. T. Wikfeldt, T. Tokushima, D. Nordlund,
Y. Harada, U. Bergmann, M. Niebuhr, T. M. Weiss,
Y. Horikawa, M. Leetmaa, M. P. Ljungberg, O. Takahashi,
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