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The wide-gap material aluminium nitride (AIN) is gaining increasing attention for its applications in
optoelectronics, energy, and quantum computing, making the investigation of its defect properties crucial
for effective use in these fields. This study employs a hybrid quantum mechanical/molecular mechanical
(QM/MM) embedded cluster method and uses three different hybrid-level density functional theory (DFT)
functionals (B97-2, PBEO, and BBIK) to investigate systematically the thermodynamic stability, electronic
properties, and donor/acceptor nature of intrinsic charged point defects in AIN. Our approach allows for
the examination of defects within a significantly larger simulation cell, enhancing the reliability of the
calculations. Our findings highlight the stable structures of defects including the symmetry-breaking
reconstruction of octahedral-centred nitrogen interstitial and nitrogen split-interstitial defects, as well as the

potential of nitrogen vacancies and aluminium interstitial defects as sources of shallow donor species.
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1 Introduction

Aluminium nitride (AIN) is an important material for energy,*
optoelectronic,>* and potentially quantum computing
devices.>® The ultra-wide band gap of AIN enables efficient
emission of ultraviolet light in UV light-emitting diodes (LEDs)>
for sterilisation and water purification, as well as excellent
thermal and electrical insulating properties for high-power
electronic applications.” The investigation of defect properties
of the material is crucial for understanding many of its funda-
mental characteristics and enhancing its performance in these
applications.? To control the electrical functionalities of the
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material, doping with various elements, including silicon for n-
type’ and magnesium for p-type conductivity,’** has been
applied, although the process requires careful control to ach-
ieve the desired defect concentrations and minimise compen-
sating defects. Characteristic defect signatures of specific
luminescence emissions have been reported,® aiding in the
identification and understanding of these defects.

The many properties of AIN that relate to the defect structure
remain unclear. It is widely considered that AIN tends to be n-
type due to native defects such as nitrogen vacancies and
oxygen impurities. In experiment, while the presence of N and Al
vacancy defects has been identified by various techniques;”™°
other intrinsic point defects including interstitial and antisite
defects have not been directly observed. These native
vacancies,'>**** as well as related defect complexes with oxygen
impurities,*****>?52%4 gare proposed as possible sources of deep-
state luminescence/absorption within the band gap. Other
unintentionally contaminating or intentionally doped impurities
include silicon,****® carbon,*** magnesium,'>>>* and other
species®*® which are also found to be stable in the material. All
these defects can act as either donors or acceptors, depending on
their charge states, leading to different energy states within the
band gap region. However, the imprecise control over elimi-
nating unwanted impurities and introducing intended impuri-
ties leads to discrepancies and gaps in our knowledge, which
persist regarding the nature and properties of these defects; and
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it is often difficult to identify whether a particular type of defect
or a group of different defects is associated with a certain wave-
length of photo-response. Consequently, a comprehensive
understanding of these defects and their complex donor/acceptor
behaviour is essential for the development and optimisation of
AlN-based applications.

The stability and donor/acceptor properties of these intrinsic
defects can be explored by computational techniques, such as the
density functional theory (DFT) methods. Earlier DFT studies,
using the local density approximation (LDA) and generalized
gradient approximation (GGA) functionals, on defects in zinc
blende and wurtzite phase AIN provided insights into structural
and electronic configurations of intrinsic point defects, as well as
many impurities.*** They were able to explore several defect
types that had not been identified in experiment, including
nitrogen split-interstitials and antisites. However, these LDA and
GGA simulations suffer from the self-interaction error, which
causes excessively delocalised charge densities and an under-
estimated band gap value, resulting in inaccurate representation
of charged defect species for the Fermi level within the gap
region. In recent years, the rapid growth in computer power has
enabled the use of more chemically accurate methods with larger
simulation cells. The Heyd-Scuseria-Ernzerhof (HSE) hybrid GGA
functional has been widely used in defect studies of AIN,*7° as
the fraction of Hartree-Fock exchange is tuneable for better
agreement with experimental physical properties including
lattice constants, enthalpy of formation, and band gap.” Experi-
mental photo-absorption and photoluminescence energy bands
have often been associated with the optical transitions involving
the deep and shallow states of defects, as calculated in those
studies using hybrid DFT functional methods.

Current DFT methods are mostly implemented for a system
constructed with periodic boundary conditions (PBC) using
plane-wave based software. For charged defects, such an
implementation can give an ambiguous description of the
reference potential level, and therefore an unreliable descrip-
tion of electron ionisation processes. Additionally, the supercell
system, which is often constructed for these DFT calculations,
suffers from the finite-size effect.”” For defect calculations, the
defect is periodically repeated causing spurious interactions
between defects in adjacent supercells, which requires the
system either to be corrected”® for these interactions or to be
scaled up so that the interactions are minimised due to
distance. Because PBC-based methods become more expensive
as the size of simulation cell increases, there is a substantial
trade-off between choosing more accurate exchange-correlation
functionals against scaling up the system.

In this work, we use a hybrid quantum mechanical/molecular
mechanical (QM/MM) embedded cluster method for a systematic
investigation of the electronic properties and thermodynamic
stability of intrinsic point defects in AIN. This method allows us
to study point defect properties at the hybrid DFT level in
a simulation cell, which when including the MM region contains
about 10 000 atoms, 100 times larger than the 96-atom supercell
used in the most recent AIN defect study using periodic boundary
conditions.” The defect is embedded in a central region which is
treated quantum mechanically (QM) and an outer region where
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short-range and long-range interactions and polarization effects
are modelled using an interatomic potential, or molecular
mechanics (MM) approach. In this way, for defects at different
charge states, the ionisation process has an unambiguous refer-
ence, or vacuum level, which improves the reliability of the
calculations. There have been previous studies all using PBC-
based techniques, but they either used a lower-level DFT theory
or covered an incomplete set of defect types,®*+7*7>7® making it
difficult to draw conclusions about the stability of each defect
species. Here, by accessing a wider range of hybrid functionals of
different HF exchange fractions, we present a comprehensive
survey based on QM/MM methods with a critical examination of
the effect of different DFT functionals.

While systematically investigating the geometries and elec-
tronic structures of all types of intrinsic defects in all their
stable charge states, we are able to explore the novel structures
and stability of the symmetry-breaking reconstruction of the
octahedral-centred N interstitial and the N split-interstitial,
both of which are found to be stable; the low formation ener-
gies of the Al interstitial, which were found to be comparable to
the N vacancy; and the diffuse states of compact defect species,
which indicate that the N vacancy and Al interstitial are
a possible source of intrinsic shallow donor species. Our results
using the B97-2, PBEO, and BB1K functionals show that, even at
the hybrid level, different DFT theories can lead to different
conclusions for the defect stability. In the final section, equi-
librium defect concentrations are computed at different
annealing temperatures up to 2800 K to study defect and charge
species compensation in scenarios of undoped, n-type doped,
and p-type doped materials at all relevant preparative condi-
tions, highlighting the significant roles of the N vacancy, Al
vacancy, and Al interstitial for the material's conductivity. Our
previous study using the classical force field and the Mott-Lit-
tleton embedded cluster approach has already shown some
important properties of defect stability, including the identifi-
cation of the new lower-symmetric, lower-energy N interstitial
configuration, and in-lattice migration mechanisms in their
formal charges.® In this study, we build on this earlier work by
using the QM/MM approach. We focus on key properties of
charged intrinsic point defect types in wide-gap AIN.

2 Computational approach
2.1 Hybrid QM/MM embedded cluster technique

The hybrid QM/MM embedded cluster method is applied to
model point defect formation in AIN using ChemShell (Tcl
version®® and Python version®). There are five concentric
regions/layers in our QM/MM system (see the schematic illus-
tration of regions 1-5 in Fig. S1, ESIt). In the inner-most central
region (region 1), where the localised defect state is positioned,
DFT calculations are performed using NWChem code.** An 86-
atom cluster (~5 A radius) is chosen to achieve computational
efficiency and is sufficient to obtain accurate results (similar
size QM clusters have been chosen in previous reports®*7). The
QM cluster is modelled with three different DFT hybrid func-
tionals, B97-2,*® PBE0,**° and BB1K* (21%, 25%, and 42%
exact Hartree-Fock (HF) exchange fractions, respectively). Table

This journal is © The Royal Society of Chemistry 2024
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S1 (ESI)T shows all three functionals can reproduce structural
parameters and optimized bond lengths from previous experi-
ment measurements and calculations. Later in the study, we
compare how the three different hybrid functionals could affect
the local environment of defect species. The Def2-TZVP*? basis
set is used for both Al and N. The outermost diffuse, as well as
high angular momentum basis functions, are removed for both
species (f for N, and d & f for Al), as deleting them results in
a very small change in defect formation energies and saves
a significant amount of computational time.

Surrounding the central region, there is an “active” MM
region (region 3), where all the atoms and shells are explicitly
controlled by the classical force field model and the shell model
for the polarization of the nitrogen ions.*>* In the subsequent
“frozen” MM region (region 4), the positions of atoms are fixed.
The combined thickness of both active and frozen MM regions
is ~15 A (containing approximately 10 000 atoms in total). The
force field model used in both MM regions is the two-body
interatomic potential fitted empirically to a broad range of
structural and physical properties of bulk wurtzite AIN. We have
successfully implemented the same potential model to predict
ionisation potentials, defect formation energies, and defect
migration mechanisms of AIN previously.*® All the MM calcu-
lations in our QM/MM system are performed with the GULP
code.”** Lastly, at the surface of the whole QM/MM system,
point charges are added to reproduce the Madelung potential of
the infinite crystal around the defect site (region 5).

At the interface (region 2) between the QM cluster and MM
region, a thin layer of cations is associated with a local electron
localising pseudopotential, which also compensates for force
mismatches between the QM region and the MM region. The
pseudopotential takes the form of a linear combination of three
Gaussian functions with respect to the distance r between
electrons and respective nuclei:

rPUNr) = Airexp(—Zi17) + Aor” exp(—Zar®) + As” exp(—Zy?) (1)

The A and Z parameters are fitted separately using the
fit_my_ecp”® software, where a global search is done by fulfilling
two objectives: (i) minimising the gradient difference between
the atoms in the QM, interface and active MM regions; (ii)
minimising energy scatter of innermost localised states on
anions. In general, the pseudopotentials need to be adjusted to
work with the force field implemented in the technique. The
resultant pseudopotential for the cations at the interface takes
the form with coefficients given in atomic units:

r*Uy(r) = —36r exp(—251%) + 42.6r* exp(—3.4r°)
+ 0.45r% exp(—0.55r%) (2)

During a QM/MM calculation with a polarisable shell model
potential, ChemShell alternates between QM and MM calcula-
tions iteratively to reach ultimate convergence of the whole
system. A number of reports have been published using the
same method for GaN®***”*® and for other ionic materials.?”**%
A more detailed discussion of our QM/MM implementation can
be found in a previous publication.'**

This journal is © The Royal Society of Chemistry 2024
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2.2 Calculations of defect formation energies

The processes of forming point defects in bulk AIN can be
represented by the following reactions (using a slightly revised
form of Kroger-Vink convention'*®) depending on two extremes
of the chemical conditions, namely, the “N-rich/Al-poor”
condition and “N-poor/Al-rich” condition (e™ is an electron and
h' is a hole):

Al vacancy (Vy))

1
N-rich/Al-poor: Al}, + Ny = V4, —gh™ + ANy, (3)

2
N-poor/Al-rich: Al}y; — Vi, — gh™ + Al (4)

N vacancy (V)
N-rich/Al-poor: N —V{ + ge™ + 1N2<g> (5)

2

N-poor/Al-rich: N + Al,) = V& + ge + AIN(, (6)
Al interstitial (Al)

. . 1
N-rich/Al-poor: Al}, + AIN — Al + g™ + §N2<g) (7)

N-poor/Al-rich: A}, + Al — AlY + ge~ (8)

N interstitial (N;)

. 1 .
N-rich/Al-poor: Al}, + N2y —N{ —gh* 9)
N-poor/Al-rich: Al}; + AN, = N{ — ¢gh* + Al,,  (10)
N antisite (Ny)
N-rich/Al-poor: Alx; + Ny = N4 — ¢gh™ + AIN,  (11)
N-poor/Al-rich: Al}; + AIN, — N4, — ¢gh™ + 2Al,,  (12)

The formation energy (Ef) of a defect (X) at charge state q is
defined as a function of Fermi energy level (Eg) above the
valence band maximum (VBM):

E[XY] = Eq[X] = > mip; + qEr + Ejox (13)
where E4 is the energy difference between the total QM/MM
energies of the perfect and defective systems. Here, the forma-
tion of electrons/holes in the system is determined by the
electron chemical potential, whose value typically lies within
the gap region (VBM = Ep = CBM). n; is the number of
defect species added to (n; > 0) or removed from (n; < 0) the
system. The chemical potential of the species, u;, is dependent
on the thermochemical formation enthalpy of AIN (AH{AIN) =

—3.296 eV):1%
pal + un = AH{(AIN) (14)

In the N-rich/Al-poor condition, us = AH{AIN) and ux = 0. In
the N-poor/Al-rich condition, uxy = AH{AIN) and us = 0. Our

J. Mater. Chem. A, 2024, 12, 25449-25464 | 25451


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4ta04335a

Open Access Article. Published on 08 august 2024. Downloaded on 06.02.2026 17:22:009.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Journal of Materials Chemistry A

formation energies are calculated via the Born-Haber cycles for
these defect reactions (see detailed explanation from our
previous study®). For the intrinsic defects in chemical equilib-
rium, the source (or the sink) for forming defects can be N, gas,
solid metallic Al, and solid AIN. Here we calculate the total
energies of N, gas-phase molecule for the three different func-
tionals using NWChem (PBEO: —109.44 Ha; B97-2: —109.529
Ha; BB1K: —109.521 Ha). The total energies of solid Al are
calculated by subtracting the total energies of the Al atom in its
gas phase (PBEO: —242.248 Ha; B97-2: —242.367 Ha; BB1K:
—242.383 Ha) from the experimental enthalpy of sublimation of
solid Al (0.1257 Ha).'”

Since in the “frozen MM region” (region 4) the atomic
positions of all the atoms (cores) do not respond to the presence
of the defect centre and only shells react to the potential change
from the defect, to account for the missing long-range polar-
isation effect in the frozen MM region and beyond to infinity,
a correction term (Ejos) is applied on any non-neutral charged
defect states, where we use the correction formulated by Jost,**®

(1
2R &)’

where R is the radius of the active region (from the cluster centre
to the edge of the active MM region), and ¢, = ¢, the static
dielectric constant of the material in the case of an adiabatic
process (e.g., the fully relaxed states). Table S2 (ESI)T summa-
rises the Jost correction energies for our defect species from
charge —3 to charge +3.

In the case of a vertical process (e.g, electron ionisation and
optical excitation) where relaxation involves only electrons, an
appropriate form of Jost's correction is applied involving the high-
frequency dielectric constant ¢,. The description of Jost's
correction in the case of vertical transition from g to g + Ag thus is:

, + Ag)? 1 (1 1
Evemcal — _(q 11— — —_— —— — 1
Jost 2R Eoo * 2R Ew ) ( 6)

According to eqn (15) and eqn (16), the accuracy of the Jost
correction can depend on the dielectric constants, as well as the
size of the simulation cluster, which may vary according to the
specific material system. Here we take ¢, = 10.98 and ¢., = 4.68,
obtained by averaging over dielectric tensor components
calculated in GULP.* As the QM cluster is a part of the infinite
pre-optimized structure in the MM software environment
(modelled using the GULP code), to keep all calculations
consistent, it is reasonable to use the corresponding dielectric
constants calculated by the same force field (which shows good
agreement with experiments in previous study®).

EJost = (15)

3 Results and discussion

3.1 Ionisation potentials

The ionisation potential of a material is the minimum energy
required to excite an electron to the vacuum state. In semi-
conductor materials, this energy corresponds to the electron
transition from the top of valence band (valence band
maximum, VBM) to the vacuum level.'” With the QM/MM
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embedded cluster method, we can compute the ‘bulk’ value,
that is the ionisation potential neglecting any particular surface
effects,"® by taking the energy difference between an ionized
cluster (losing an electron and allowing electronic degrees of
freedom to relax, £°"“*%) and a perfect cluster (EP®™"):

EIP _ Eionized _ Eperfect + E}/ggical (17)

Ejsiiedl (~0.38 eV) represents the polarisation correction of
the transition from 0 to +1 charge state. As shown in Table 1, our
calculated ionisation potentials (the negative of which is the
VBM level relative to vacuum) are overall deeper than previous
values obtained from surface/interface structures using PBC-
based methods,"*'** which are limited by the ambiguity of
their vacuum level and finite-size effects. The ionisation
potential obtained from our force field model® is slightly
smaller (so that the VBM is closer to the vacuum level) than our
QM/MM levels, but the discrepancy of at most 1 eV indicates
that the force field model provides a useful initial estimate. In
addition, the B97-2 VBM level is higher than that calculated
using BB1K, which can be attributed to the different electronic
localisation performance of the two hybrid functionals. A
similar trend is also found in GaN®® using the same QM/MM
method (c.f. Table 1). Importantly, we will see in later sections
that the different electronic localization characteristics from
different functionals and their different resultant VBM levels
have a strong impact on defect formation energies and charge
transition energies, as they are key terms determining these
quantities.

To the best of our knowledge, there is no experimental ion-
isation potential reported for AIN, but we can compare our
calculated levels indirectly with measured electron affinities.
We should note that electron affinities of AIN cannot be ob-
tained directly using our QM/MM method, as high electron
delocalisation of the conduction band states cannot be
modelled using the embedded cluster method. Here, we obtain
an estimation of the electron affinity of AIN by subtracting the
experimental bandgap (6.2 eV) from the VBM levels. The elec-
tron affinities of AIN are: 1.23 eV (B97-2), 1.78 eV (PBE0), and
2.18 eV (BB1K). No negative electron affinity (NEA) is found for
the pure AIN cluster from our calculations,™* which is in good
agreement with experimental observations where electron
affinities are measured to be between 0.3-2.6 eV."*** The large
variation of the experimental CBM values is mainly due to the
surface composition, orientation, and dipole moment of the
measured samples, as proved by many theoretical

Table 1 lonisation potentials (eV) calculated using our QM/MM
method, classical force field (FF)®® and comparison with GaN levels
calculated using the same QM/MM method™ and previous DFT
valuest21t3

QM/MM

B97-2 PBEO BB1K FF Prev. DFT
AIN 7.63 7.98 8.38 7.35 5.8-7.5
GaN 6.63 N/A 7.34 5.7-6.7

This journal is © The Royal Society of Chemistry 2024
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studies.®*"***** The experimentally measured CBM is affected by
either upwards or downwards surface bending depending on
the surface condition, so it is expected that their values
differ from our “bulk ionisation potential”®*® as discussed by
Zhang et al."*’

3.2 Formation of intrinsic point defects

Fig. 1 presents our calculated formation energies for the
intrinsic defects, and their charge transition levels in the band
gap region for N-rich and Al-rich conditions. We investigated
the N and Al vacancies (Vx and Vy), Al interstitial (AL), N
interstitial, and N antisite (N,j). For the N interstitial, two
different configurations are investigated explicitly: the “split-
interstitial” configuration (Njgp;) and the interstitial located
close to the centre of the octahedral chamber of the wurtzite
lattice (Njoct). The experimental band gap of 6.2 eV is used. The
Al antisite defect is not considered for three reasons: first, the
AI**ion is three times smaller than the N°~ ion; second, Al is not
likely to be stable in an anionic state; third, the B97-2 formation
energy of the neutral Al antisite defect calculated in ChemShell
is around 14.21 eV (Al-rich condition), much higher than all our
considered defect species.

From the results calculated using B97-2 and PBEO, the more
energetically favourable intrinsic point defects are Vy, Ni.gpiic
and Vy, in N-rich condition (Nigp is excluded in Al-rich
condition) for Fermi energies within the band gap region.
These more stable defect species are in agreement with
a previous study using the supercell approach and the HSE
functional.” However, we find Al; becomes more favourable
than the most favourable Vy as the proportion of HF exchange

B97-2

View Article Online

Journal of Materials Chemistry A

in the functional increases. For Fermi energies in the lower half
of the band gap, the formation energy of Al; is only 0.20 eV
higher than Vy using the PBEO functional, and lower by 0.87 eV
using the BB1K functional. An early report found Al; had the
lowest formation energy in zinc blende AIN in the band gap
region closer to VBM using the LDA density functional,®* but the
authors state its formation energy is over 2 eV higher in the
wurtzite structure counterpart. Zhang et al. calculated the
formation energy of Al; in the wurtzite structure, which they
found to be significantly higher than that of Vy using the GGA-
level PBE functional.** However, later calculation” using the
hybrid HSE functional with spin polarisation taken into account
found the formation energy of Al; almost negligibly higher than
that of V. In our calculation, a higher fraction of HF exchange
deepens the VBM level (Table 1), which in turn increases the
energies needed for electrons to localize on (or ionise from) the
charged defects and significantly changes their formation
energies.

Alkauskas et al. have identified the problem of formation
energies of charged defect species in relation to the shifts of
band edge levels caused by different levels of theory."” They
proposed a band edge correction scheme, where inaccurate
band edge energy levels from lower-level DFT theory simula-
tions are shifted according to the more accurate band edge
energies calculated with a hybrid functional. Inspired by the
theory and the later implementation in GaN,'** another GGA-
PBE simulation, with band edges corrected according to HSE
energy levels, finds Al; formation energy lower than Vy in the
lower band gap region,” similar to our BB1K results. Never-
theless, our calculations and the wide range of previous results

VB

Al —rich
Formation Energy (eV)

Ni—oct |

— Ni—spiit ||

NN

N —rich
Formation Energy (eV)

o 1 2 3 4 5 6 0 1 2

3 4 5 6

Fermi Energy (eV)

Fig.1 The defect transition diagram showing formation energies of intrinsic defects in AIN as a function of Fermi energy level (functionals used,
from left to right: B97-2, PBEO, and BB1K). The diagrams start from 1 eV below the valence band (VB) maximum (x = 0) on the left of the x-axis and
end at 1 eV above the conduction band (CB) minimum on the right of the x-axis. The slopes of the lines indicate different charge states of the
defect (see examples in the top, left subplot). The dots represent the transition levels where the defect charge changes.

This journal is © The Royal Society of Chemistry 2024
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show the predicted stability of Al; is closely dependent on the
level of theory used and the band edge energy levels.

Although our results on the relative stability of each defect
species are consistent with previous calculations, our formation
energies of positively and negatively charged defect states are
systematically lower. Taking V3 as an example (summarised in
Table S3, ESIt), our highest formation energy (from the B97-2
functional) is 3.81 eV lower than the lowest value from
previous simulations at the VBM level. One reason could be the
choice of DFT functional. There is a significant energy differ-
ence among all the formation energies of Vi calculated at
different DFT levels (Table S37), with the lowest value obtained
from simulations using a band-edge-corrected scheme at the
GGA-PBE level.

Furthermore, our formation energies of charged defects may
differ from values calculated using the PBC-based methods, as
our method employs a different treatment of polarization and
ionization processes. Nevertheless, both factors should not
result in discrepancies in the energies of the neutral charge
states. To illustrate this hypothesis, the formation energies of
VQi calculated in our QM/MM environment using different
density functionals from the LDA level are compared with
previous calculations (summarised in Table S4 (ESI)f). Our QM/
MM method reproduces the results of previous reports at the
LDA and the GGA level within reasonable accuracy. At the
hybrid level, our BB1K formation energy of the V9, shows the
best agreement compared with previous HSE results, and our
B97-2 and PBEO counterparts are closer to previous GGA-PBE
results (we have not directly compared with the HSE func-
tional results, as the functional is not currently implemented in
NWChem).

When comparing defect formation energies between our
three functionals (taking vacancies and interstitials as exam-
ples, shown in Fig. S2, ESIt), BB1K results are generally lower
than B97-2 and PBEO results for positively charged defects, and
higher for neutral and negatively charged defects, except for
V}J, for which the BB1K formation energy is the higher. For
neutral defects, the formation energies of most defect types are
similar across the three functionals, with one exception in the
case of V3,. For the negative charge states, all formation energies
calculated with BB1K surpass significantly those calculated with
B97-2 and PBEO. Accurate electronic localization performance is
crucial in the calculation of thermochemical formation ener-
gies, which can provide other important information such as
ionisation potential energies. We have shown that our calcu-
lated different ionisation potential energies (Table 1) of
electron/hole localisation from the vacuum level are key terms
in the formation energies of all charged species. Among the
three functionals, BB1K clearly simulates the most stable hole
state as it calculates the largest ionization energy, but the B97-2
ionisation energy is also large in comparison to previous DFT
simulations. These deeper VBM levels are the primary reason
for our discrepancies to the results from previous studies.

A direct consequence of our lower formation energies of
charged defects is the shift to higher energies relative to the
VBM of all our charge transition levels.”” Table S5 (ESI)t
summarises the charge transition energies of all the defect
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species discussed and the comparison with previous calcula-
tions. All our charge transition energy levels are closer to the
CBM than previous calculated levels obtained using PBC-based
methods. From previous calculations, such a shift to the CBM
for the energy levels can also be seen when a “higher-rung”
(more accurate) DFT functional is used (except for Vy, as the
direct transition of (+3|+1) is found in the lower-rung DFT
calculations), which arises from the improved band edge levels.
These transition levels are important for the optical transition
processes, as they are often linked to experimental measure-
ments. Previously deep acceptor V(—2|—3) was assigned to
optical emission signals at 2.78 and 3.2 e€V,* and V(—1|-2) to
the 2 eV signal.” The statements from these two examples were
drawn from previous DFT simulations ranging from LDA to
hybrid levels of theories. From our calculations, the 2.78/3.2 eV
signal can be related to a deep level of V4 (—1]0), and the 2 eV
signal to acceptor levels of V,(—2|—3). However, these transi-
tion levels represent charge transitions between fully relaxed
defect structures and optical transition occurs much quicker
than relaxation. Therefore, it is more suitable to associate
experimental signals to calculated vertical transition energies
between different charge states wusing configuration-
coordination diagrams. Nevertheless, our simulations high-
light the importance of ionization energy level for accurate
defect energetics.

3.3 Defect structural and electronic properties

We now discuss the structural and electronic properties of each
defect type in all their charge states and compare our results
with available simulations and experiments. In particular, the
localisation of electrons and holes at each charge state will be
explicitly discussed, which, for AIN systems, have only been
reported for very few intrinsic defect types®**“* without
a systematic investigation. All our simulations start by creating
defect species in their formal charges and adding/removing
electrons. Most of our results reported below, including the
defect structures and electronic information, are qualitatively
consistent for all three functionals, unless otherwise stated.
3.3.1 N vacancy (Vn). All seven charge states (+3 to —3) can
be structurally stable in AIN. For B97-2 and PBEO, four different
charge states (+3 to 0) are stable within the band gap for Vy,
whereas the VY is not favourable within the gap region for BB1K
(orange in Fig. 1). We find that Vy behaves more like a donor, an
observation agreeing with other theoretical results about the
donor/acceptor behaviour of the vacancy. If an N*~ ion is
removed from the lattice, the surrounding Al ions have no
electron density in their valence 3s and 3p orbitals, and
Vi pushes the three neighbouring basal Al ions outwards by
21% and the axial neighbouring Al ion by 26% of the perfect AIN
bond lengths. If an electron is added to the system, it is local-
ised at the vacancy site instead of at the surrounding cations. As
shown in Fig. 2a, the trapped electron forms a hydrogen-like s
orbital state around the centre of the vacancy site; the defect is
clearly an “F-centre”, where stable electronic states are trapped
by the vacancy defect. The F-centre can trap one more electron,
forming VY, where it forms a closed-shell configuration by
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Fig.2 N vacancy in charge states (a) +2 and (b) O in AIN. Electron localisation is shown with spin density of (yellow isosurfaces of 0.01 a.u., 0.0075

a.u., and 0.005 a.u.).

coupling two electrons. The third additional electron cannot
localize at the F-centre; instead, the population of the new spin
is shared between the two surrounding Al-Al bonds evenly
(Fig. 2b). In the neutral charge state, the spin density wraps
around the vacancy centre. This electronic structure is formed
by the outermost diffuse atomic orbitals of the surrounding AI**
ions. From experiments, the existence of F-centre type defects
has been linked to Vy in AIN as a donor species using the
electron paramagnetic resonance (EPR) and the electron-
nuclear double resonance (ENDOR) techniques.””" Our
results support such an assignment.

Although the local geometry of differently charged vacancies
is in reasonable agreement with previous simulations, we did
not find the stability of the negatively charged Vy within the
band gap, contrary to almost all previous simulations. As more
electrons are added to the defect, the surrounding AI** ions
gradually approach the defect centre, leading to a reduction in
the bond lengths. When the charge state becomes more nega-
tive, the Vy-Al bond lengths are shorter than those in the
perfect lattice. At this point, the vacancy defect starts to attract
the surrounding positively charged Al ions, due to the negative
central Madelung potential. However, as shown in Fig. 1, the
charge transition levels for the negatively charged Vi are within
the conduction band, indicating auto-ionization and instability
for these species.

3.3.2 Al vacancy (Va). Va1 can also stabilize structurally in
seven charge states (—3 to +3) as an acceptor species, and all
charge states are favourable within the band gap for all three
functionals (blue in Fig. 1). Our finding is in contrast with the
previous work where it was found that the positively charged Vy;
was not stable in the gap region®®>** or stable in charge state
+1,%%71737579 not in charge states +2 and +3. As Vap is created,
the surrounding N ions repel each other with an excess of
electrons localised on the lone pairs. While the charge state of
Va1 becomes less negative, we observe that the holes are local-
ized on the surrounding N ions. Our results show that it is more
energetically favourable that the first three electrons are lost
successively from the three N ions on the same basal plane
(Fig. 3a—c) and the fourth electron from the axial N ion (Fig. 3d).
With four hole states localised at the four N ions separately,

This journal is © The Royal Society of Chemistry 2024

a spin quadruplet is formed. For each localised hole, the cor-
responding N ion is pushed further outwards by 2-4%
compared to its respective AIN distance between N ion and the
Vi site centre. Upon further ionisation, the fifth and sixth
electrons are lost in the same sequence from the basal N ions
(Fig. 3e and f). The presence of negatively charged V,; in AIN was
identified by the positron annihilation spectroscopy technique
in previous experiments.*® The defect species has been linked to
optical bands from spectroscopy signals by matching DFT
results.”**?*

3.3.3 Al interstitial (Al}). We found Al; stabilizes at the
centre of the c-channel in the wurtzite lattice (i.e. the octahedral
void). Our QM/MM calculations find that Al; at the tetrahedral
site has a higher formation energy than that at the octahedral
site, consistent with a previous DFT investigation® and our
prediction using classical force field techniques.* Al; is struc-
turally stable in four states from +3 to 0, but it is more favour-
able in charge +3 and +1 within the band gap (green in Fig. 1).
The electron can still localise at Alf* forming an sp-hybrid
orbital, which can contribute to an optical transition state. As
the positive charge decreases, the defect starts to shift out of the
perfect centre, and the surrounding ions are displaced in
response. A" and Al{* can be the source of a deep donor optical
state. This conclusion agrees with previous computational
reports,”” and there is one experimental report assigning the
Al;*" as a deep donor by EPR,*° but no optical band has yet been
assigned to it.

3.3.4 N interstitial. Previous DFT calculations have re-
ported two common configurations of N interstitials in AIN, the
octahedral-centric interstitial (Nj.,.;) and the split-interstitial
(Nigpii)- In our simulations, we find three stable configura-
tions of the N interstitial defect: an octahedral-centric intersti-
tial (Nioce(cen)); @ lower-symmetry reconstructing octahedral
interstitial (Njoct(recon)), and a split interstitial (Njgpiic). These
configurations, as shown in Fig. 4 and discussed in detail below,
show the very complex nature of N interstitial defect. In the first
configuration (Fig. 4a-c), a nitrogen ion stabilises at the centre
of the octahedral void of the wurtzite structure, around the
same position as the Al; discussed above. As with the Al;, we did
not find the tetrahedral-centric N interstitial to be stable. In our
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Fig. 3 Alvacancy in different charge states: (a—f) correspond to —2 to +3 charge states respectively. The spin density (yellow isosurfaces of 0.1
a.u., 0.05 a.u., and 0.025 a.u.) shows hole(s) localisation.

\ EN-N dimer

Fig. 4 The configurations and the spin densities of (a—c) N octahedral-centric interstitial defect in charge states —2, —1, and 0O respectively, (d—

f) N octahedral-reconstruction interstitial defect in charge states —2, —1, and O respectively, and (g—i) N split-interstitial defect in charge states 0,
+1, and +2 respectively (yellow isosurfaces are 0.1 a.u., 0.075 a.u., and 0.05 a.u.).
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previous defect study using force field method, we identified
a new stable interstitial configuration where the interstitial N>~
ion is displaced from the ideal octahedral-centric site towards
one of the three nearest neighbouring on-lattice N*~ ions
(termed as “interstitialcy configuration” in our previous
study®®), which has not been reported before in III-V nitride
systems. Here, by using our QM/MM DFT method, we also
obtain the same stable configuration (Nj.oc¢(recon) in this work)
and we now continue investigating its geometry and electronic
structures in different charge states.

Fig. S3 (ESI)t summarises the stability of three types of N
interstitials. Both Nj.qct(cen) a0d Njoct(recon) are structurally and
energetically stable in four different charge states (—3 to 0) in
the band gap. In the upper gap region, Njoct(recon) 1S more
thermodynamically favourable than Njcceny by 0.4 eV (for
charge —3) and 0.74 eV (for charge —2) from B97-2 simulations
(0.35 €V/0.64 eV from PBEO and 0.39 €V/0.60 eV from BB1K). As
the Fermi level shifts towards the mid-gap region, the energies
of the two defects become closer in charge state —1 and
Ni.oct(cen) becomes slightly more favourable than Nj_gc(recon) fOr
the neutral charge state. On removing the first electron from
charge state —3, the hole state localises on the introduced N
species for Nigc(cen), Whereas for Nioct(recon) the population of
the spin is shared between the defect and the nudged-off N ion
(Fig. 4d). The lower-symmetry configuration and delocalisation
of the hole in the latter case can stabilise the local environment
further around the defect. However, when ionising the second
and the third electron local configuration, hole localisation can
only occur on the introduced N ion (even if we forcefully ionise
the nudged-off N ion), as shown in Fig. 4e and f. This factor
could explain the largest energy difference found in the —2
charge state. The special case of the spin delocalization
Niz_gct(recon) indicates the electronically unstable nature of
negative N ions in the wurtzite octahedral void. Thus, the two
defect types are considered as interchangeable cases for the
same Nj.o.; defect and their combined lowest energies are pre-
sented in the single red line in Fig. 1.

Removing three electrons from the 2p orbitals of the N>~ ion
in turn forms corresponding high spin states (up to 3 lone
spins) of the defect. On further ionisation, we cannot find any
stable configuration of the Nj.. in any of the positive charge
states, and further relaxation forces the N defect to bind with
another on-site N ion (the split-interstitial). Compared with all
other types of defect states in the band gap, forming Nj e
requires the highest formation energy. Therefore, Nj. is pre-
dicted to be a high energy species in AN, so it is unlikely to be
present in significant concentrations.

Fig. 4g-i present the configuration and spin densities for
the N split-interstitial (Njgpiic), where the interstitial N ion is
bonded with another on-site N ion forming an N-N dimer
structure, which is the most stable interstitial configuration
across the whole gap region (see Fig. 1 and 4j-o). The species are
stable in the charge states from +3 to —2 in the band gap. Some
studies on this defect type did not find +3 charge states stable in
cubic® or wurtzite®””* AIN, while others did”*”° (Chen et al. did
not find the +2 and +1 states stable”). In the +3 charge state, the
bond length of the N-N dimer is close to the bond length of the
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N, gas molecule (1.09 A). As more electrons are trapped by the
defect, the N-N dimer is stretched by 6% (+2 charge state), 15%
(+1), 24% (0), and 33% (—1). These geometries are found to be in
good agreement with previous hybrid DFT studies.®®”® Mean-
while, the N-N dimer rotates around the same N atom site of the
perfect AIN lattice along the (110) lattice plane, as the charge
decreases. Going from the charge state of —1 to —2, no signif-
icant change is found in the bond length and N-N orientation.
The added electron is delocalised across the whole QM cluster
region, resulting in bond breakage between the two nitrogen
atoms. The formation energy of Ni g, is higher than N7, by
0.78 eV (from b97-2, 0.83 eV from PBEO, 1.18 eV from BB1K),
indicating a possible structural transformation to the latter
defect configuration in this charge state.

We find the most stable configuration of Nil_me is a triplet
(Fig. 4h). In the charge state of 0 or +2, a singlet is found in the
most stable configuration (Fig. 4g and i). Furthermore, in the —1
and +3 charge states, the defect is most stable in the closed-shell
electronic configuration. The spin densities of different charge
states prove that the electronic configuration of the split inter-
stitial is analogous to that of an N, molecule. In the charge states
of 0, +1, and +2, the spin density is as expected from the occu-
pation of an anti-bonding 7 orbital. The Niz,s’pm does not form
deep states under CBM, although a stable configuration can be
found after geometry optimisation. The Njp); defect is calcu-
lated to be amphoteric (Fig. 1). The optical transition energies are
those of a deep donor in the lower half of the band gap region.

3.3.5 N antisite (N). N, is found to be stable in three
different configurations, two of which are stabilised by the
substitutional N bonding with another neighbouring N atom. In
the first configuration, the N defect (termed here “config-A”, or
Nara) bonds with a basal N atom (Fig. 5a and b). Njp4 is
attracted towards this basal N atom, reducing the N-N bond
distance. Ny .5 is calculated to be stable in charge states +3 to —2
in the band gap region. In charge state —2, the N-N bond
distance is shorter than the perfect AI-N bond length by 0.57 A
(30%) from B97-2 simulations, close to the 29% value calculated
previously for cubic AIN.* As the charge becomes more positive,
the N-N bond distance becomes shorter, and the shortest value
is reached in the neutral charge state at 1.17 A from B97-2
simulations (1.14 A using BB1K), close to the bond length of
an N, gas molecule. The spin density in charge states —2 and —1
accords with an anti-bonding 7 orbital (Fig. 5a and b), which
shows the electronic similarity to an N, molecule.

We found another structurally stable configuration for
charge state —1 N,;, where the antisite defect can bond with the
axial N atom. This configuration is less stable than the Ny, in
the same charge state, but it can transform into another antisite
configuration (“config-B”, or N, ) as more electrons are
removed from the point defect. We found N, is stable in
charge states from +3 to —1 in the band gap, and it is more
stable than Ny, in all positive charge states from +1 to +3. In
the neutral charge state, the N axial dimer moves towards the
two closest basal N atoms and reconstructs itself into a stable
trigonal configuration (Fig. 5¢ and d). In charge state +1, the
spin density shows a p-orbital-like characteristic (Fig. 5¢) and
localises at the central N of the trigonal structure. No localised
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Fig. 5 Optimized geometry of N antisite defect: “config-A” in the
charge states (a) —2 and (b) —1, and “config-B" in the charge states of
(c) 41 and (d) +3. Electron localisation is shown with spin density
(yellow isosurfaces of 0.1 a.u., 0.05 a.u., and 0.025 a.u.).

hole is found in the system in charge state +2. In charge state +3,
spin density shows a hole localises on the basal N atom outside
the trigonal structure.

There have been several theoretical studies of N,; in AIN, but
only a few of them discuss the two configurations of the defect.
Most of the early work investigated the defect only in the cubic
phase of AIN,***¢* and claimed that there is a small difference
between the defect in the two structural phases.®® The EL2
geometry of the N antisite in cubic AIN in these reports is the
closest configuration to our config-A and config-B types. More
recent studies of the Ny, are either unclear about the geometry,”®
or only about the substitutional type,” which is our proposed
third configuration of N,;. However, the substitutional Ny is
generally less stable than the other two configurations, so we do
not present a detailed discussion. Experimentally, there is still
no identification of the N antisite defect in AIN.

3.4 Diffuse states of intrinsic defects

There are limitations in our QM/MM method, with which it is
difficult to calculate a highly diffuse defect state. The diffuse
electronic part of the defect will be confined due to the nature of
the embedded system, which might cause electron over-
localisation and an incorrect electronic exchange-correlation
energy. However, with a sufficiently large QM region, useful
results can still be obtained on diffuse states, such as the
stability of any shallow donor/acceptor states. To complement
our results, we consider the possible cases where “compact”
defect states can trap one or more electrons/holes in “diffuse”
atom-like states of large effective radius, and compute the
“attaching energies” of diffuse carriers attached to compact
defects. The theory and the calculated attaching energies are
summarised in Note S1 and Tables S6-S8 (ESI).t

Table S9-S15 (ESI)t list the calculated formation energies of all
the diffuse states of defects in different charge states with the
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corresponding compact states, where their formation energies
can be compared directly, to determine which type is more
favourable in each charge states. From these results, we found
most defects have lower energies in their compact state. Vaj, Ni.oct,
Ni.splity Nar-a, and Ny show no preference for the diffuse states in
any of their charge states, as their compact state energies are
always lower than the diffuse variants. For Al; and Vy, the energies
of diffuse states are lower than the compact neutral charge state
(Tables S9 and S10, ESIt). Calculations using B97-2 and PBEO
functionals show that Al;" with a diffusely-bound electron has
a lower energy than the compact Al (BB1K calculation shows the
diffuse states of one, two, and three electrons are all more
favourable than compact Al{), which is a direct consequence of
the higher formation energy of Al{ at the CBM (Fig. 1). The
favourable diffuse states can also be seen in other charge states of
Al; from the BB1K calculations, while the other functionals indi-
cate otherwise. For Vy, only the BB1K calculations predict the
defect to be more favourable than its diffuse state of one electron
compared with V. The BB1K calculation shows another lower
energy diffuse electron state for Vy , while PBEO calculation
shows the diffuse state is more favourable by only 0.02 eV and
B97-2 calculation shows compact Vi~ is more favourable. In
conclusion, from these calculations, we found the diffuse states
are more likely to appear in Al interstitials, where Al{ is a possible
shallow donor source. The prediction as to the nature of V§ and
VN~ varies depending on the choice of hybrid functional, which
has a large impact on defect property prediction.

3.5 Defect and charge carrier concentrations

From our defect formation energies, we can calculate the
equilibrium concentrations of defect species and charge
carriers. At a given temperature, the equilibrium concentration
of a defect can be determined by its defect formation energy
employing a Boltzmann distribution. Meanwhile, the equilib-
rium concentrations of the charge carriers (i.e., [ny] for electrons
and [po] for holes) in a semiconductor material can be calcu-
lated by integrating the electronic density of states with the
Fermi-Dirac distribution formula. The Fermi energy (Eg), which
is a common term in both concentrations, can be determined
by a self-consistent method in the condition of charge neutrality
in the system:

[ng] + [acceptors] = [po] + [donors] (18)
Here, we apply the code SC-FERMI" to compute the self-
consistent Fermi energies and the corresponding defect and
charge carrier concentrations in the range of temperature 300 K
= T = 2800 K (covering common temperatures of bulk AIN
crystal  growth  using  physical vapour transport
techniques®'?***°). The density of states of AIN is calculated by
using the Vienna Ab initio Simulation Package (VASP)"***** and
PBEO functional (more detail of the computational method is
presented in Note S2, ESIt), as B97-2 and BB1K functionals are
not implemented in VASP. We obtained a band gap energy of
6.11 eV, close to the experimental gap value. Our defect
concentration results are therefore calculated using only the
PBEO defect formation energies (Fig. 1).
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As shown in Fig. 6 (left), in N-rich conditions, the Fermi level
lies in the mid-gap region, slightly varying from 3.16 to 3.66 eV
as the temperature increases. The highest equilibrium
concentration among all the intrinsic defects is Njgpj;c and Viy
(the latter only about half an order of magnitude lower), indi-
cating Vy and Nigpe are the two dominant intrinsic defect
species in AIN under N-rich chemical conditions. In the range of
the self-consistent Fermi energy, Vx' and N};pm are the domi-
nant charge states. In N-poor conditions (Fig. 6, right), due to
the lower formation energy of Vy, the equilibrium concentra-
tion of Vy is significantly higher than all other defects. At 2500
K, the Vi concentration is higher by 3 orders of magnitude than
its counterpart in N-rich conditions. The concentrations of
holes and other defect species are much lower due to the rise of
the equilibrium Fermi energy. The Fermi energy ranges from
4.73 to 5.16 eV, closer to the CBM. In turn, the electron
concentration (overlapped with the green curve in Fig. 6)
increases. Close to the Fermi level, Vi is still the dominant
charge state in N-poor conditions. This indicates the negative
charge carrier is compensated by the positive charge Vy in N-
poor chemical condition to maintain charge neutrality in the
material.

As the defect formation energy is a function of chemical
potential u, which can be determined by the temperature and
the partial pressure of the system, it is possible to compare our
results directly to experiment. Here we follow the guidelines
developed by Reuter and Scheffler:'** the N chemical potential
(un) as a function of temperature (7) and N partial pressure (P)
can be expressed as:

1 P
,U,N(T, P) = Un (T, PO) + EkT lll(ﬁ)7 (19)

in which
1 1
un (T, P°) = 5 [T, P’) — Hy, (0K, P")] — 5 TIS%(T, P°)

- Sn, (0K, P)]
(20)
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The zero state (un(0 K, P°) = 1 eV) is defined when P° = 1 atm.
The enthalpy (Hy,) and the entropy (Sy,) of N, at different
temperatures are obtained from the thermochemical experiment
database.’ The uy(7, P) with respect to temperature and N,
partial pressure is summarised in Table S16 and Fig. S4 (ESI).T
Given the condition of —3.296 eV = uy = 0 eV for forming stable
AIN, all the defect formation energies and, hence, the equilib-
rium concentrations of all the defect species can be determined
by a specifying temperature and pressure. The equilibrium
concentrations of defect species and charge carriers with respect
to the N, partial pressure (10 > to 10> atm) at 2400 K are pre-
sented in Fig. 7 (only the four highest defect species are shown).
Our results indicate that regardless of the N, partial pressure
(during crystal growth), Vy remains the dominant defect species
in pristine bulk AIN. As the concentration of electron carriers is
several orders of magnitude higher than that of hole carriers, AIN
exhibits n-type semiconductor characteristics. There appears to
be no direct experimental evidence as to the intrinsic n-type
nature of AIN (although it is nominally believed to be the
case'®), but n-type conductivity in undoped GaN has been
observed and the carrier concentration is reported"* to be of the
order of 10'® cm™>. In the same report, Vy is identified as the
primary native donor accounting for its n-type conductivity. Our
result is qualitatively consistent with the conclusion of the GaN
experiments and predicts the dominant concentration of Vy
results in intrinsic n-type conductivity in AIN.

To investigate further the self-compensation characteristics in
the material, a fully ionised donor or acceptor is introduced to
determine how the equilibrium Fermi energy and species
concentrations respond in the system. Our procedure allows us
to add a fixed concentration of mass-less charged species to bias
the charge neutrality of the equilibrium system without intro-
ducing any extrinsic defect species."” In response to the bias,
Fermi energies and concentrations of intrinsic defects and
charge carriers are then readjusted self-consistently to meet the
condition of charge neutrality. In the case of donors, we intro-
duce a fix-concentration (1 x 10" em™?) of a fully-ionised donor
(represented by a +1 charge species) to represent the n-type
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Fig. 6 The calculated self-consistent Fermi energy and equilibrium concentrations of charge carriers and defect species as a function of

temperature.

This journal is © The Royal Society of Chemistry 2024

J. Mater. Chem. A, 2024, 12, 25449-25464 | 25459


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4ta04335a

Open Access Article. Published on 08 august 2024. Downloaded on 06.02.2026 17:22:009.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Journal of Materials Chemistry A

T T T T T T T

10" -

=

5101 E
c E T
il - Py -
Sqfp—u 4
z 3 —3
@ r E
8 4 z
c B E
8 10° § E

1072 10™ 10° 10° 102

N, partial pressure (atm)
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doping scenario. In both N-rich and N-poor conditions (see
Fig. 8a and b), the negative charge carrier concentration
increases significantly due to the presence of the ionised donor.
In N-rich conditions, the ionised donor is primarily compensated
by the negative charge V4 (3 x 10" cm™®) due to its low
formation energy (Fig. 1) in the range of the equilibrium Fermi
level of 5.00-5.76 eV above the VBM. At higher temperatures, the
positive charge Vy starts to contribute more to the compensa-
tion, but it still leaves a significant number of uncompensated
donors. Hence, n-type conductivity is restricted by the presence
of negatively charged V,. In N-poor conditions, our calculations
show that the concentration of electrons remains at the level of

(a) N-rich, ionized donor
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10" em ™ and most ionised donors are not compensated. The
equilibrium Fermi level decreases from 6.41 eV (0.21 eV above
CBM) to 6.12 eV (0.08 eV below CBM), which indicates significant
quantities of free electrons. In a previous report of Tuomisto et al.
using positron annihilation spectroscopy,'® the concentration of
negative charge V,; was estimated analytically at about 1 X 10"
em " in bulk AIN crystal (with O impurities concentration at the
order of 10'® cm ™2, one order of magnitude lower than our fixed
donor concentration). Additionally, cation vacancies were iden-
tified as the major defect species in the Si-doped n-type Al,-
Ga; _,N.? Our results are in good agreement with these reports.
On introducing fixed-concentration (1 x 10" em™®) fully-
ionised acceptors (represented by a —1 charge species), we
found different behaviour. In N-rich conditions (Fig. 8c) the
ionised acceptors are compensated primarily by positively
charged Vy and Al;. As the temperature rises, Njgpjic Starts to
make an increasing contribution to the compensation because of
the low formation energies of positively charged species.
Although the Fermi levels are in the lower region of the band gap,
between 1.74-2.36 €V above VBM, the concentration of hole
charge carriers (p,) remains several orders of magnitudes smaller
than the introduced acceptors and other defect species. Only at
high temperatures, we see a significant concentration of hole
carriers. In N-poor condition (Fig. 8d), only Vy contributes
significantly to the compensation compared to other defect
species. As the Fermi levels are at the upper region of the band
gap between 3.14-4.62 eV above VBM, the concentration of
electron charge carriers is much higher than hole carriers,

(b) N-poor, ionized donor
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Fig. 8 The calculated self-consistent Fermi energy and equilibrium concentrations of charge carriers and defect species as a function of
temperature, as a fully ionised donor (a and b) or a fully ionised acceptor (c and d).
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leading to weakly n-type semiconductor characteristics.
Enhancing p-type conductivity has always been a challenge in
Mg-doped p-type AIN, a characteristic that we can also see from
our relatively low concentration of p, in both chemical condi-
tions. It is widely established that suppressing the formation of
Vx can effectively achieve higher p-type conduction in Mg-dope
AIN by choosing N-rich growing condition or with a high V/III
ratio.” These experiment reports have not interpreted their
findings in terms of Al; as another important self-compensating
species, as it was ruled out by the high Al; formation energy
calculated by early simulations.®!

Since our investigation of fixed concentration charged
species did not introduce any new defect species to the system,
our discussion did not consider the formation of extrinsic
defects, such as oxygen, carbon, etc., and their complex defect
structures formed with the intrinsic defects. These impurity-
incorporated defect complexes could have an impact on the
defect formation energies, the charge transition levels, and, in
turn, the equilibrium Fermi level positions. Among all, the Al-
vacancy-O-substitution defect complex (V,-7(Oy)) is the most
discussed defect complex, whose formation energy was calcu-
lated (using supercell approaches) to be over 2 eV lower than
that of V,; at the HSE level.®*”® The lower formation energies
could result in more defect species (V,; in Fig. 8a) compensating
the ionised donors and possibly a higher n-type conductivity.

The identification of deep/shallow donor and acceptor states
in most experiment reports commonly relies on photo-
luminescence (PL) signals, with assignments made based on
previous theoretical results, specifically the charge transition
levels and the configuration-coordinate diagrams. Using the
QM/MM embedded cluster method, we have demonstrated
a shift of the charge transfer levels towards CBM compared to
the levels obtained using supercell methods (refer to the
detailed discussion in Section 3.2). Future work will explore
both the effects of dopants and optical transition energies.

4 Summary and conclusions

We have systematically investigated the stability and electronic
structures of all intrinsic defect species at the dilute limit using
our advanced embedded cluster QM/MM approach. While the
relative stability of all defect species is consistent with previous
DFT studies, our work provides significant new insights.
Notably, the aluminium interstitial, Al;, emerged as the most
favourable species in the lower region of the band gap from the
hybrid BB1K calculation, indicating a significant presence of Al;
in the material. Furthermore, we confirm the presence of the
novel lower-symmetry nitrogen interstitial defect, calculated in
our previous study using force field methods, and explore the
electronically unstable nature of the defect species. We have
found our formation energies of the charged defects to be
generally lower than previous values calculated using supercell
methods. As a result, shifts towards the CBM were observed in
our charge transition energies compared to those from previous
calculations. These differences may stem from either the choice
of DFT functionals or the nature of our QM/MM method, which
omits the finite-size effect from the supercell-based methods,

This journal is © The Royal Society of Chemistry 2024
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enabling the simulation of accurate ionization potential levels
against the true vacuum reference level. In addition to the
structural properties of the defects, the electron localisation
characteristics of all the defects have been systematically
investigated for every charge state. The diffuse states of the
defect species are compared with the compact counterparts,
highlighting Al as a potential shallow donor source. The
shallow nature of Vy° and Vy'~ varies depending on the
exchange fraction of the hybrid functional.

Concentration calculations indicate that AIN exhibits intrinsic
n-type behaviour throughout the temperature range of 300 to
2800 K. With a concentration of 1 x 10'° ecm™? of fully-ionised
donor species, a substantial amount of compensating negative
charge V (on the order of 10'® cm™ in N-rich condition) is
evident. When the same concentration of ionised acceptors is
introduced into the material, the p-type conductivity is hindered
by compensation from the positive Vi in both chemical potential
limits and from Al; as a secondary contribution in N-rich condi-
tion. While these results reaffirm the dominant role of cation and
anion vacancies in determining the defect properties of AIN, we
emphasize that cation interstitials could also play a key role. Our
implementation of the advanced QM/MM technique and the new
insights into the nature of intrinsic defects in AIN will benefit not
only the III-V nitride semiconductor science but also a broader
spectrum of defect chemistry.
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