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In this study, we evaluate different apoproaches to unsupervised
classification of cyclic voltammetric data, including Principal Compo-
nent Analysis (PCA), t-distributed Stochastic Neighbour Embedding
(t-SNE), Uniform Manifold Approximation and Projection (UMAP) as
well as neural networks. To this end, we exploit a form of transfer
learning, based on feature extraction in an image recognition network,
VGG-16, in combination with PCA, t-SNE or UMAP. Overall, we find
that t-SNE performs best when applied directly to numerical data
(noise-free case) or to features (in the presence of noise), followed by
UMAP and then PCA.

Voltammetric data contain a wealth of mechanistic, kinetic, and
analytical information about the system under study and are
routinely used in a wide range of applications, including for
the basic characterisation of redox-active materials," surface
characterisation® and the study of electrocatalytic processes.” In
some cases, the amount of available data is small and their analysis
can readily be performed ‘by hand’. Typically, this information is
extracted based on theoretical models, for example in relation to the
dependence of peak currents on analyte concentration or scan rate,
to mass transport and the effect of electrode geometry or the overall
shape of the voltammetric signal.> Deviations from model beha-
viour can significantly enhance the complexity of the task, but may
be addressed using numerical modelling or calibration.®

In other applications, however, data are recorded in an (semi-)
automated way and are then much more abundant. Examples
include high-throughput screening,” autonomous sensing and
quality control,® and electrochemical surface imaging.® This calls
for automated analysis methodologies, which is relatively straight-
forward, if the system behaviour is well-understood, robust and
well-defined. In such cases, specific observables, such as the
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current at given potential or the peak current, may be used to
extract the quantity of interest.

However, the analysis task becomes significantly more chal-
lenging, if this is not the case. For example, the data may reflect a
mixture of different electrochemical processes, be recorded
under varying geometrical conditions or be affected by device
failure or contamination.'®"" In such cases, unsupervised dimen-
sionality reduction techniques such as PCA have been employed,
which to some extent consider the overall appearance of the
data.'>"® Beyond PCA, there are however other, potentially super-
ior dimensionality reduction techniques, such as non-linear,
stochastic methods, which aim to reproduce neighbourhood
relations in high-dimensional data space in a lower dimensional
representation. Those have not found widespread application in
electrochemistry yet and we will therefore explore two examples,
namely t-SNE'®"” and UMAP,"®" and benchmark those against
an implementation of linear PCA. Supervised methodologies,
which do require labelled training data, have been introduced
to the field recently and show promise for some applications.>* >
However, they will not be in focus here. In addition to the three
dimensionality reduction techniques mentioned above, we will
also consider three different data input formats and evaluate
their effect on the classification performance. These are raw
numerical data (ie. (scaled) current-potential value pairs), b/w
images of the CVs as well as the feature extractor output of an
image recognition network, VGG-16, as illustrated in Fig. 1.>**
The latter is based on the idea that such networks are able to
identify salient features in physico-chemical data, despite initially
being trained on unrelated image data of everyday objects. We
recently demonstrated this approach for single-molecule charge
transport data using another image recognition network,
AlexNet,>**® and were able to identify previously undetected
sub-populations in the data. Interestingly, while this has ele-
ments of transfer learning or Artificial General Intelligence, the
fact that the feature extractor does not require re-training also
demonstrates that such Deep Learning architectures can be
employed successfully in the absence of large amounts of, or
indeed any, domain-specific data.
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Fig. 1 Schematic of the unsupervised classification process (right) along-
side examples of simulated CVs (left). CVs were simulated for ‘E’ (grey), 'EC’
(light blue), and 'ECE' (dark blue) reaction mechanisms at varying electrode
radii. In general, CVs are pre-processed in three formats: images; features;
and data. The data and image sets are created by taking the datapoint or
converting graphs into images, respectively. The Features dataset is
created by utilising a pretrained VGG-16 CNN feature extractor. See ESI,{
and main text for more details on the simulation and analysis pipeline.

In order to establish an unequivocal “ground truth”, we use
simulated data (Digisim® v3.0), in some cases with added noise
(vide infra). A total of 18 CVs was generated for three different,
classic electrochemical reaction mechanisms, namely electron
transfer (E), electron transfer coupled with a homogeneous
chemical reaction (EC) and a sequence of electron transfer/
homogeneous chemical reaction/electron transfer (ECE), for
electrode radii ranging from 10! to 10™® cm, Fig. 1. This
choice is to some extent arbitrary and mainly served to generate
well-defined, distinct cyclovoltammetric responses. However,
the specific thermodynamic and kinetic model parameters
were taken from a well-known and well-characterised example,
namely the electrochemical oxidation of aniline to polyaniline,
see Sections S1 and S2 in the ESIt for further details.?”*®

The raw numerical data values were scaled between —1 and 1
(comparable to the image data), in order to emphasize shape, rather
than the magnitude of the current, and to facilitate a comparison
with the analysis of other input formats used in this study. In
practical applications, the electrode radius is normally given, but
changes in appearance could conceivably have other origins.

After dimensionality reduction, each CV was represented in a
two-dimensional projection, with each E/EC/ECE triplet span-
ning a triangle of perimeter P, where larger P scores correspond
to better separation between the three mechanisms (each
component scaled from0to1,s00 < P < 2 + V/2; over all 18
CVs). In addition, to quantify the separation of triplets, we used
the mean silhouette value of each triplet, as defined in eqn (1):

b—a
B max(a, b) )
where a is the average intra-cluster distance of a cluster and b
the average nearest-cluster distance over all samples. Hence, S
scales from —1 to +1, where +1 indicates perfect separation of
the triplet clusters (all points assigned correctly).
Considering dimensionality reduction applied directly to the
raw (value pair) data first, the different metrics are summarised
in Fig. 2. Column (a) shows the value triplet for r=1 x 10" cm,
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Fig. 2 PCA, UMAP, and t-SNE applied to raw numerical data (a) 2D projec-
tions of CVs at the 10! cm electrode radius showing six repeats of the
dimensionality reduction process. Reducers were optimised for the perimeter
metric. (b) Average perimeter scores at each electrode radius (log scale) when
perimeter optimised. (c) 2D projections of one repeat of CVs for all electrode
radii. Reducers were optimised for the silhouette score. The points hues in
(a and c) are determined by the radius colour bar (right). (d) Average silhouette
scores at each electrode radius when optimised for silhouette score.

for PCA (top), UMAP (centre) and t-SNE (bottom), see Fig. 1. For
this particular radius, PCA produces a point triplet that is
roughly equally separated, even if the perimeter score is rela-
tively small. It is larger for other electrode radii, column (b), and
reaches a maximum for r = 1 x 10~ * cm. Under these condi-
tions, the E and EC mechanisms produce very similar CVs,
which is reflected in a rather large, but irregular triangle in the
reduced dimensional representation, column (c). Based on the S
score and an optimised set of hyperparameters, column (d),
separation by electrode radius works best for the small and large
radii, less so for the intermediate range. This is in part a
manifestation of the interdependence of the perimeter and
silhouette score metrics, as large perimeter values are more
likely to result in overlap between adjacent point triplets and
hence reduced silhouette values. However, we have used this
approach to facilitate the comparison across the entire dataset
as well as between the different dimensionality reduction tech-
niques. Notably, when optimised for maximum perimeter score,
UMAP and t-SNE produce larger P scores, compared to PCA,
suggesting that those two techniques provide better separation
between the three mechanisms. However, to account for the
stochastic nature of both UMAP and t-SNE, where the outcome
can show some variation from run to run, we show averages of P
and S, as well as associated 95% confidence intervals for UMAP
and t-SNE (20 repeats each), as shown in Fig. 2(b) and (d). In
terms of P score and across all electrode radii, UMAP broadly
follows the trend observed in the PCA results, while t-SNE
appears to show a more consistent performance throughout.
The UMAP and t-SNE results shown in columns (c) and (d)
are optimised for maximum S score. Normalised over the entire
dataset, it becomes apparent that some ability to differentiate
between mechanisms is lost (small P scores for large r, for
example), but that those triplets are then well-separated from
the others (relatively high S score). Conversely, at intermediate
radii, separation by mechanism is still satisfactory (relatively
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Fig. 3 PCA, UMAP, and t-SNE applied to b/w image data. Plots are
arranged in the same way as in Fig. 2.

large triangles), but separation between electrode radii is
decreased (triplet overlap). In any case, hyperparameter opti-
misation clearly has an effect on the result of the classification.

We now compare the performance of PCA, UMAP and t-SNE
when applied to the CVs, presented as image data. The results are
summarised in Fig. 3. As before, we focus on a specific electrode
radius in column (a), namely 7= 1 x 10~ " cm, for illustration. For
PCA (top), the corresponding triangle is well-defined, relatively large
and produces the largest P score within this series of electrode radii,
as shown in column (b). Notably, the corresponding triangle is
markedly irregular, with E and EC mechanisms relatively close and
ECE further away, in line with a visual inspection of the actual CVs,
¢f. ESIT Section S4. The P score appears to be larger than for PCA
applied to the raw data, Fig. 2. Furthermore, the separation of point
triplets, based on the S score and optimised hyperparameters,
columns (c)~(d), is not particularly successful with S values close
to 0 throughout, except for =1 x 10> cm.

For UMAP and t-SNE, the stochasticity of the outcome is
clearly apparent in column (a), centre and bottom, respectively.
Both algorithms produce good separation of the three mechan-
isms for this electrode radius, but the orientation and to some
extent size of the triangle (P score) varies, as noted above.
Across all electrode radii, their performance is however rather
consistent (close to P = 2) and better than for PCA on images.
Following hyperparameter optimisation on triplet separation,
the latter appears to work best for the smallest electrode radius
used here; otherwise the S scores remain close to 0, indicating
some overlap between the triplet clusters, columns (c)-(d).
Under these conditions, UMAP still appears to be better than
t-SNE, with regards to separating the different mechanisms, as
for t-SNE the E and EC mechanisms largely seem close together,
except for 7 =1 x 1072 cm (light green triangle in column (c),
corresponding P scores not shown).

Finally, we compare PCA, t-SNE and UMAP applied to the
feature extractor output of VGG-16. The results are shown in
Fig. 4, following the same format as in Fig. 2 and 3. To get an
impression of how the feature extractor “sees” the CV image
data, we refer the reader to Section S4 in the ESI,i which show
examples of how the individual images are represented in the
filter output of the feature extractor (before flattening into a 1D
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Fig. 4 PCA, UMAP, and t-SNE applied to the feature extractor output of
VGG-16. Plots are arranged as described in Fig. 2.

output vector). Bright areas are strongly represented and, by
implication, have a larger effect on the classification result.
These appear to be, by and large, curved regions of the CV or
inflection points, rather than the redox-inactive regions at low
potentials, for example, and suggests that VGG-16 indeed
identifies features that are related to the electrochemical pro-
cess, rather than the overall appearance of the image.
Application of PCA, UMAP and t-SNE to the feature extractor
output leads to qualitatively similar results, compared to using
images directly, both for the separation of individual triplets,
column (a), and across the range of electrode radii, column (b).
Specifically, PCA appears to perform marginally better, UMAP
somewhat worse and t-SNE comparably well and still best com-
paring the three methods. In terms of the S scores, PCA produces
reasonably well separated point triplets, column (c), and, over all
electrode radii, a better separation than when applied to image
data directly, column (d). The S score reaches values close to 1 for
some r-values, even though there does not appear to be an overall
trend. Similarly, for UMAP, triplet separation is satisfactory and S
scores are on average larger than when applied to image data
directly. Finally, t-SNE does not separate the value triplets well
with some overlap remaining and S scores close to 0, for all but
one radius (r = 1 x 10" c¢m). In other words, t-SNE still
reproduces the neighbourhood relation according to mechanism
better than electrode radius, leading to good separation within a
point triplet, but relatively poor differentiation between them.
Based on these detailed comparisons, the question arises which
methodology and data input format results in the best overall
performance, in terms of the respective optimisation target
(mechanism vs. electrode radius). Hence, we show the average P-
and S scores for dimensionality reduction applied to numerical
input data (blue), images (orange) and feature extractor output
(green), in Fig. 5. See Fig. S10 in the ESL 7 for further information.
In terms of the P score, a fairly consistent picture emerges,
namely that all three dimensionality reduction techniques work
equally well on the different input formats. PCA and t-SNE appear
to work slightly better on numerical input data, while UMAP
produced the best result when directly applied to images. Impor-
tantly, however, both UMAP and t-SNE clearly outperform PCA in
this metric and while PCA has the advantage of being
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Fig. 5 Comparison of the overall classification results for PCA, UMAP and
t-SNE, based on average P- and S scores, applied to: numerical data (blue),
image data (orange); and feature extractor output (green).

deterministic, not requiring any hyperparameter optimisation and
being computationally inexpensive, once optimised, both UMAP
and t-SNE feature improved separation performance. Using the
feature extractor output did not offer any advantage in this case,
but it is nevertheless notable that at least comparable results have
been obtained, given that the feature extractor had been trained on
unrelated image data and the electrochemically relevant features
highlighted in the filter outputs (see ESIT).

With regards to the S score, the picture is rather less clear
cut. The best performing methodology here was t-SNE applied
to raw numerical data, followed by PCA on features and UMAP
on numerical data. Thus, feature extraction appeared to have a
significant benefit in this context, even though further analysis
may be required to investigate this effect in more detail.

Finally, we also investigated the effect of small to moderate
amounts of noise on the classification, see Section S6 in the ESL}
Intuitively, one might expect the differentiation of CV shapes to
become more difficult, as there is more likely going to be more
overlap between the CV traces, ¢f Fig. S11 (ESIT). This expectation is
indeed borne out with regards to the separation of the three
mechanisms, ie. the average P score performance, Fig. S12 (left
column) (ESIt), where the overall sequence t-SNE > UMAP > PCA
is maintained, but P values decrease with increasing amounts of
noise (without re-optimising the hyperparameters). For the optimisa-
tion towards highest S scores, Fig. S12 (right column) (ESIT) the
picture is however more complex. Applied to raw data, the perfor-
mance of UMAP and PCA remains more or less unchanged as the
amount of noise is increased, but interestingly t-SNE does signifi-
cantly worse when even small amounts of noise are added. When
applied to image data, the separation performance slightly increases
with increasing noise levels with t-SNE and UMAP performing
marginally better than PCA in all cases. When applied to features,
t-SNE becomes the best performing method in the presence of noise,
followed by PCA and then UMAP. Identifying the origin of some of
these effects requires further study and will form part of our
future work.

Overall, among the methodologies investigated here and
considering both P- and S score performance, in the absence
of noise the best performing one appears to be t-SNE applied to
raw numerical data. In the presence of noise, t-SNE on features
is preferable, followed by UMAP applied to raw data. PCA shows
satisfactory performance under all the conditions studied and
compared to the other two does not require hyperparameter
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optimisation. It is however outperformed by some of the other
methodologies, highlighting the necessity to carefully consider
the dimensionality reduction technique as well as the data
input format for a given classification task.

TA designed the study and supervised the work. CW performed
the data analysis and co-developed the analysis pipeline. AF pro-
duced the electrochemical simulations. AV performed initial tests of
approach. All authors contributed to the writing the manuscript.
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