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Monolayers of assembled nano-objects with a controlled degree of disorder hold interest in many optical

applications, including photovoltaics, light emission, sensing, and structural coloration. Controlled dis-

order can be achieved through either top-down or bottom-up approaches, but the latter is more suited

to large-scale, low-cost fabrication. Disordered colloidal monolayers can be assembled through evapora-

tively driven convective assembly, a bottom-up process with a wide range of parameters impacting par-

ticle placement. Motivated by the photonic applications of such monolayers, in this review we discuss the

quantification of monolayer disorder, and the assembly methods that have been used to produce them.

We review the impact of particle and solvent properties, as well as the use of substrate patterning, to

create the desired spatial distributions of particles.

1. Introduction

The study of light interaction with disordered media plays a
major role in many fields, from optical bioimaging,1 to atmos-
pheric optics,2 to photonic material design.3 Light propagating
in a disordered medium is diffused and attenuated by multiple
scattering and absorption.4 While many studies have con-
sidered the analysis of light transport in common materials
(powders, foams, biological tissues, etc.), the development of
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top-down and bottom-up nanofabrication techniques in the
past decades stimulated the emergence of a new research topic
aiming to understand how disorder could be engineered to
control the propagation,5,6 spatial confinement,7 and
emission8,9 of light. Research on disorder engineering in
optics is in full swing.10–12

Disorder engineering seeks to exploit the fact that light scat-
tered by random particle assemblies is affected by both the
nature of the particles and their spatial arrangement.12 This is
equivalent to the principle behind small-angle scattering tech-
niques,13 where statistical information on the morphology of
complex media is retrieved from scattering measurements. In
translucent colloidal solutions, for instance, the scattering
arises from both that of individual particles and the far-field
interferences created by spatially correlated pairs of particles

(here q
*

is the scattering wave vector with amplitude

q ¼ jq*j ¼ 4π
λ
sin

θs
2
, λ is the light wavelength and θs the scatter-

ing angle). The intensity of structural correlations can be

expressed (to the lowest approximation) as Iðq!Þ ¼ NPðq!ÞSðq!Þ
where N is the number of particles in the cluster. The form
factor P and static structure factor S describe respectively the
scattering properties of the particles alone and the effect of
their spatial arrangement on the scattered intensity. In
addition to the influences of the size, shape and composition
of the individual nano-objects, structural correlations in dis-
ordered systems constitute a valuable degree of freedom to
spectrally modulate the amplitude and reshape the angular
distribution of the scattered light. When passing from an
ordered system to a disordered system, light transmission
varies from collective light propagation (diffraction reso-
nances) to individual particle scattering (diffusion). Tuning
the particle–particle distance via order determines the degree
of collective versus diffusive light propagation. Fig. 1 demon-
strates how disorder effects light transport, with a preferred
transmission direction in an ordered system and diffuse trans-
mission in a disordered film.14 Ballistic light transport can
thus be controlled via tuning the correlation distances.

In bulk three-dimensional (3D) correlated disordered
materials, this modified light scattering translates into spectral
variations of the diffuse reflectance and transmittance, yield-
ing structural colors,15 and also engendering wave interference
phenomena. These effects are of primary interest to the meso-
scopic physics community.16 However, the realization of thick
materials with controlled disorder remains particularly
challenging.12

In random nanostructured surfaces, the modified light scat-
tering is directly observed in the angular distribution of the
reflected or transmitted light, which may also vary with the
wavelength.17 Nanostructured surfaces are more accessible
experimentally than their 3D counterpart and already find use
in many applications, including photovoltaics,18–20 light emit-
ting devices,21 and chemical and biosensing.22 Two-dimen-
sional (2D) correlated disorder is ubiquitous in the living
world, where nanostructured surfaces serve as anti-reflection
coatings,23 and in thin film technologies, where metal-dielec-
tric composites can exhibit a rich variety of optical properties,
such as electromagnetic ‘hot spots’.24,25 More recent years
have witnessed a growing interest in disordered planar assem-
blies of resonant nano-objects,26–28 also known as “random
metasurfaces”. There is a collective effort to understand how
the interplay between order and disorder leads to new or
improved optical functionalities.14,21,29–37

These applications require particles with well-defined
characteristics that can be assembled into large area surfaces.
Advances in colloidal chemistry in the past decades have
enabled the synthesis of a wide range of nano-objects with
various shapes, sizes and compositions, and that can strongly
interact with light, despite their small size.38–42 Bottom-up
approaches generally do not give as much control over the
shape and spatial arrangement of nano-objects as does top-
down techniques, but they remain unrivalled in terms of scal-
ability. Colloidal techniques are likely to play a major role in
the future development of surfaces with controlled disorder.

In this review, we will discuss how disorder can be con-
trolled during evaporation-induced self-assembly. In section 2,

Fig. 1 Ballistic light transport decreases as disorder increases. Angle and frequency resolved transmission patterns are shown for films varying from
(a) perfectly ordered to (d) slightly correlated particle–particle distances. The lines in (a) show the quasi-guided pathways. In this study, 1060 nm
polystyrene microspheres were assembled with an increasing fraction of impurities introduced from a second population of 300 nm polystyrene par-
ticles. Figure reproduced with permission from ref. 14. Copyright 2016 Nature Publishing Group.
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we discuss controlled disorder in colloidal films, how it is
defined and the sources of such disorder, with a discussion of
the methods used to quantify it. Section 3 is devoted to the
techniques used to self-assemble colloidal monolayers via eva-
porative processes. We describe the underlying physical prin-
ciples which cause this behavior and the experimental
approaches which use them. In section 4, we review examples
of 2D colloidal assemblies with disorder induced through
changing the size and shape of the assembled particles. We
focus on the deliberate use of polydisperse particles to create
disorder, and the impact of using non-spherical particles,
such as cubes and rod-like particles to change assembly beha-
viors. In section 5, we discuss changes in disorder achieved by
modifying the dispersant properties through the inclusion of
ions to screen particle–particle and particle–substrate inter-
actions. Additionally, we look at how solvent evaporation rate
through control of ambient pressure changes organization.
Section 6 details the use of chemically and topographically pat-
terned surfaces to control disorder. We first look at chemical
patterning techniques to selectively deposit particles via pat-
terned substrate functionalization with hydrophobic and
hydrophilic functionality and the self-assembly of patterns
using block copolymers. This is followed by a discussion of the
use of topographically patterned substrates featuring traps or
physical barriers to influence evaporatively driven particle
assembly. Finally, we close with our conclusions and perspec-
tives on these techniques and the future of this field.

2. Order versus disorder
2.1. Defining controlled disorder

In terms of particle assembly, the quintessential ordered
system is that of a colloidal crystal, i.e., a regular structure of
particles that extend over length scales much larger than them-
selves. Order is not necessarily synonymous with a periodic
structure, regular crystal structures, with high degrees of pos-
itional order exist such as those of protein crystals, which
possess random orientational disorder between individual pro-
teins. Disorder is typically defined as deviation from an ideal-
ized ordered system. Within disordered structures, the posi-
tion of the elements cannot be determined exactly and are
instead described by statistical properties. Correlated disorder
refers to systems in which variations in interparticle distance
occur within a range. In the case of diffraction patterns from
systems with correlated disorder, diffuse rings from continu-
ous scattering rather than discrete points (from Bragg reflec-
tion) are observed.43

Disorder can be present in multiple ways. In the case of
close-packed systems these include local defects (point/line
defects and vacancies), particle polydispersity, poor particle
packing, orientational disorder when using anisotropic par-
ticles, and inhomogeneous particle shapes or deposition pat-
terns (Fig. 2). In the case of non-close packed systems, this
also includes irregular spatial distributions of particles. In 2D
particle assemblies, the level of disorder can be quantified by

correlation functions, a pair correlation function for the posi-
tion of the element, an angular correlation function for the
orientation of the particles. However, some other types of dis-
order would not be apparent in these correlation functions,
such as point lattice defects and polydispersity in non-close
packed assemblies. These types of disorder can be seen by
other quantification strategies, such as the bond orientational
order parameter.

Truly disordered systems will have no crystalline domains.
In this case, the pair distribution function is equal to one and
no correlation is found at any length scale.44 Zero correlation
is not truly achievable in particle assemblies because particles
cannot penetrate each other and thus must exhibit some
degree of correlation.

Controlled disorder refers to the engineering of systems to
be randomly organized but restricted within a predetermined
set of parameters. In the case of colloidal films, such systems
will have a fixed level of correlation between individual par-
ticles in terms of their spatial and orientational organization.
As of today, relatively few research groups have intentionally
introduced disorder into two-dimensional assemblies of par-
ticles,12 and even less so in the case of films assembled
through evaporative techniques. However, many of the systems
currently found in the literature do offer routes to delibera-
tively introduce disorder. Hence, we discuss the conditions
that have been observed experimentally to provide an increase
in disorder in convectively assembled films.

2.2. Quantifying disorder in 2D colloidal films

Several techniques exist to quantify disorder in colloidal films
including Fourier analysis of microscopy images, X-ray or
neutron scattering, radial distribution functions, and Voronoi
diagrams and Delaunay triangulations. We will briefly address
each of these, and encourage the reader to consult Lotito and
Zambelli’s recent comprehensive reviews on this topic for
further insights.45,46 Disorder can be measured on different
scales both the long-range via macroscopic techniques, such
as Fourier analysis and scattering techniques; and short-range
through analysis of local bond order. We discuss these tech-
niques in the following paragraphs.

A fast and convenient approach to quantifying order in col-
loidal films is Fourier analysis of images. Fast Fourier trans-
form algorithms allow images of particle monolayers to be
analyzed in terms of their component spatial frequencies with
minimal processing time. Highly ordered monocrystalline
films produce ordered patterns of high intensity spots,
whereas these spots smear into circular rings for polycrystal-
line samples. As disorder is increased in the sample, these fea-
tures drop in intensity and eventually devolve into a 2D
Gaussian. The radially averaged Fourier transform intensity
can reveal the length scales of ordered regions, examples of
this sort of analysis are ubiquitous in literature.14,47,48 The
quality of the results from this technique is highly dependent
on parameters such as image contrast, resolution and focusing
because they are calculated from pixel intensities, rather than
particle positions.
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Crystalline order can be directly probed through scattering
techniques which analyze a large area of the monolayer, provid-
ing information about disorder at the macroscopic level. While
light diffraction14,49–54 and neutron scattering55,56 have been
used to characterize colloidal films, small-angle X-ray scattering
(SAXS) is a far more common method to characterize disorder
in such films.57–66 Light diffraction is limited to films contain-
ing particles with diameters above the optical diffraction limit,
whereas SAXS and neutron scattering can resolve much smaller
structures. As with Fourier analysis, the formation of peaks and
rings is indicative of crystalline structure. Disordered samples
present Gaussian scattering patterns.53,61 The intensity and
width of the peaks in the scattering patterns of monolayer films
provide information about the level of order within a film and
can be analyzed to provide a global value for the layer in the
form of a structure factor. The sine Fourier transform of these
patterns is the pair correlation (or radial distribution) function,
gðr*Þ, which expresses the probability of finding a particle at a
given radial distance from another particle.67

Low level image analysis techniques analyze the structure
of the film in terms of particle positions. These are identified
from images of particle films obtained via atomic force
microscopy (AFM), electron microscopy, or optical microscopy.
The particle positions can be analyzed statistically, providing a
quantitative evaluation of the spatial variation of monolayer
structure. The pair correlation function can be calculated
directly from this dataset.68–70 However, more complex ana-
lyses can provide further insight into local order variation
throughout the sample. The simplest of these is Voronoi–
Delaunay analysis, where the Voronoi cell of each particle is
determined. The edges of each cell are defined as being equi-
distant between two nearest neighbors and the vertices equidi-
stant between three nearest neighbors (Fig. 3). Each edge is
thus intersected by a single nearest neighbor bond. For a

perfect hexagonally close packed crystal, the number of nearest
neighbors, Nj, is six. More disordered lattices will feature
Voronoi cells of varying area71,72 and differing number of
sides.47,73,74 Statistical analysis of the population of these cells
enables the calculation of values describing the entire popu-
lation, such as the variance or global Voronoi entropy, Svor.

47,75

Another common approach is the quantification of local
bond order, though the analysis of changes in the angles
between nearest neighbors, which can be expressed through
the bond-orientational order parameter, ψn:

76–79

ψn ~rj
� � ¼ 1

Nj

XNj

j

exp in θjk ~rj
� �� � ð1Þ

where n is the symmetry order (n = 6 for hexagonally close-
packed, n = 4 for square), θjkðr*jkÞ is the angle between a refer-
ence direction and the vector between particle centers j and k.
Given a sufficient definition of ‘nearest neighbor’, ψ6 can be
used as a measure of the local bond order throughout a 2D
crystalline lattice.80 For well-ordered 2D hexagonally close-
packed lattices, ψ6 will vary between 0.9 and 1.81 It is widely
used as a measure of the order in 2D particle assemblies (i.e.
ref. 72, 74, 78 and 81–89). Additionally, the complex phase of

Fig. 2 The most common sources of disorder are from random, non-close packing, from dispersity in particle shape, orientation, or size, from
crystal defects, such as point or line defects and grain boundaries, and from particle placement outside desired domains.

Fig. 3 Example Voronoi diagrams for (a) a highly ordered non-close
packed monolayer and (b) a disordered non-close packed monolayer.
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this function, θn ¼ 1
6 arg ψnð Þ, can be used as a direct measure

of local crystalline ordering. θ6 varies between 0° and 60° for a
hexagonally close-packed crystal. Any variation in the phase or
amplitude of this parameter is indicative of disorder in the
lattice due to polycrystallinity or the inclusion of lattice
defects.

There are limitations to this approach however. The results
produced by this analysis are highly sensitive to the definition
of nearest neighbor used. This is normally defined as any par-
ticle center inside a radius of some multiple of the particle dia-
meter, D, for close-packed monolayers this is typically between
∼1.2D and ∼1.4D as determined by the position of the first
trough in the radial distribution function, gðr*Þ.90 However, for
non-close packed monolayers, such as that depicted in Fig. 3b,
these definitions become problematic due to highly variable
bond distances resulting from low packing fractions and the
presence of voids. It is also not continuous as a function of
particle coordinates, making it less practical as a mathematical
parameter.91

To solve these problems, ψn can be weighted to reflect local
geometric features in the lattice by combining this protocol
with Voronoi analysis. In this case, a relative length factor,
ljkðr*Þ=L, is included in the definition of ψ6, where ljkðr*Þ is the
length of the intersected Voronoi edge and L is the perimeter

of the Voronoi cell (¼ PN
k
ljkðr*Þ):90,92–94

ψ ðmsmÞ
n ~rj

� � ¼ PNj

j

ljk
L exp in θjk ~rj

� �� �
: ð2Þ

This parameter robustly describes the order within a 2D col-
loidal crystal. For a perfect hexagonally close packed crystal,
this parameter returns to the form given in eqn (1). This form-
alism is functionally identical to the Minkowski structure
metric used elsewhere.47,91,93 Images of assembled particles
can be analyzed to find regions that demonstrate predomi-
nantly 4-, 5-, or 6-fold symmetry, distinguishing between
regions of hexagonally close packed crystallinity and defects.95

The local crystalline phase, θn, can also be analyzed to identify
grains.81

There are also techniques to characterize the component
crystallinities within a monolayer to give a more holistic
description. One such example is persistent homology96–100

which describes the particles in terms of topological para-
meters such as the Betti numbers. Other statistical techniques,
such as principal component analysis, can also identify small
changes in global order between different films.100

3. Fundamental concepts of
evaporative particle self-assembly

While several approaches exist for the self-assembly of col-
loidal films, we focus here purely on the use of evaporative
self-assembly. Evaporative assembly techniques offer a simple,
scalable, and cost-effective route to prepare colloidal films,

which make them attractive for future industrial processes.
Here, we discuss the underlying principles behind these tech-
niques, and the available protocols which use them in the
preparation of colloidal films.

In evaporatively driven particle assembly, a volume of col-
loidal solution is directed over a substrate establishing a triple-
phase contact line between air, the solvent, and the substrate.
Good wettability ensures the formation of a continuous film.
Without this, dewetting can occur and islands can form. This
can be particularly problematic if the contact angle is too high
(>20°), because no particles will be deposited (Fig. 4). But
under ideal conditions, tightly packed and homogeneous
layers of particles will result. Depending on the technique
employed, the solvent recedes due to either substrate withdra-
wal from the solution or from solvent evaporation. Subject to
the rate of solvent recession, there are two regimes known as
which are referred to as the ‘convective’ regime and the
‘Landau–Levich’ regime.

Regime I: convective assembly: Also known as the ‘capillary’
regime, convective assembly is characterized by particles being
brought to the drying line by an evaporatively-driven flow. It
occurs at low speeds (≲0.1 mm s−1 in ethanol at 30 °C), where
evaporation in the meniscus is the dominant process driving
particle transport. Particles concentrate close to the drying line
and become trapped at the meniscus edge, forming dense par-
ticle arrangements on the substrate. The particles within the
forming film are then bound by interparticle and particle–sub-
strate forces. Further evaporation then produces a dry film.
Convective particle flow is dependent on solvent evaporation
rate, the buoyancy of the particles, the force of Brownian
motion on the particles, and the substrate withdrawal rate.
Evaporative flux can be controlled through ambient tempera-
ture, pressure, and humidity, alongside solvent volatility.

However, working against convective particle transport is
an osmotic pressure, expressed by Fick’s law: a higher particle
concentration in the drying line leads to diffusive flow towards

Fig. 4 (a) A high contact angle, where particles are not pinned to the
surface and no film deposition is achieved. (b) A good wetting with a
contact angle of less than 20°, where convective flux brings particles to
the drying line. (c) A continuous monolayer of polystyrene latexes. (c)
Reproduced with permission from ref. 101. Copyright 2007 American
Chemical Society.
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the bulk solution.103 Particle size, shape, and density, as well
as interparticle interactions, contact angle, and solvent vola-
tility, all influence whether convection or diffusion is domi-
nant. Collective particle transport towards the triple line is
faster for neutrally charged particles than for positively or
negatively charged particles.103 This is due to increased
diffusion rate in concentrated dispersions of charged particles.
For charged particles, interparticle interactions are more
important than substrate–particle interactions in determining
film thickness.103

The number of particle layers, k, in the obtained films is
inversely proportional to the substrate velocity speed.104–106 In
this regime, continuous film formation can only be achieved if
the substrate velocity, vs, is equal to the crystallization velocity,
vc, as expressed by the Dimitrov–Nagayama equation:104

vs ¼ vc ¼ βl
0:605

jeϕ
kD 1� ϕð Þ ð3Þ

where β is an experimentally determined constant representing
particle–particle and particle–substrate interactions, je is the
evaporative flux, ϕ is the particle volume fraction, and D is the
particle diameter.

As substrate velocity is decreased, the well-known phenom-
enon of ‘stick-slip’ becomes increasingly pronounced (Fig. 5).
This is caused by contact-line pinning, where the meniscus
becomes stuck and then elongated by the motion of the sub-

strate. Eventually the surface energy of the meniscus becomes
too great, leading to the contact line suddenly ‘slipping’ to the
next pinning line.107,108 This process is periodic and causes
particle deposition to occur in regular bands parallel to the
meniscus.

Regime II: ‘Landau–Levich’ assembly: Also known as the
‘advective’, ‘draining’, or ‘viscous drag’ regime, Landau–Levich
assembly occurs at high speeds (≳1 mm s−1 in ethanol at
25 °C). Here viscous forces within the liquid dominate. In this
regime, a static meniscus at the evaporative drying front no
longer exists and instead the solvent viscosity produces a thin
continuous film of the coating solution having approximately
constant thickness across the substrate. This film then dries
through draining leading to the deposition of particles on the
substrate. The shearing induced by draining can lead to verti-
cally striped deposition patterns under some conditions.102 In
the formation of Landau–Levich films, the viscous, gravita-
tional, and surface tension forces in the trapped fluid layer
exist in equilibrium. The Landau–Levich equation can be used
to describe the thickness of this fluid layer, h0:

h0 ¼ ηvsð Þ23
γ
1
6 ρgð Þ12

ð4Þ

where γ is the air–liquid surface tension, and ρ is the density
of the solvent. Hence, the thickness is proportional to the 2

3

Fig. 5 (a) The process of stick-slip, where particles pin the meniscus, the meniscus becomes stretched, the meniscus touches down, breaking
contact with the bulk solution and a new deposition begins. (b) Optical microscopy images showing the dependence of pitch on particle concen-
tration in the solution (concentrations of 0.2, 0.4 and 0.6 mg mL−1 from left to right). The scale bars represent 100 μm. Reproduced with permission
from ref. 102. Copyright 2020 American Chemical Society.
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power of the substrate velocity and solvent viscosity, and is
inversely proportional to the 1

6 and 1
2 powers of the air-solvent

surface tension and solvent density respectively.109,110 The
effects of convective transport from the bulk solution are negli-
gible in this regime and formation occurs entirely through the
pulling of the liquid film. Palma and Lhuissier confirmed
experimentally that the number of particle layers in the dry
film also follows the same power relationships with an
additional dependence on volume fraction of the particles
within the liquid film.111 Hence the solvent viscosity, surface
tension, and density serve as important parameters in control-
ling film deposition in this regime alongside the substrate
velocity.

Transitional regime: Between the convective and Landau–
Levich regimes, there exists a transitional regime where both
assembly mechanisms occur in tandem. It is here that the
thinnest possible films are achieved (withdrawal rate between
0.1 and 1 mm s−1 in ethanol at 25 °C).112 In this regime, a
liquid film is formed, but evaporation occurs faster than the
liquid film can drain. A drying front is established at the top
of the liquid film causing convective assembly to occur within
the liquid film itself.113

In all regimes, the ability to form good quality films
requires the prevention of dewetting by using substrates with
good wettability. Both assembly processes are sensitive to
changes in surface tension, which can be controlled through
solvent selection and the inclusion of surfactants in the
coating suspension.48,104,114

Colloidal stability, through either electrostatic or steric
approaches, is crucial to avoiding sedimentation during the
coating process.115 Sedimentation is particularly prevalent for
larger particles, where surface functionalization can no longer
overcome sedimentation forces on the particle. Remedial
actions to address this problem for larger particles include:
increasing the rate of evaporative flux (increasing deposition
speed), using solvents with higher viscosity (reduced sedimen-
tation velocity) or density (increased particle buoyancy).113

There are several ways to deposit films using these prin-
ciples, the most common being: drop-casting, dip-coating, and
drag-coating. We point interested readers to a recent in-depth
review which discusses this topic for further insights on the
assembly of these films.45

3.1. Drop-casting

The simplest method of evaporative assembly is that of droplet
evaporation or drop-casting,116–121 which is the free evapor-
ation of a droplet of colloidal solution placed directly on a sub-
strate. The area of the substrate that can be coated is thus
restricted to the size of the droplet. As the suspension evapor-
ates, particles are drawn towards the contact line resulting in
the ‘coffee-ring’ pattern, in which thick particle deposits occur
at the edges of the droplet.122 Several adjustments have been
proposed to avoid coffee-rings, including introducing a cell
wall, controlling pH, and drying in a solvent-saturated
atmosphere.123–126 It is difficult to control such processes, and
inhomogeneous deposition is still an issue, with coatings

often simultaneously containing regions of multilayer, mono-
layer and submonolayer.

3.2. Dip-coating

This technique has been used to coat substrates with
polymers,105,127–129 biomolecules,130–134 and, most relevantly,
colloidal solutions.104,135,136 Typically, dip-coating is per-
formed by submerging a substrate in a reservoir containing a
coating suspension and then withdrawing it vertically at a
known velocity. Many factors impact the physical qualities of
the film: the withdrawal rate, the number of dip cycles, the
contact angle (substrate nature and solvent polarity), the evap-
oration rate (e.g., chamber temperature and pressure, solvent
volatility, and relative humidity) and the solution properties
(e.g., viscosity, surface tension, and the particle concentration),
as well as the particle properties (surface chemistry, size,
shape, and material).

Many reports in the literature control ambient
humidity,137,138 pressure,115 or introduce airflow over the
meniscus139,140 to regulate the evaporation rate of the coating
solution. Control of the formed film can also be exerted
through modification of interparticle interactions through
changing colloidal surface charge via the solvent pH,141 or
screening these interactions through the inclusion of electro-
lytes114 or charged polymers135 in the coating solution.

Compared to other techniques such as spin coating, rela-
tively little coating solution is wasted, as the material left in
the reservoir can be reclaimed. However, there are losses to the
walls of the reservoir and the other substrate surfaces. The
area that can be coated is in theory only limited by the sizes of
the substrate and the reservoir. Also, the large volume of
supension required to fill the reservoir (relative to the amount
used in coating the substrate) means that this technique is not
ideal for small-batch processes or suspensions that can only
be prepared in a small volume. It is a relatively simple experi-
mental set-up, although requires good control of many para-
meters to yield reproducible films.

3.3. Drag-coating

A closely related technique to dip-coating is drag-coating, or
‘doctor-blade’ coating, which is the horizontal counterpart to
dip-coating. It similarly has found a use for coating substrates
with biomolecules,142–145 polymers,146–148 and particles.149–151

In this set-up, a small volume of the coating solution placed
between the substrate and a blade is guided across the sub-
strate. Capilary forces hold the colloidal solution in contact
with both the substrate and blade, and assembly occurs at the
trailing edge of the volume.

In the angled-blade configuration, the blade can be moved
in either direction with respect to the substrate. When moved
in the forward direction, assembly occurs below the blade,87

and when moved in the reverse direction assembly occurs at
the contact line which trails the blade.152,153 Higher crystalliza-
tion velocities are observed in the reverse direction.152 Drag-
coating involves the same parameters as dip-coating, but also
includes additional considerations about properties of the
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blade, such as the angle,87,151,154 surface functionalization,87

and height above the substrate.155 The blade applies pressure
to the meniscus and through variation of the blade height, the
curvature of the meniscus can be reduced, in turn minimizing
contact line pinning and variation in the film thickness.155

Drag-coating apparatuses are typically more compact than
dip-coaters but are limited by the small volume of coating
solution used, which restricts the area that can be coated.
There have been some attempts to modify this technique to
enable the solution to be continuously fed below the blade
using a syringe pump at a rate matched to the evaporative flux,
thus enabling continuous coating over large areas.156 The rela-
tive fluxes of both the solvent and particles must be matched
to maintain a constant concentration in the reservoir and
make the process truly continuous.

Several changes to this technique have been implemented,
such as modifying interparticle interactions through pH
control,143 or electrostatic screening using electrolytes,157 as
well as changing the evaporation rate.145,153 Some approaches
assist monolayer formation through the vibration of the
sample in the plane of meniscus travel (lateral vibration).
Vibrational frequencies in the range 20 to 50 Hz show a signifi-
cant increase in the range of blade velocities that produce con-
tinuous monolayers.158–160 Vibrations out of the plane of the
substrate (vertical vibration) show similar results at higher fre-
quencies (3 kHz).161

In summary, two regimes of particle assembly are accessi-
ble by these techniques. In the Landau–Levich regime there is
little that can be done to influence the degree of disorder; only
the particle density can be regulated. By contrast, the convec-
tive assembly regime has a wide range of parameters with
which disorder can controlled. These will be explained more
fully in the next few sections.

4. Using particle properties to
control disorder

One strategy to control particle deposition is modification of
the particles’ physical characteristics. In this section we will
review the effects of changing particle polydispersity and the
use of anisotropically shaped particles on their assembly.

4.1. Disorder arising from particle size polydispersity

Typically, polydispersities below 10% have little impact
on the crystalline structure.162 Polydispersity being defined as

δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð D2

i

� �� Dih i2Þ= Dih i
q

; where Di is the particle diameter

and angular brackets indicate the ensemble average.162

Polydispersities between 10 and 15% can lead to partially
ordered systems, with values >15% producing disordered
systems. It is energetically preferable for hard spheres to be
packed in crystalline domains compared with disordered
arrays, as the thermodynamic stability increases upon crystalli-
zation. It has been observed that due to chemical interactions
between spheres, polydisperse samples will segregate into mul-

tiple crystals with different unit cell sizes.163 Alternatively, an
AxBy unit cell, where A and B are spheres of different diameter,
is also an energetically favorable arrangement. Thus, disorder
should be induced via kinetic quenching or by using chemical
forces or physical topography.

Lau and Russel have described the effect of surface charge
on the organization of size polydisperse particles by drag-
coating (Fig. 6).164 Lateral capillary thickness, h, of the liquid
film is greater than or equal to the particle diameter, D. Once
the liquid film thickness drops below the particle diameter,
capillary forces pull the particles together. The smallest par-
ticles are still free to move, while the larger particles are
immobilized. However, when the suspension is deionized,
lateral movement is not determined solely by capillary
pressure. It seems that the uniformity of the meniscus curva-
ture is lost when the solution is deionized, leading to inhomo-
geneous capillary forces and a loss of order. Moreover, the
repulsive double layer around the particle, rather than the core
diameter, determines the effective particle size and thus their
movement. Smaller particles have effectively the same lateral
mobility as the larger particles and are incorporated into the
assembly, rather than segregating to the edge of the ordered
domains formed from larger particles. In summary, to control
disorder, capillary forces increase order when the electrostatic
interactions are higher.

Ions in the solvent create more homogeneous capillary
forces, particularly when using hydrophobic particles, such as
polystyrene. Thus, by tuning the electrostatic properties, the
degree of disorder can be tuned in a polydisperse system.

The impact of polydispersity is shown by assembling mono-
layers of both monodisperse and polydisperse particle suspen-
sions.165 The polydisperse sample led to amorphous films
with a volume filling fraction between 42 and 54%, compared
with between 57 and 61% for monodisperse suspensions. In
the crystalline monolayers, brilliant angle-dependent colors

Fig. 6 Particle monolayers prepared using silica particles in (a) non-de-
ionized and (b) deionized water show differing degrees of order as a
function of polydispersity. Figure adapted with permission from ref. 164.
Copyright 2014 John Wiley & Sons.

Nanoscale Review

This journal is © The Royal Society of Chemistry 2022 Nanoscale, 2022, 14, 3324–3345 | 3331

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
fe

ve
re

ir
o 

20
22

. D
ow

nl
oa

de
d 

on
 3

1/
10

/2
02

5 
12

:0
5:

02
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1nr07814c


could be observed, due to scattering from close-packed
domains of varying orientation within the film. This effect was
absent in the disordered monolayer, where if color is observed,
it is from interferences within the film rather than crystalline
domains.

4.2. Controlling disorder with particle shape

Introducing anisotropy into convectively assembled systems
has important implications because it changes both interparti-
cle capillary interactions and restricts the possible packing
configurations. It also introduces a new form of disorder in
the form of angular correlation, which is unquantifiable when
using isotropic particles. We focus here on films using rod-like
and cubic particles.

4.2.1. Rods and wires. Anisotropic nanomaterials do not
travel in the same way as elongated macroscopic objects in a
current (e.g., a stick in a stream). Instead they tumble in a
Jeffrey orbit, meaning that they precess as they as travel
through the solution.166 As the film dries its thickness will
become thinner than a Jeffrey orbit, at which point the par-
ticles will be dragged along the surface. Thus, lubrication of
their displacement (e.g. using polymers, very small nano-
particles, or electrostatic repulsion from the substrate), will
increase the degree of order in their packing.102,167

We used convective assembly to control the disorder in
bands of tightly packed silica helices having a wire-like struc-
ture.102 Ordered assembly was possible in both the Landau–
Levich and convective assembly regimes (Fig. 7). At low
speeds, in the convective regime, the helices oriented them-
selves parallel to the meniscus and a high degree of order was
obtained, classified by order parameter S. Defined as S =
〈2 cos2 θ − 1〉 where θ is the angle between helices and angular
brackets indicate the ensemble average. When S = 1, the nano-
objects have no orientational disorder, and when S = 0 the
nano-objects have a random angular distribution. In the con-
vective assembly regime, the quantity of polymer additive, that
is polyacrylic acid, determined the degree of order. In absence
of polymer, the assembly was completely random.
Silica : polymer mass ratios of 1 : 5 to 1 : 20 were assembled,
producing order parameters between 0.74 and 0.86. The order
parameter was increased further, attaining S = 0.95, by control-
ling the concentration of helices in solution. Thus, by tuning
the quantity of nano-objects and the amount of lubricant in
the drying line, the degree of disorder can be tailored.

The aspect ratio in assembled nanorods has a significant
impact on the degree of order.168–170 In the case of rigid nano-
objects, small aspect ratios provide more disordered films, with
higher alignment for larger aspect ratios.170 With more flexible
nanowires, a longer aspect ratio led to a higher degree of dis-
order,171 unless a significant shear force was applied.172 For these
objects, a balance is struck between Brownian and shear forces.172

As in the case of spherical particles, the use of particles
with a strong surface charge result in a higher degree of organ-
ization.170 Moreover, a faster rate of convective flow increases
the degree of order.169 However, electrostatic charge also plays
a role in particle–particle interactions. In one study, in the

absence of counter-ions, lateral repulsion between rod-like par-
ticles led them to predominantly assemble in a head-to-tail
arrangement.173 A faster rate of convective flow has been
found to increase the degree of order.169 Conversely, an evap-
oration rate that is too high has been found to position nano-
rods before they have the time to organize, creating more dis-
ordered materials.168

By using the lessons learned from spheres, the degree of
order can be rather easily tuned in the assembly of anisotropic
rods and wires. These objects tend to align either head-to-tail
or side-to-side, depending on various interparticle forces.
Aligned, non-close packed assemblies are not observed in
absence of an external field or a template. More typically,
during the evaporative assembly of these objects, highly
aligned and tightly packed systems are observed, where higher
aspect ratios increase the degree of order.

4.2.2. Cubes. During convective assembly, cubic particles
orient themselves relative to their neighbors and irrespective of
the growth direction of the film.174 Cubes assemble themselves
into different types of packings, referred to as Λ0-lattices, Λ1-lat-
tices, square lattices, and disordered assemblies (Fig. 8).95 The
disorder observed in these assemblies is primarily due to
rotational disorder and changes in lattice packing. Lattice struc-
ture was determined by comparing the distribution of angles
between all of the nearest neighbors of each particle.95

Fig. 7 Assembly in the (a) convective and (d) Landau–Levich regimes,
where the (b and e) degree of disorder between assembled helices
varies. (c and f) The order parameter, S, was obtained by treating the
images to determine the orientation of the helices relative to the with-
drawal direction. Scale bars represent 1 μm. Reproduced with permission
from ref. 102. Copyright 2020 American Chemical Society.

Review Nanoscale

3332 | Nanoscale, 2022, 14, 3324–3345 This journal is © The Royal Society of Chemistry 2022

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
fe

ve
re

ir
o 

20
22

. D
ow

nl
oa

de
d 

on
 3

1/
10

/2
02

5 
12

:0
5:

02
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1nr07814c


Meijer et al. examined the effect of corner sharpness on the
preferred orientation and lattice of cube assemblies (Fig. 9).95

Corner sharpness was controlled by changing the thickness of
a silica shell around a cubic hematite particle; thicker coatings
produced more rounded nano-objects. Cubes were described
as superballs satisfying the following relationship:

x
a

			
			
m
þ y

a

			
			
m
þ z

a

			
			
m
� 1 ð5Þ

with corner sharpness being parameterized by the shape para-
meter, m, (m = 2 for a sphere, m = ∞ for a cube), and a is half
the edge length, L. Nanocubes with sharper corners produced
assemblies with more regular orientation and a stronger pre-

ference for Λ1 lattices. Cubes with rounder edges were more
able to rotate during drying and thus showed a higher degree
of positional and orientational disorder.

5. Using dispersant properties to
control disorder

An alternative route to changing the assembly behavior is to
use the properties of the suspending medium. In this section
we discuss the effects of including ions to screen particle inter-
actions and controlling ambient pressure to change the rate of
solvent evaporation.

5.1. Disorder arising from electrostatic charges

In convective self-assembly there are two classes of electro-
static interactions to consider: particle–substrate and particle–
particle. Tightly packed particle assemblies result when the
particles and the substrate have a repulsive interaction. In this
case, the particles do not cluster near the substrate and assem-
ble during the last stages of drying. The extra time allows the
particles to accumulate and arrange into an ordered, tightly
packed configuration, which minimizes surface energy.
Electrostatic interactions can be controlled through the
inclusion of ions in the coating solution, through both electro-
static screening of charged particles and changing the solution
pH (Fig. 10).157 At higher ion concentrations, electrostatic
screening reduces particle–substrate repulsion allowing the
particles to be deposited before they reach the drying front.157

Rödner et al. have observed that not only particle–substrate
adhesion, but also particle–particle adhesion occur at high
ionic strength.70 Alternatively, by deliberately tuning solvent
pH to increase particle surface charge, electrostatic repulsions
are increased and prevent deposition and interparticle aggre-
gation. Joshi et al. demonstrated this by adding [OH−] to a sus-
pension of silica spheres to increase monolayer packing and
order.157

Layer thickness is also impacted by electrostatic forces. In
terms of layering, particle–substrate attractive forces are over-
come by particle–particle repulsive forces, leading to thinner
deposits.175 When repulsive electrostatic forces between par-
ticles are weak, it is easier to pack particles together, leading
to the deposition of multiple layers and longer meniscus
pinning in the convective assembly regime.175

To summarize, disorder is increased by having attractive
forces or charge screening, leading to particle deposition and
immobility prior to the film drying.

5.2. Disorder arising from reduced pressure

A higher flow rate towards the drying line leads to better organ-
ization as the higher particle concentration leads to tighter
packings. The evaporation rate is approximately inversely pro-
portional to the pressure.176 Thus initially decreasing the
pressure leads to an increase in the order within a colloidal
film. However, if evaporation rate is too fast, some particles are
deposited and immobilized before finding the lowest energy

Fig. 8 The (a) Λ0-lattice, (b) Λ1-lattice (c) square lattice, and (d) dis-
ordered assembly patterns observed in SEM micrographs. Scale bars
represent 2 μm. Reproduced with permission from ref. 95. Copyright
2019 American Chemical Society.

Fig. 9 (a) TEM images of cubes with different corner sharpness. The
scale bars represent 1 μm. (b) The % of cubes with orientational order
for cubes with differing corner sharpness. SEM images of cubes (c) m =
2.9 and (d) m = 3.6 (defined in eqn (5)) with colors indicating the orien-
tation and organization of cubes relative to neighboring cubes. The
scale bars represent 5 μm. (e) An average radial distribution for cubes of
differing corner sharpness. Reproduced with permission from ref. 95.
Copyright 2019 American Chemical Society.
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organization.176 Thus, disorder in the assembled films is
highest at reduced pressure where evaporation rate is extre-
mely fast.

6. Using patterned substrates to
control disorder

Another option beyond modifications of the particles or the
solvent is to pre-treat the substrate to control the distribution
of particles. This can be achieved through purely bottom-up
approaches, by which chemical patterns are generated on a
substrate through self-assembly. It can also be achieved via a
combination of top-down and bottom-up techniques in which
a substrate is typically prepared via lithography to produce
either chemical or topographical patterns. These approaches
offer more precise particle positioning, and thus a higher
degree of control over correlation between particles but have
the limitations of lithographic approaches. Substrates pro-
duced via these means cannot be scaled up in the manner of
the previous approaches due to the large amount of time
required to prepare them. Hence, a trade-off currently must be
made between the high degree of control offered by these
approaches and their limited scalability.

6.1. Chemically patterned substrates

Such substrates can be broadly grouped into two different
approaches used to chemically influence particle positioning:

inhomogeneous chemical interactions (electrostatics, van der
Waals, hydrogen bonding or even covalent bonding) and nonu-
niform wettability.177,178 Chemical contrast, where different
chemical functionalities are pre-patterned on a substrate,
creates differences in particle–substrate interactions and
solvent–substrate interactions and in the evaporation rate of
certain zones of the substrate.179 There are many reports of
soaking chemically patterned substrates in a colloidal suspen-
sion and allowing the particles to adhere to targeted domains
through particle–substrate interactions. Patterns achieved
through such particle–substrate interactions lie outside the
scope of this review. We encourage the interested reader to
refer to other articles on the topic.178,180,181

6.1.1. Substrate–solvent interactions. Convective assembly
on chemically patterned substrates is strongly affected by the
interactions between the substrate and the solvent. The most
common way to chemically pattern surfaces is to deposit a
hydrophobic self-assembled monolayer and then to expose sec-
tions of the underlying hydrophilic substrate. Self-assembled
monolayers can be patterned using photolithography,182,183

masked vapor deposition,184 selective oxidation through a
mask,185 or atomic force microscopy oxidation lithography.186

Selective wetting targets particle deposition on to particular
domains. In the regions of particle deposition, thanks to capil-
lary forces, highly ordered hexagonally close-packed domains
self-assemble.182 In terms of substrate–solvent interactions,
the change in the surface energy translates into a change in
the meniscus shape. If the substrate has chemical functional-

Fig. 10 Confocal scans of submonolayers, colored to indicate the number of nearest neighbors and bond order: blue indicates 6 neighbors with
high bond order, green indicates 6 neighbors with medium bond order, red indicates <6 neighbors. (a–d) As ionic strength increases through the
addition of NaCl to a colloidal solution, repulsive forces are shielded, and particles become more disordered due to premature deposition on the
substrate. (e–h) As electrostatic charges are increased through the addition of [OH−], order is improved. Reproduced with permission from ref. 157.
Copyright 2015 American Chemical Society.
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ities which induce a wettability contrast, the meniscus will
deform between zones (Fig. 11). For polar solvents, the menis-
cus will be convex in hydrophilic regions and concave in hydro-
phobic areas. However, the meniscus can only be deformed
over certain length scales. Due to the intermolecular forces
between solvent molecules, the transition from a concave to a
convex meniscus shape requires several micrometers.187

Certainly, the contact angles between the hydrophilic and
hydrophobic zones has an impact on the resolution. However,
Fustin et al. observed that the lower limits for sharp patterning
were 4 μm for the hydrophobic zone (non-stick zone) and
10 μm for the hydrophilic zone.188 The hydrophilic–hydro-
phobic contrast can be accentuated by adding surfactants.184 A
stable meniscus shape occurs only when the hydrophilic
portion is at least twice the width of the transitional area
between the two domains. Belgardt et al. found that they could
overcome limits of meniscus deformability, depositing par-
ticles in a thinner hydrophilic band by dip-coating at a 45°
inclination.187 By changing the retraction angle, the angle of
the meniscus is less steep. Thus, the differences between the
contact angle of the hydrophobic and hydrophilic zones are
decreased. By smoothing out this transition, the transitional
area is decreased, allowing particles to be deposited in a very
thin hydrophilic zone.

6.1.2. Block copolymers. The patterning of particle films
and 3D structures using block co-polymers has been exten-
sively investigated in the literature.189 Block copolymers are
amphiphilic molecules typically consisting of a hydrophilic
block and a hydrophobic block which will form micelles when

dissolved in polar solvents. When prepared on a substrate they
will self-assemble into complex patterns which segregate the
opposing functionalities of the block copolymer. These typi-
cally produce either hexagonal or worm-hole assemblies
(Fig. 12). Such arrangements present some disorder; in the
case of the hexagonal arrangement this is present in the form
of domain size polydispersity and variable inter domain spa-
cings. Whereas the worm-hole organization is a complex
pattern of branching linear structures of approximately con-
stant width which form an entangled network covering the
entire surface. Such polymers offer a route to pattern sub-
strates without the use of lithography, and hence represent a
fully bottom-up approach to the preparation of patterned
substrates.

The block copolymer templated approach is particularly
interesting for nanoparticles smaller than the block copolymer
domains. Nanoparticles are suspended in a block copolymer
solution and then formed into a thin film through solvent
evaporation combined with either spin-coating, film casting,
drop-casting, or rarely, dip-coating. In the framework of this
review, we will discuss patterns formed through one-pot
assembly. A more in-depth discussion of such materials can be
found in other reviews.189,190 Block copolymer and nano-
particle co-assembly leads to the nanoparticles being posi-
tioned in a hydrophobic block, a hydrophilic block, or at the
interface between the two. The nanoparticles can be designed
to have a preferential affinity for one of the blocks (Fig. 13).
Surface chemistry is not the sole factor influencing particle
placement. There is an entropic influence related to the rela-

Fig. 11 Meniscus of a polar solution on a hydrophilic, a hydrophobic, and a patterned hydrophilic/hydrophobic substrate.
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tive size of the nanoparticle and the block copolymer domains
(Fig. 13).191,192 Smaller particles migrate to the interface,
whereas larger particles position themselves fully within the
corresponding block. By regulating the size and surface chem-
istry of these patterns it is possible to achieve targeted spatial
control.

Evaporatively driven convection also impacts particle place-
ment. Li et al. compared block copolymer–gold nanoparticle

thin films prepared by both spin- and dip-coating (Fig. 14).194

The greater time elapsed during dip-coating allowed the
micelles and nanoparticles to configure themselves on the
substrate, resulting in particle migration to the interface.
Control over the evaporation rate through the factors discussed
above, particularly liquid film thickness and atmospheric con-
ditions will regulate convective flux and thus kinetically
control the rate of particle placement.

Fig. 12 (a) Block copolymer deposition and self-assembly on a substrate. (b) AFM of a deposited block copolymer (PS(102k)-b-P2VP(97k)) on a
silicon substrate. Random organization of domains having constant width.

Fig. 13 Selective deposition of particles of different (a and b) size and
(c and d) nature on a self-assembled block copolymer film. (b) TEM
image of a binary mixture of two particle sizes (D < 3 nm and D > 5 nm)
deposited on a PS–PEP–PS triblock copolymer; smaller particles
migrate to domain interfaces and larger particles tend to stay inside
domains. (d) SEM images of silver nanoparticles on [PS(57k)-b-P4VP
(18k)] (red/right) and gold nanoparticles on [PS(57k)-b-P4VP(18k)] (green
left); affinity of gold for P4VP and of silver for PS. (b) Reproduced with
permission from ref. 192. Copyright 2006 American Chemical Society.
(d) Reproduced with permission from ref. 193. Copyright 2013 John
Wiley & Sons.

Fig. 14 (a) Schematic of the block copolymer templating approach via
spin-coating and dip-coating. TEM micrographs of thin films of block-
copolymer (PS-b-P2VP)/gold nanoparticles prepared by (b) spin-coating
and (c) dip-coating. Deposition by spin-coating leads to a random depo-
sition of particles when deposition by dip-coating leads to a confine-
ment of the particles at the interface between two domains. (b) & (c)
Reproduced with permission by ref. 194. Copyright 2008 John Wiley &
Sons.
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In this section, we discussed particle assembly on chemi-
cally patterned substrates and the self-assembly of nano-
particles using block copolymers. Chemical contrast influ-
enced the shape and separation of the domains, and the quan-
tity of particles within them. Disordered chemical contrast can
be designed using top-down patterning techniques, or it can
form through bottom-up self-assembly of patterns. Chemical
patterning disrupts the continuity of particle deposition, allow-
ing stopbands to be tailored.182

With additional complexity in the forces acting on the col-
loidal solution, the particles demonstrate unusual, and less
ordered, deposition behavior. For instance, wettability contrast
destabilizes the shape of the meniscus and changes the evap-
oration rate along the drying line. This is apparent when using
motif bands parallel to the meniscus, which cause the contact
angle to vary as the substrate is withdrawn acting in opposition
to stick-slip behavior. Also, the high degree of curvature in
some motifs prevents the close packing of spheres leading to
the formation of lattice defects. In summary, disorder is gener-
ated, but moderated over large length scales via chemical
patterning.

6.2. Topographically patterned substrates

An approach that offers greater control over particle distri-
bution than chemical patterning and non-templated tech-
niques is that of particle deposition onto topographically pat-
terned substrates. Such substrates are typically produced
through the modification of a polymer layer applied above a
flat substrate through top-down techniques such as lithogra-
phy. Lithography-free protocols also exist, including wrinkles
induced through repeated plastic deformation197 and the
grooves of optical discs.198 Normally these substrates feature
depressions or trenches with at least one dimension of similar
magnitude to the particle. Particles can then be directed over
the substrate in high concentration and the particles are
trapped within the depressions through capillary action.

While convection is the process transporting particles to the
meniscus, and thus to the traps, assembly within the traps
themselves is driven primarily by capillary forces (Fig. 15a).
Particles remain mobile after the triple contact line has receded
beyond the physical trap allowing further reorganization.
Mobility within the traps is dictated by the strength of the capil-
lary forces between particles and between the trap and the par-
ticles. Hence particle organization within physical traps is inde-
pendent of whether convective flow is used. Thus, while discus-
sion in this section is primarily focused on topographically pat-
terned substrates used in combination with convective assem-
bly, some studies have been included that feature applicable
results, which do not use convective assembly. We present
examples organized into four classes of physical pattern.

6.2.1. Traps larger than the particle – single particles. The
simplest examples of these traps are pits slightly larger in width
than the particles of interest. The capillary forces on particles,
as they are directed over such pits, trap single particles at
precise locations on the substrate. In the literature, these have
mostly been realized as a protocol to produce highly ordered
non-close packed arrays of particles using a range of mor-
phologies, including spheres,101,199–203 rods,195,204 cubes,205–207

and plates.207 The greatest potential of this technique, regarding
the assembly of disordered monolayers, is that particles can be
assembled into any arbitrary two-dimensional spatial distri-
bution. These include complex designs with precision at the
single pixel level (Fig. 15b).195,196,202,204,208 Hence systems can
be devised and reliably produced with known levels of corre-
lation and particle density. Beyond this the relative orientations
of anisotropic particles can be similarly controlled at the indi-
vidual particle level giving precise control over both spatial and
orientational correlation (Fig. 15c).204,207 Templates patterned
in such a manner offer a direct route to study the effect of dis-
ordered assemblies of particles in a highly controlled environ-
ment, although such studies have not yet been performed.

6.2.2. Traps much wider than the particle – clusters and
bands. Increasing the size of the traps to accommodate mul-

Fig. 15 (a) Schematic of the convective self-assembly process on topologically patterned substrates. Trapping of single nanoparticles into arbitrary
assemblies with a high degree of accuracy in the positional and orientational positioning. (b) High magnification SEM micrograph of the left eye of
the inset convectively assembled image of a sun comprised of 60 nm gold nanospheres positioned with pixel level precision (c) gold nanorods
assembled into complex motifs with arbitrary orientations. Scale bars represent 250 nm. (a) & (c) Reproduced with permission from ref. 195.
Copyright 2017 Nature Publishing Group. (b) Reproduced with permission from ref. 196. Copyright 2007 Nature Publishing Group.
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tiple particles allows for a hierarchy of particle organization,
with control over the spacing between regions of particles and
the packing within them. So far these have largely manifested
themselves in the literature as either two-dimensional
clusters209–213 or striped domains.198,214–216 Key to controlling
the internal disorder of these regions is the ratio of the size of
the trap to the dimensions of a fully compressed lattice. By
deliberately introducing a mismatch between these, voids are
created, decreasing packing fraction and introducing internal
disorder. Disorder is higher for small particles (≲10 nm)
because forces such a Brownian motion act against capillary
trapping, and the resolution limits of lithography makes it
difficult to closely match the size of the traps to the
particles.217,218

Most literature reports of topographically-templated clus-
ters consist of arrays of well-separated, uniform
clusters.202,209–213,219 Greybush et al. found that increasing the
width of such traps beyond seven particles led to increasing
disorder in the clusters.212 They attributed this to polydisper-
sity, which prevented regular close-packing. The increase in
disorder was visible in the optical spectra of individual clusters
with complex features and blue-shifted peaks relative to close-
packed clusters of monodisperse gold nanospheres.

Shillingford et al. were able to create hexagonally close-
packed, square, and disordered packings within arrays of
square traps by changing particle volume fraction, and tuning
the depth and resolution of the traps.222 Disordered packings
were observed at low volume fractions, with square and hexa-
gonally close-packed organization at higher fractions.
Amorphous monolayers could be obtained using poorly
resolved traps featuring kinks and breaks which disrupted
lattice order. In the case of linear bands, confinement applied
consistently along a single axis results in linear structures,
ranging from single particle columns to several particle thick
bands.198,214,215,219,223,224 The disorder within these bands is
highly sensitive to the width of the channel, Λ, versus the
width of a close packed lattice. Disorder is obtained by deviat-
ing from a set of specific widths, which can be calculated from
the relationship Λ ¼ D½1þ ffiffiffiffiffiffiffiffi

3=2
p ðn� 1Þ�, where D is the par-

ticle diameter, and n is the number of particle columns in the
channel, as seen in Fig. 16. As polydispersity and particle
mobility must be accounted for, traps must be slightly wider
than these widths to produce close-packed lattices. A small
additional deviation results in the appearance of line defects
(Fig. 16a and b).219 Conversely strong deviations from these
ideal values leads to disordered monolayers (Fig. 16c–e).219,223

The packing fraction in the assembled regions of monolayer
serves as a good figure of merit to quantify disorder as a func-
tion of channel width (Fig. 16f).223

6.2.3. Patterns with features smaller than the particles.
Traps can be made smallers than the particle of interest.
Capillary forces will trap a particle without it being fully
enclosed, allowing for particles to contact each other between
traps. This has important implications for the packing of
neighboring particles. These patterns can consist of both
holes226,227 and stripes.220,228 In both cases disorder occurs by

introducing a mismatch between the positioning of the traps
and the particle centers of a close-packed lattice. These dis-
tances are easy to calculate for hexagonally close-packed lat-
tices (inter-trap distance, Λ = √3D/2) and square lattices (Λ =
√2D). Any deviation from these values will result in the for-
mation of voids and a disordered lattice.

In the case of striped patterns, values of Λ < √3D/2 result in
an increasingly square lattice with ever larger voids down to a
critical value of Λ = √2D, below which it is no longer possible
to populate all traps on the substrate (Fig. 17a–c). Values of Λ >
√3D/2 result in decreasing overlap between particles trapped

Fig. 16 Effect of confinement on particle organization. (a & b)
Deviation in channel width, from a value commensurate with a close-
packed lattice, induces the formation of linear defects. (c)–(e)
Disordered assembly within the channel is caused by intermediate
channel widths between those compatible with a close-packed lattice
(as seen in (d)). Scale bar represents 1 μm (f) Monolayer packing fraction
as a function of channel width showing the decrease in packing density
when widths incommensurate with close packing are used. Dashed line
= 0.9069 (max packing fraction). Labels are the number of particle
columns. (a) & (b) Reproduced with permission from ref. 219. Copyright
2003 John Wiley & Sons. (c) – (f ) adapted with permission from ref. 223.
Copyright 2002 John Wiley & Sons.
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in neighboring stripes, also leading to larger void formation. If
Λ is increased beyond D, then the stripes are completely
decoupled and there is no longer any correlation between
neighboring particles in the axis parallel to the traps.220,228

6.2.4. Pillar-based templates. An alternative strategy to
those discussed above is to use pillars, or posts, to direct par-
ticle assembly.229 These pillars will occupy the position of indi-
vidual particles in the lattice225 or the voids between
them.201,226 The pillars are typically positioned such that they
closely match the lattice constant of a close packed monolayer
providing some level of particle confinement, and making the
formation of a large-area close-packed monolayer energetically
preferable.

Kadiri et al. have explored how disorder can be introduced
into an otherwise close-packed monolayer using pillars.225

When pillars were closely matched to the particle diameter (D)
and the pillar spacing corresponded to 5D in a hexagonally
close-packed lattice, the particles organized themselves into
large area hexagonally close-packed monolayers. By increasing
the pillar separation between 5D and 20D, they showed that
they could increase disorder within the lattice (Fig. 18a and b).
This was distinctly visible in Fourier transformed SEM micro-
graphs, moving from a series of distinct symmetric points with
hexagonal symmetry to continuous rings. In the absence of
such templates, films contained orientationally distinct
domains and large numbers of lattice defects (Fig. 18c).
Furthermore, they showed that pillar diameter variation away
from D introduced point defects, disrupting order throughout
the lattice (Fig. 18d). Ostrovsky et al. have repeated these
results, whilst also demonstrating that the angular orientation
of the monolayer could be controlled through the orientation
of the template pattern.230 Hence deliberately introducing

Fig. 17 Particle monolayers templated using patterns smaller than the
particle. (a)–(c) Varying inter-trap distance, Λ leads to changes in particle
organization i.e. (a) perfect matching (Λ = √3D/2), (b) Λ < √3D/2, and (c)
Λ > D. (d)–( j) Trap orientation relative the meniscus impacts packing
structures. Arrows indicate meniscus travel direction. (d) Parallel traps
cause hexagonal close-packing with parallel defects. (e) Perpendicular
traps cause square packing with perpendicular defects. (f ) 45° traps
cause near-perfect square lattice. (h)–( j) SEM micrographs of (d)–(f )
with inset 2D autocorrelation graphs. Scale bars represent 10 μm. (a)–(c)
Reproduced with permission from ref. 220. Copyright 2004 John Wiley
& Sons. (d)–(i) Reproduced with permission from ref. 221. Copyright
2008 John Wiley & Sons.

Fig. 18 Particle monolayers templated using substrates patterned with pillars showing the impact of pillar spacing and mismatching pillar size (a)
Good size matching between pillars and particles with small interpillar spacings (5D) produce hexagonal close-packed lattices with ordered 2D
Fourier transforms (a’). (b) Good size matching between pillars and particles with large interpillar spacings (20D) produce more disordered lattices
with rings in the 2D Fourier transforms (b’). (c) Template free deposition produces poly disordered lattices with many distinct domains. (d) Using
smaller pillars (296 nm) leads to the formation of lattice defects. Figure reproduced with permission from ref. 225. Copyright 2014 Beilstein-Institut.
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physical obstructions to disrupt lattice order is a highly
effective method to control disorder within convectively
assembled films.

7. Perspectives

Both dip-coating and drag-coating offer additional parameters
to those discussed above, which have yet to be fully investi-
gated for their effect on disorder in colloidal films.
Specifically, solvent properties, such as viscosity and surface
tension, will have significant consequences on particle assem-
bly. Solvent properties are apt to create disorder on scales
larger than the particle, for instance generating irregular gaps
and non-linear banding. This type of patterning can be caused
due to Marangoni flows.

Of all the systems discussed, topographically patterned sub-
strates offer the greatest degree of control over spatial and
rotational disorder. However, most topographically patterned
substrates use lithographic techniques that limit their scalabil-
ity. Introducing a pattern using nanoimprint lithography
offers a route to bulk production of substrates with tailored
disorder. The effects of disorder achieved in these systems on
their optical properties has not been investigated thoroughly
in the literature. Clearly, there is great potential in these tech-
niques for creating systems with near-complete control of the
spatial and rotational disorder. This would allow us to fully
explore the impact of disorder on the optical properties of two-
dimensional colloidal assemblies.

Another frontier that remains largely unexplored is hier-
archical disorder. For instance, in binary mixtures of particles,
disorder can occur in particles of one size, while not impacting
the crystallinity of a second population of particles, allowing
interactions with waves to be highly tuned.

Inexistant to date, is the use of non-flat surfaces to influ-
ence disorder in convective assembly. Here substrate curva-
ture, applied post-synthetically, could be used to introduce

lattice defects and vary correlation distance within assembled
films.

Post-synthetic techniques using mechanical forces, includ-
ing among others, strain, shear, and scratching, are promising
routes to control disorder.231 Flexible substrates can poten-
tially produce surfaces over which correlation distances could
be dynamically changed.

In this review we have extensively discussed particle assem-
blies, but other structures can be created using evaporative pro-
cesses. Monolayer perforated films can be made with interesting
angle-dependent appearances (Fig. 19).232 We previously pro-
duced such films, showing how salt and surfactant concen-
tration, relative humidity and withdrawal speed all impacted per-
foration density and size, and thus film appearance. The degree
of disorder in the macroperforations was affected by the type of
salt used (Fig. 19), certainly other parameters could also be
explored in terms of their impact on order regulating dewetting.
By comparison, topographical patterning offers highly precise
control through capillary forces in confined spaces. Of particular
interest, is the potential of topological patterning to manage dis-
order in non-close packed systems, where both rotational and
positional control can be exerted with high accuracy.

8. Conclusions

Currently, most examples of disorder in convectively
assembled systems appear in studies which aim to create orga-
nized close-packed particle assemblies. Historically disorder
has been seen as undesirable, more recently however, a con-
trollable degree of disorder has proved advantageous for some
applications, particularly in optics. We can reverse engineer
the lessons learned from optimizing order in colloidal films to
find the parameters impacting disorder. In this review, we
have presented the main contributions in terms of the particle,
solvent, and substrate properties affecting particle organiz-
ation during convective assembly.

Fig. 19 (a) Photographs of a microperforated film at two different angles. (b) SEM micrographs of macroperforations made by using different salts
and their fast Fourier transforms showing differences in the degree of order and the distance between perforations. The scale is the same for all
micrographs. Figure adapted with permission from ref. 232. Copyright 2014 John Wiley & Sons.
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To have a good control over particle placement, many of the
same considerations are needed to achieve disorder as those
required for obtaining crystallinity: excellent wettability,
strongly repulsive interparticle and particle–substrate forces,
high evaporative flux, and good particle mobility. Conversely,
polydispersity in size and shape, a mismatch between particles
and templates, and polymodal particle populations, which are
harmful to close packing, can be used to tailor the degree of
disorder.

In general, drag-coating gives better control of particle
assembly than dip-coating, but is less amenable to coating
curved surfaces and large areas. Spheres are the easiest objects
to assemble, as orientational disorder does not need to be con-
sidered, and preferential packing between certain faces does
not occur. However, irrespective of shape, disorder can be
managed.

We can target very specific particle distributions through
substrate patterning. During convective assembly, chemical
patterning gives approximate control within specific regions by
regulating dewetting. By comparison, topographical patterning
offers highly precise control through capillary forces in con-
fined spaces. Of particular interest, is the potential of topologi-
cal patterning to manage disorder in non-close packed
systems, where both rotational and positional control can be
exerted with high accuracy.
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