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extraction of various fishes based
on chemical and microbial variable selection using
machine learning†

Taiga Asakura,a Kenji Sakata,a Yasuhiro Date ab and Jun Kikuchi *abc

We introduce amethod for extracting regional and habitat features of various fish species based on chemical

and microbial correlations that incorporate integrated analysis and a variable selection approach. We

characterized 24 fish species from two marine regions in Japan, in terms of the metabolic and inorganic

profiles of muscle and gut contents, as well as gut microbes. Using machine learning, the integrated

analysis based on the metabolic, inorganic, and microbial profiles of muscle and gut contents allows the

characterization of both the fish species and habitat regions. The results revealed that the fish muscle

tissue profile provides high-value data for evaluating ecosystems and discriminating fish populations

based on species and regions. To visualize the regionality and habitat, we developed a method to

efficiently extract the most important variables using the machine learning approach, followed by

correlation analysis of variations in muscle and gut content profiles. The correlation networks enabled

efficient visualization of marine ecosystems in the Tohoku and Kanto regions of Japan. This method

should be useful for evaluating fish habitats and elucidating associated environmental chemical networks.
Introduction

Living organisms are essential for maintaining the ecosystems of
the Earth.1 Biological and physiochemical cycles form ecological
networks through their complex and diverse interactions.2 These
ecological networks are inuenced not only by biological inter-
actions such as predator–prey relationships, but also signi-
cantly by abiotic and environmental factors.3 Therefore, abiotic
factors such as chemicals and nutrients should be comprehen-
sively analyzed when evaluating ecological networks.4

Fish are an important aquatic resource and play a vital role in
aquatic ecosystems.5 Since shes incorporate inorganic nutrients
and microbial communities from their environments into their
bodies, it is presumed that geography can inuence environ-
mental factors, which ultimately affect the physiology and
ecology of shes.6 Our previous studies evaluated the sources of
environmental variation that maintains sh populations in
coastal and estuarine environments7,8 and revealed the
geographical differences in organic and inorganic substances
and microbial communities in coastal and estuarine sediments9
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and coastal terrestrial soils10 in the Tohoku and Kanto regions of
Japan. These chemical and microbial proles of sh bodies were
strongly inuenced by their environment, suggesting that
geographical differencemay inuence regional chemical proles.

Many analytical methods have been used to evaluate the
interaction between sh and the environment. For example, to
evaluate the inuence of environmental chemicals in sh
habitats, exposure experiments were performed using laboratory
animals, such as Japanese killish, fathead minnow,11–13 and
other sh species.13–15 In these analyses, many analytical tech-
niques were crucial for evaluating the relationships between sh
metabolism/physiology/ecology and their environments, e.g.,
gene expression analysis by transcriptome sequencing,16,17

phylogenetic analysis,18–20microbiota analysis in the gut6,21,22 and
sediment,9,23 and metabolomics.24–28 In particular, the nuclear
magnetic resonance (NMR)-basedmetabolomic technique offers
a high throughput, easy sample preparation, and inter-institu-
tion convertibility.29–33 Thus, it has been used extensively for
analyzing biological and environmental systems. Examples
include the inuence of frozen storage on sh organs,34 exposure
of shes to sewage,35 polycyclic aromatic hydrocarbon expo-
sure,16 organophosphorus toxin exposure,36 and analysis of sh
eggs37 and sh oils.38 However, most of these studies used only
one or two species and a single analytical method, and there is
only limited knowledge about how this technique applies to
a wider diversity of sh species. In order to evaluate environ-
mental conditions and ecosystems, it seems necessary to eval-
uate responsiveness based on complex chemical and biological
interactions among a diverse array of sh species.
This journal is © The Royal Society of Chemistry 2018
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Fig. 1 Conceptual diagram illustrating correlation network analysis of regional fish habitats using variations in chemical andmicrobial signatures.
We characterized metabolic and inorganic profiles of muscle and gut contents and gut microbes for 24 fish species that inhabit two marine
regions of Japan using nuclear magnetic resonance (NMR), inductively coupled plasma-optical emission spectrometry (ICP-OES), and next-
generation sequencing (NGS). For the visualization of the ecosystems, we developed amethod to efficiently extract themost important variables
from all variables, using a machine learning approach. All the figures were drawn by Taiga Asakura, using R platform 3.3.3, Gephi 8.0, Adobe
Illustrator CS6 and Microsoft Powerpoint 2013. All photographs were taken by Taiga Asakura.
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We have previously proposed that the host chemical39 and
gut microbial proles of sh are strongly inuenced by their
food source,22 suggesting that these host and symbiotic proles
could provide insights into the habitats the samples were
collected from. From this perspective, we have developed visu-
alization methods to examine the chemical and microbial
correlations in aquatic environments (e.g. paddy elds,40 coastal
and estuarine sediments,9 coastal algae,41,42 and coastal and
estuarine shes43,44), and identied many variables related to
metabolites, inorganic substances, and related information on
microbes. Since these variables include both changeable and
stable ones, developing a variable selection and visualization
method would be important for evaluating environmental
conditions. In this study, we advanced our analytical approach
by developing a procedure to select important (key) variables
using a machine learning approach, based on discrimination
between key variables and background noise (Fig. 1). The
developed technique was applied to the sh samples of
different species, ecological conditions, and coastal environ-
ments (Tohoku and Kanto regions in Japan). Furthermore, an
evaluation method for visualizing sh chemical and microbial
networks was developed based on important selection variables.
The networks capture interactive associations among organic
compounds, inorganic compounds, and microbial communi-
ties in sh habitats (environments) that contribute to the
environmental maintenance of ecological homeostasis.
Experimental
Sample collection and preparation

Fish samples were obtained from the Kanto and Tohoku
regions in Japan from 2011 to 2016. Due to different latitudes,
these geographically distant regions (see maps in Fig. S1†) differ
This journal is © The Royal Society of Chemistry 2018
in air and water temperatures. The shape of the ocean oor and
tidal ow along the coast are also very different. The collected
sh species, number of samples, sampling sites, and habitats
(depth and distance from the coast) are listed in Table S1.† The
average sample size of each sh species was 20 for muscle
tissues and 10 for gut contents. The sh samples are identied
by abbreviations and labels as shown in Fig. S2 and Table S1.†
Photos of the sh species from previous phylogenetic
studies18–20 are also shown in Fig. S2.† The muscles and whole
gut contents of sh were freeze-dried and powderized (10 min
for NMR extraction and 1 min for DNA extraction) using an
Automill machine (Tokken, Inc., Chiba, Japan) for metabolic,
elemental, and microbial community analyses.
Ethics statement

No specic permission was required at any of the sampling
places because sh catching at public places is not against the
law of Japan. All experiments were conducted according to the
principles and procedures of the RIKEN Animal Care and Use
Committee approved by the Institutional Regulation for Animal
Experiments and Fundamental Guidelines for Proper Conduct
of Animal Experiment and Related Activities in Academic
Research Institutions under the jurisdiction of the Ministry of
Education, Culture, Sports, Science and Technology, Japan.
Since anesthetic chemicals such as 2-phenoxyethanol may
inuence metabolic proling, ice tightening was quickly per-
formed on all shes used in our study similar to other shery
and aquaculture products at the time of sampling.
NMR measurements

The metabolic proles of sh muscles and gut contents were
measured using an NMR system (AVANCE II 700 spectrometer,
Anal. Methods, 2018, 10, 2160–2168 | 2161
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Bruker BioSpin GmbH, Rheinstetten, Germany). Powdered
samples (10 mg) were extracted using methanol (600 mL)
according to the procedure outlined in a previous study.22

One-dimensional (1D) 1H NMR and two-dimensional 1H–13C
heteronuclear single quantum coherence (HSQC) spectra were
obtained using the same procedures and parameters as
described in this ref. 22. The NMR signals were annotated using
SpinAssign45,46 and the Biological Magnetic Resonance Bank.47

Inorganic elements in sh samples

The elemental proles of sh muscles (10 mg) and gut contents
(10 mg) were measured using inductively coupled plasma-
optical emission spectrometry (ICP-OES, SPS5510, SII Nano-
Technology, Chiba, Japan) by following methods used in
previous study.48

Microbial community analysis of sh gut contents

The microbial community proles of sh gut contents were
measured using a MiSeq sequencer (Illumina, San Diego, CA).
Microbial DNAs were extracted according to a reported protocol
with slight modications.49 The microbial DNAs were amplied
by polymerase chain reaction (PCR) with target universal
primers for bacterial 16S rRNA gene, according to previous
reports.50 The PCR products were sequenced on the MiSeq
sequencer by following the manufacturer's instructions, fol-
lowed by data analysis using QIIME soware (http://qiime.org/
).51 The obtained sequences were expressed as operational
taxonomic units, whereas results showing more than 97%
similarity were regarded to be from the same taxonomic group.

Statistical analyses

The NMR spectra were processed into a data matrix using
a peak-picking algorithm based on the region of interest (ROI)
using rNMR soware.52 The ROIs comprised of information
about peak intensities and chemical shis indicative of the
region. Based on different NMR peak intensities among the
substances, the data matrix was normalized by constant sum in
order to avoid their inuence on the correlation analysis. The
ICP-OES data utilized the intensity of the wavelength of each
element, whereas the microbial data utilized the percentage of
the total read number assigned to the taxonomic family level for
statistical analysis. The NMR, ICP-OES, and MiSeq data from
the same individual sh were used to create a single integrated
matrix. Principal component analysis (PCA) and random forest
(RF) approach were implemented in the R language using the
“randomForest” package.53,54 RF is an algorithm for classica-
tion and regression modeling using hundreds of decision trees,
and it is frequently employed in recent biomarker discovery and
structure prediction studies.55,56 For classicationmodeling, the
species and geographical locations of shes were used as
dependent variables; all metabolic and elemental data of the
sh samples were chosen as the training data set, except the
data of one sh sample which were used as test data to validate
the consistency of the models (i.e., the leave-one-out cross-
validation procedure). Modeling with RF and the corresponding
calculations of the test data were repeatedly performed on all
2162 | Anal. Methods, 2018, 10, 2160–2168
individual sh species based on randomly extracted learning
data. The calculation results and their importance values are
given as mean values. The identied variables were arranged in
descending order, based on the importance values obtained
when creating the classication model. Variable selections were
performed based on model accuracies. In this evaluation of
variables, 10% of the data set was used as the test data, and the
obtained accuracy was averaged over 100 routines. Based on the
selected variables, Spearman's rank correlation coefficients
were calculated and averaged for each sh species. The ob-
tained average correlation coefficient cut-off threshold value
was 0.5, the sh species were drawn as nodes, and correlation
coefficients of 0.5 or higher were drawn as edges with Gephi
(http://gephi.org), according to previous studies.41

Results and discussion
Metabolic/inorganic/microbial characterization using an
unsupervised approach

The metabolic variability of the methanol fractions from sh
muscle and gut contents was evaluated using NMR spectra, with
metabolite annotations provided by HSQC NMR in combina-
tion with the SpinAssign program, by referencing previous
reports,7,22,42 see Fig. S3 and Table S2.† The HSQC NMR spectral
data included signals from amino acids, organic acids, nucleic
acids, fatty acids, and sugars. The gut contents comprised more
diverse materials than the muscle tissue.

Themetabolic variability of themuscle tissue and gut contents
was characterized by the sh habitat and species, based on the
principal component (PC) scores using PCA (Fig. 2). From Fig. 2A
and B, it can be seen that themusclemetabolic proles are clearly
indicated by PC scores, which reect the characteristics of each
species and its ecology (depth and distance from the coast). The
metabolic proles of the gut contents convey the same charac-
teristics, but less so for the ecology than themuscle tissue proles
because the ecological characteristics were observed in not PCs 1
and 2 but PCs 3 and 4 (Fig. 2C and D). Several inorganic
compounds were detected in the muscle and gut contents of all
sh species, i.e., their occurrence was not species-specic
(Fig. S4†). The exceptions were Fe and Al, which were abundant in
the gut contents of estuarine and coastal shes that are mainly
omnivorous, compared to the contents of a predatory sh
collected from the same habitats. Since Fe and Al are abundant in
the estuarine sediments,9 our results suggest that habitats and
food choice both affect the abundance of these two elements.

The microbial community proles indicated that Micro-
coccaceae and Vibrionaceae were abundantly present in the
Kanto and Tohoku regions, respectively (Fig. 3). The Shannon
diversity index (at the genus level of microbiota proles) had
been used to evaluate the microbial diversity in sh guts, sh
feces, human feces,57 and coastal and shallow sea sediments.9

For a plot of these factors against the sh length across various
marine environments, see Fig. S5A.† The diversity of microbial
communities in sh guts varied more widely compared to that
in human feces (Fig. S5A†). Interestingly, the diversity of
microbes in sh guts was negatively correlated with the sh
body length and not associated with sh habitats (Fig. S5†). In
This journal is © The Royal Society of Chemistry 2018
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Fig. 3 Microbial community profiles in each fish species and sampled region. The values indicate the mean of relative abundance for each fish
species in Tohoku (upper part) and Kanto (lower part) regions.

Fig. 2 PCA results of fish muscle and gut contents based on 1H-NMR profiles. Metabolic profiles of muscle tissue (A and B, n ¼ 476, k ¼ 117) and
gut contents (C and D, n¼ 257, k¼ 121) were evaluated using PCA score plots (A and C) and loading plots (B and D). E: symbols on PCA score plots
express different areas and depths (denoted by shape and color, respectively). F: colors on PCA loading plots indicate the type of metabolites.

This journal is © The Royal Society of Chemistry 2018 Anal. Methods, 2018, 10, 2160–2168 | 2163
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particular, Photobacterium sp. tends to be the predominant
species in the guts of larger sh. Sphingomonas sp. and Reni-
bacterium sp. tend to have a similar occupancy, and their total
abundance was oen signicantly higher in smaller shes
(Fig. S5B†). We suggest that sh gut microbial communities
change in composition as the sh grows, possibly due to
changes in feeding habits over time. Moreover, we propose that
not optimization of the microbial community may be found in
relatively small sh, based on the higher microbial diversity
than that found in larger, predatory sh.
Fig. 4 Discriminant model from RF analysis based on integrated
metabolic/inorganic/microbial profiles. The discrimination accuracy of
the RF model was described using cross-validation (Table S3†). The
five legends, from top to bottom and left to right, denote the ratios of
(i) correct discriminations for both the species and sampled region, (ii)
correct for the species but incorrect for the sampled region, (iii)
correct at the family level but incorrect at the species level, (iv) correct
at the order level but incorrect at the family level, and (v) incorrect for
both the taxonomy and the sampled region. For the species abbrevi-
ations see Fig. S2.†
Discrimination modeling of ecosystems from integrated sh
metabolic/inorganic/microbial proles by machine learning

In order to characterize the integrated metabolic/inorganic/
microbial proles as ecosystems in the Kanto and Tohoku
regions, a congregative evaluation was performed using the RF
model. For RF modeling, decision mtry (number of variables
randomly sampled as candidates at each split) and number of
trees were set to the minimum number needed to achieve the
highest accuracy rate (Fig. S6†). The results of the leave-one-out
cross-validation procedure are shown in Table S3† and inte-
grated as shown in Fig. 4. The average accuracy rate was 72.3%
at both the species and regional sampling levels, 84.7% at the
species level, 89.6% at the family level, and 90.6% at the order
level. The predictions for Engraulis japonicus, Trachurus japoni-
cus, and Seriola quinqueradiata were 100% accurate at the
regional level, indicating that it was easy to distinguish the
collection regions (Kanto vs. Tohoku) using these species. Most
of the other sh species could be discriminated at a rate of 80%.
In contrast, Gadus macrocephalus and Theragra chalcogramma
had low rates of species-level accuracy, whereas the family level
(Gadidae) was accurately discriminated. We attribute the low
accuracy to each species being close, genetically and ecologi-
cally.18 Thus, our approach based on metabolic proling of gut
microbes allowed the differentiation of sampling areas and
geographical origins from the mixtures (models) of numerous
sh species.

When we calculated the Gini impurity,58,59 we found that the
models were best explained by the NMR-based host metabolic
proles,60,61 followed by the inorganic elements in the sh gut
contents, and least by the gut microbial community. The most
important variables identied for the discriminationmodel were
the metabolites of the muscle tissue such as glycine, histidine,
hypoxanthine, and taurine (Fig. 5), suggesting that our approach
could determine the most important metabolites for character-
izing and discriminating phylogenetic and geographical differ-
ences in a non-linear manner. In particular, glycine, histidine,
and inosine 50-monophosphate (IMP) robustly reected the
sampled regions and species. In contrast, the organic matter
proles of the gut content were not strongly indicative, and so we
concluded that the sh's diet had little effect on the regional
metabolic characteristics.62 Moreover, the gut inorganic proles
were relatively more important, suggesting that they were
affected by minerals derived from marine sediments.63

The exploration of important variables using the RF proce-
dure is shown in Fig. 6. In most models, the accuracy stopped
2164 | Anal. Methods, 2018, 10, 2160–2168
rising before all the variables were examined. Thus, the smallest
number of variables that can maintain a high accuracy for
the model were regarded as the most important explanatory
variables.

The muscle metabolite prole model provided the highest
accuracy, followed by the gut content metabolite model, the gut
content inorganic model, the muscle inorganic model, and the
gut microbiome model, in this order. The important variables
for each prole are listed in Table S4.† To compare these
models with an unsupervised analysis, PCA was performed
using the same samples and the results are shown in Fig. 2A by
using the important variables. In the obtained results (Fig. S7†),
The differences among habitats appear more clearly. A U test
was performed to quantitatively determine the difference
between each species pair (Fig. S8†). Because there were
multiple comparisons, signicant differences were dened by
the Bonferroni procedure (with 276 examinations, the signi-
cant p-values were less than 0.05/276). The p-value of each
species showed a larger number of signicant differences using
the most important explanatory variables selected as shown in
Fig. 6, compared to that using all the variables. Hence, our
results indicate that the selection of important variables is
effective for evaluating differences among the species and their
This journal is © The Royal Society of Chemistry 2018
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Fig. 5 Variation in the importance of models based on the mean decrease in the Gini impurity coefficient. The vertical axis (mean decrease Gini)
describes the degree of importance obtained from the RF model. The variables of the metabolite profiles are expressed on the basis of chemical
shifts. The inorganic and microbial profiles are represented by the elements and family of microbes, respectively. PC: phosphatidylcholine, PE:
phosphatidylethanolamine.

Fig. 6 Selection of themost important variables for each profile. Variable numbers arranged in the descending order of the importance index are
on the horizontal axis, and the average accuracy is on the vertical axis. The number of variables with the highest importance is indicated by the
red line.

This journal is © The Royal Society of Chemistry 2018 Anal. Methods, 2018, 10, 2160–2168 | 2165
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ecology. Moreover, from the high importance and accuracy of
the obtained muscle metabolite proles, NMR is effective for
discriminating the species and regions.
Correlation network analysis based on selected chemical and
microbial variables

The raw data were used to visualize relationships among the
sh species. The important metabolic/inorganic/microbial
variables for the muscle and gut contents were assessed
through positive correlations obtained using Spearman's rank
correlation coefficient (Table S5†). The correlations were
expressed by nodes and edges; the nodes of the sh samples
were connected with each other using lines when their corre-
lation was >+0.5 (Fig. 7 and S9†).

Fig. S9† was derived with the ForceAtlas algorithm of Gephi.
The muscle metabolite prole networks always connected the
bottom-dwelling group and the epipelagic group. Gadus mac-
rocephalus and Theragra chalcogramma (closely linked geneti-
cally and ecologically) appeared connected in most networks.
On the other hand, although Seriola quinqueradiata and Scom-
ber japonicus are from different families, they were connected in
many networks for both the Kanto and Tohoku region samples,
probably because of their similar habits. A summary of the
resulting networks is presented in Fig. 7, where the locations of
nodes and edges are based on the type of sampled habitat and
sample size. For instance, some shes, such as Trachurus
japonicus and Clupeiformes exhibited relationships that
differed from the other sh species in the Kanto and Tohoku
regions (Fig. 7 and S9†). Trachurus collected in Tohoku
was correlated with epipelagic sh like Seriola, which live in the
Fig. 7 Chemical and microbial diagrams based on integrated correlatio
coefficients of the respective measurement conditions. The horizontal ax
represents the habitats. For detailed data refer Fig. S10 and Table S5.† A

2166 | Anal. Methods, 2018, 10, 2160–2168
off-shore zones of the Tohoku region, while Trachurus collected
in Kanto was correlated with bottom-dwelling sh like Pleuro-
nectes. Because Trachurus is known to live in two types of
habitats (bay and off-shore),62 we suspect that the specimens
collected in the Tohoku region are associated with the off-shore
habitats, while those collected in Kanto are associated with the
bay habitats. We further speculate that the metabolic networks
describing the Kanto and Tohoku regions reect different
ecosystems and food webs. In addition, the size and feeding
habits of Seriola and sardines differ rather markedly between
the two regions. For example, in networks, Seriola collected in
Kanto was most strongly correlated with Engraulis, whereas
Seriola collected in Tohoku was correlated with Sardinops.
These correlations among the networks indicate predator–prey
relationships. Considering such metabolic correlations among
networks, we surmise that species in a predator-prey system
share essential amino acids and essential fatty acids as
metabolites in muscle tissue. Obviously, the muscle and gut
contents in the inorganic and microbial networks of the Kanto
region must have been connected over a wide range (Fig. S9D
and S9E†). Compared to the Tohoku region, the Kanto region
has a more complex and diverse coastal morphology, which is
supported by the strong correlation between the sh and sedi-
ment compositions. In sum, examining the interrelationships
among sh metabolites and elements is a new way to monitor
environmental quality.9

This study focused on evaluating and characterizing the
regionality and habitat based on the metabolic, inorganic, and
microbial diversity among various sh species in two marine
ecosystems in Japan. By selecting and comparing important
variables from an integrated prole it is revealed that it is
n network analysis. The line thickness corresponds to the correlation
is depicts the average size of the fishes and depth, and the vertical axis
ll photographs were taken by T. Asakura.

This journal is © The Royal Society of Chemistry 2018
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possible to efficiently extract ecological relationships among the
species and regions. We demonstrated that the muscle meta-
bolic prole obtained using the NMR technique can strongly
discriminate between sh species and habitats. The integrated
data allow one to differentiate between different species and
sampled areas by using a machine learning (RF) model.
Therefore, the combination of NMR proling with machine
learning can have potential applications in characterizing
shery production regions, as well as evaluating shery
management and sustainability in aquaculture. Based on the
correlation analyses of the metabolic, inorganic, and microbial
proles, we could visualize sh habitats by using chemical and
microbial network analysis in the two regions. This approach is
useful for elucidating environmental chemical networks,
because the samples are relatively easy to prepare, the data are
reproducible and stable, and the approach can reveal important
metabolite structures relative to various marine environments.
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