
23846 |  Phys. Chem. Chem. Phys., 2024, 26, 23846–23855 This journal is © the Owner Societies 2024

Cite this: Phys. Chem. Chem. Phys.,

2024, 26, 23846

Ab initio treatment of molecular Coster–Kronig
decay using complex-scaled equation-of-motion
coupled-cluster theory†
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Thomas-C. Jagau *

Vacancies in the L1 shell of atoms and molecules can decay non-radiatively via Coster–Kronig decay

whereby the vacancy is filled by an electron from the L2,3 shell while a second electron is emitted into

the ionization continuum. This process is akin to Auger decay, but in contrast to Auger electrons,

Coster–Kronig electrons have rather low kinetic energies of less than 50 eV. In the present work, we

extend recently introduced methods for the construction of molecular Auger spectra that are based on

complex-scaled equation-of-motion coupled-cluster theory to Coster–Kronig decay. We compute ioni-

zation energies as well as total and partial decay widths for the 2s�1 states of argon and hydrogen sulfide

and construct the L1L2,3M Coster–Kronig and L1MM Auger spectra of these species. Whereas our final

spectra are in good agreement with the available experimental and theoretical data, substantial disagree-

ments are found for various branching ratios suggesting that spin–orbit coupling makes a major impact

on Coster–Kronig decay already in the third period of the periodic table.

1 Introduction

Core-vacant states of atoms and molecules can relax by means
of Auger decay, where the core vacancy is filled, while a second
electron is emitted carrying away the excess energy.1,2 By
measuring the kinetic energy of these Auger electrons, informa-
tion on the electronic structure of molecules,3–5 materials,6

surfaces,7 and nanostructures8,9 can be obtained. While Auger
electrons originating from states with K-shell vacancies typi-
cally have energies of hundreds or even thousands of electron
volts, electrons originating from states with vacancies in higher
shells can be substantially slower with energies in the range of
25–50 eV, i.e., more similar to intermolecular Coulombic
decay10,11 than to K-shell Auger decay.

These low-energy electrons stem from Coster–Kronig transi-
tions12 in which the core hole is filled by an electron from the
same shell, while a second electron from a higher shell is emitted.
Electronic states of atoms in the third period of the periodic table
with empty 2s orbitals, i.e., L1-shell vacancies in X-ray notation, are
perhaps the simplest electronic structures where Coster–Kronig

decay is energetically possible. These states can be specifically
prepared by X-rays but they are also the result of Auger decay of K-
shell vacancies. Because of the relatively low energy of Coster–
Kronig electrons, they can interact more strongly with matter than
Auger electrons, which implies that they are relevant for radiation
damage of biological systems similar to other secondary electrons.

In Coster–Kronig decay of L1-shell vacancies, an electron
from a 2p orbital, i.e., the L2,3 shell in X-ray notation, fills the
empty 2s orbital and an electron from the M shell, which is
formed by the 3s, 3p, and potentially 3d orbitals, is emitted. It
is well established that this process is more efficient than K-
shell Auger decay,2,13–18 resulting in large decay widths of the
order of several eV, which corresponds to extraordinarily short
lifetimes of less than one femtosecond.

Coster–Kronig decay of L1-shell vacancies is always accom-
panied by decay channels in which both electrons stem from
higher-lying shells, i.e., in the case of the third period of the
periodic table L1MM decay. These latter decay channels have,
however, much smaller widths than the Coster–Kronig chan-
nels. Notably, a decay process where all three involved orbitals
belong to the same shell is energetically forbidden in the third
period of the periodic table. These so-called super-Coster–
Kronig transitions have, however, been described for 3d transi-
tion metals and heavier elements.19–21

Ample experimental data have been reported about Coster–
Kronig decay in atoms, especially in noble gases22–29 but also,
for example, in magnesium30 and potassium.31 For argon, in
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particular, the Coster–Kronig spectrum and the branching
ratios between different peaks are known with considerable
precision.25 Thanks to theoretical modeling using approximate
Hartree–Fock theory,32 Dirac–Hartree–Slater theory,17,18 Dirac–
Hartree–Fock theory,33–36 multiconfigurational Dirac–Hartree–
Fock (MCDHF) theory,27,28,37–41 and many-body Green’s func-
tion theory42,43 most aspects of these spectra are now well
understood and signals have been unequivocally assigned to
decay channels.

For molecules, on the other hand, much less data are available.
Noteworthy are experimental studies of hydrogen chloride,44 sili-
con dioxide,45 hydrogen sulfide,46,47 thiouracil,48 and solvated
sodium, magnesium and aluminium cations.49 Ab initio modeling
of molecular Coster–Kronig decay based on many-electron wave
functions has not been reported, which illustrates that it is difficult
to extend theoretical methods designed for atoms to molecules.

Some of us recently developed a method to compute Auger
decay rates from complex-scaled wave functions of core-ionized
states.50,51 In complex scaling (CS),52–55 the Hamiltonian has
complex eigenenergies whose imaginary parts describe the decay
width. There is no need to model the wave function of the emitted
electron explicitly. Whereas the direct application of CS to the
Hamiltonian only works for atoms but not for molecules, the
approach has been extended to molecules by means of complex-
scaled basis functions (CBFs).56,57 The CBF method has been used
to model KLL Auger spectra in the second period of the periodic
table,58,59 interatomic and intermolecular Coulombic decay,60

autoionization of Rydberg states,61 and most recently K-edge Auger
decay of the zinc atom and the hexaaquazinc(II) complex.62

In the present work, we extend this approach to Coster–
Kronig decay of L1-shell vacancies, taking argon and hydrogen
sulfide as examples. In addition, we also study the L1MM Auger
spectra of these two species. The investigation of argon serves to
establish the accuracy of our approach as there are two well-resolved
experimental Coster–Kronig spectra available,23,25 and in addition a
theoretical spectrum based on MCDHF wave functions25 as well as
partial decay widths computed with MCDHF.41 Additional validation
is provided by the comparison between CS and CBF results, which is
only possible for atoms. With the investigation of hydrogen sulfide,
for which only experimental spectra with much lower resolution are
available,46,47 we show that our approach can be easily applied to
molecular Coster–Kronig decay as well.

The remainder of the manuscript is structured as follows: in
Section 2, the details of our computations are given, whereas
Section 3 presents our results for ionization energies and total
decay widths as well as the L1L2,3M Coster–Kronig spectra and
L1MM Auger spectra of argon and hydrogen sulfide. Section 4
provides our general conclusions.

2 Computational details

To simulate an Auger or Coster–Kronig spectrum, two quanti-
ties are needed for each decay channel: the kinetic energy of the
emitted electrons and the decay rate. To compute these

quantities, we use an approach that is based on complex-scaled
equation-of-motion coupled-cluster (EOM-CC) theory.50,63–66

We treat the decay as a two-step process in which the second
step, the filling of the core hole and the ejection of the electron
is independent of the creation of the core hole.67,68 Because of
energy conservation, the energy of the emitted electron equals
the energy difference between the initial core-ionized state and
the final doubly ionized states. To compute the energies of
these states, we use the ionization potential and the double
ionization potential variants of EOM-CC with singles and
doubles excitations (EOM-IP-CCSD and EOM-DIP-CCSD).69–73

The decay widths are obtained from EOMIP-CCSD calcula-
tions on the initial core-ionized states in which either the
Hamiltonian is complex scaled (CS-EOMIP-CCSD) or functions
with a complex-scaled exponent are included in the basis set
(CBF-EOM-IP-CCSD). The total width G is obtained from

G = 2�(Im(EcoreIP) � Im(E0)) (1)

where EcoreIP and E0 are the energies of the core-ionized state
and the neutral reference state. The optimal complex scaling
angles yopt are determined by minimizing |d(EcoreIP � E0)/dy|74

and reported in the ESI.†
The partial widths for the decay channels are determined at

yopt by means of the Auger Channel Projector that excludes
certain amplitudes from the EOM-CC excitation manifold.51

This can be viewed as a generalized core–valence separation
(CVS).75 Specifically, to compute the width gij of a decay channel
that involves the valence orbitals i and j, a complex-variable
EOM-IP-CCSD calculation is performed in which the corres-
ponding doubles amplitudes ra

ij are set to zero for all a. The
difference between G obtained in this calculation and G from a
complex-variable EOM-IP-CCSD calculation with the full excita-
tion manifold defines gij.

The Auger Channel Projector calculations yield the partial
widths in terms of orbital pairs of the initial state and hence do
not account for relaxation in the final states. To incorporate
these relaxation effects into the description, the partial widths
are assigned to the EOM-DIP-CCSD energies using the squared
EOM-DIP-CCSD amplitudes as weighting factors.58,59 In all
calculations reported here, these weighting factors are close
to one, indicating relatively little relaxation of the wave function
upon filling a 2s�1 core hole in comparison to what we
observed in earlier work on 1s�1 core holes.

Notably, we were not able to describe the 2s�1 states of argon
and hydrogen sulfide in terms of CCSD wave functions based
on core-vacant Hartree–Fock determinants. The CCSD equa-
tions for these states suffer from convergence problems
because the unoccupied 2s orbital is close in energy to other
occupied orbitals. As a consequence, the evaluation of partial
widths from a decomposition of the CCSD energy that we
previously used for 1s�1 states50,62 is not possible for the 2s�1

states that are of interest here.
For comparison purposes, we also performed Fano-EOM-

CCSD calculations in which the partial widths are obtained
as transition amplitudes between an initial state represented
by a CVS-EOM-IP-CCSD76 wave function and a final state
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represented by a product of an EOM-DIP-CCSD wave function
and a plane wave.77 We note that the core orbitals are frozen in
the CCSD reference state on which the Fano-EOM-CCSD calcu-
lations are based, whereas no orbitals are frozen in all other
calculations. Additionally, we constructed spectra in which the
density of EOM-DIP-CCSD states replaces the partial decay
widths, which is equivalent to assuming that every channel
has the same decay width.

CS-EOM-IP-CCSD and EOM-DIP-CCSD calculations on argon
were carried out using the aug-cc-pCV5Z basis that was further
augmented by up to eight complex-scaled s, p, and d-shells for
the corresponding CBF-EOM-IP-CCSD calculations. EOM-DIP-
CCSD calculations on hydrogen sulfide were done in a basis set
denoted as aug-cc-pCVTZ(5sp), which uses s and p-shells from
the aug-cc-pCV5Z basis, whereas the shells with higher angular
momentum are taken from aug-cc-pCVTZ. For the corres-
ponding CBF-EOM-IP-CCSD calculations, four to eight
complex-scaled s, p, and d-shells were added to the basis sets
of sulfur and hydrogen. The exponents of all complex-scaled
shells were determined using the procedure described in ref. 50
and are reported in the ESI.† They roughly span the range from
10 to 0.01 and include thus functions that are significantly
more diffuse than those that we used in previous studies of K-
shell Auger decay.

The SH bond length and the HSH bond angle of hydrogen
sulfide are 1.3338 Å and 92.21, respectively, in all calculations.
All spectra are normalized such that the most intense peak has
the same height with every computational approach. To con-
struct the final spectra, we used a Lorentzian broadening
function with a full width at half maximum (FWHM) of 2 eV,
except for the L1MM spectrum of argon, where the FWHM is 3
eV. All electronic-structure calculations were carried out using
the Q-Chem program package, version 6.0.78 Note that all
irreducible representations are reported according to Q-
Chem’s convention, which differs from Mulliken’s convention.

3 Results
3.1 Ionization energies

Table 1 shows the ionization energies for the 2s�1 states of
argon and hydrogen sulfide computed with different flavors of
EOM-IP-CCSD. The corresponding double ionization energies
are reported in the ESI.† The CBF-EOM-IP-CCSD results in
Table 1 agree with the experimentally determined ionization

energies for argon36 and H2S47 within 0.3 eV and less than
0.1 eV, respectively, although we note that a rigorous compar-
ison would require the consideration of triple excitations as
well as relativistic corrections, and for H2S also the treatment of
vibrational effects.

Our results for argon illustrate that complex scaling
decreases the ionization energy by about 0.7 eV even though
a very large basis set is used. The difference between complex
scaling of the Hamiltonian and of the basis set is, however,
negligible. Notably, CVS decreases the energy by 1.7 eV with
respect to regular EOM-IP-CCSD and by 1.0 eV with respect to
CBF-EOM-IP-CCSD, leading to a significantly less good agree-
ment with the experiment. This is similar to the 1.3 eV
difference between CBF-EOM-IP-CCSD and CVS-EOM-IP-CCSD
that we observed in recent work on 1s�1 states of benzene.58 In
the case of H2S, the difference between CBF-EOM-IP-CCSD and
CVS-EOM-IP-CCSD amounts to only 0.5 eV. Here, we were,
however, not able to converge the EOM-IP-CCSD equations
without CVS or employing CBFs.

3.2 Decay width of the 2s�1 state of argon

The upper part of Table 2 shows total decay widths for the 2s�1

state of argon computed with CS-EOM-IP-CCSD and CBF-EOM-
IP-CCSD using different basis sets. This state has a decay width
of more than 2 eV, which corresponds to a very short lifetime of
less than one third of a femtosecond. The width is 4–5 times as
large as that of the 1s�1 state of argon (0.46 eV)79 and almost 10
times as large as that of the 1s�1 state of neon (0.26 eV).80

If double Auger decay and other processes involving more
than two electrons are neglected, the 2s�1 state of argon has 14
decay channels that are in principle open, meaning that the
final electronic state has a lower energy so that the decay
process is energetically allowed. The partial widths for these
14 channels are reported in the ESI.† Eight of them involve the
2p shell and form the L1L2,3M Coster–Kronig spectrum. These
channels account for more than 96% of the total decay width,
whereas the remaining six channels, which form the L1MM
Auger spectrum, account for less than 4%. A conspicuous
difference to K-shell Auger decay is the 25% contribution that
the triplet decay channels deliver to the total width. By contrast,
triplet states contribute only 6% to the decay width of the 1s�1

state of neon.80,81 Notably, MCDHF calculations, which take
account of spin–orbit coupling, yielded a 55% contribution of
triplet channels to the width of the 2s�1 state of argon.41

The comparison of our results to the experimental value for
the total width (2.25 eV)36 suggests that the sum of partial
widths is a better estimate of the total width than the value
obtained from eqn (1). Using the former approach, CBF-EOM-
IP-CCSD overestimates the experimental value by less than 4%.
Interestingly, Dirac–Hartree–Fock theory combined with the
Green’s function method yielded a value for the total width
that is 20% lower, while MCDHF theory yielded a value that is
only 10% lower.41 This suggests that electron correlation
increases the decay width, which is in line with previous results
for other electronic resonances.55 We also note a second
MCDHF value23 for the sum of the width of the L2,3M Coster–

Table 1 Ionization energies of the 2s�1 states of argon and hydrogen
sulfide in eV computed with different methods. The aug-cc-pCV5Z basis
set is used for Ar, the aug-cc-pCVTZ(5sp) basis set for H2S. In CBF
calculations, the basis sets are further augmented by 8 complex-scaled
s, p, and d-shells

Ar H2S

EOM-IP-CCSD 326.58 —
CVS-EOM-IP-CCSD 324.87 234.50
CS-EOM-IP-CCSD 325.90 —
CBF-EOM-IP-CCSD 325.96 234.99
Experiment36,47 326.25 � 0.05 235.0 � 0.1

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
si

er
pn

ia
 2

02
4.

 D
ow

nl
oa

de
d 

on
 1

7.
10

.2
02

5 
08

:0
2:

59
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4cp02085e


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 23846–23855 |  23849

Kronig channels that differs from our result by no more
than 3%.

The significant difference of 7–20% between the sum of all
partial widths and the total width evaluated according to
eqn (1) is similar to what has been observed in previous
treatments of Auger decay with CBF- and CS-EOM-CCSD. It
can be traced back to EOM-IP-CCSD doubles amplitudes ra

ij

where i or j is a core orbital. The resulting configurations in the
EOM-IP-CCSD wave function where the 2s�1 orbital is unoccupied
do not correspond to open decay channels as they are too high in
energy, but they deliver a non-zero contribution to the total width.
This effect is, in principle, present in every CS or CBF calculation,
but it is in the present case apparently more pronounced in the
CBF calculations. Table 2 shows deviations of 330 meV (14%)
between G from eqn (1) and the sum of partial widths for CBF-
EOM-IP-CCSD in the largest basis set, whereas this value amounts
to 180 meV (7%) for CS-EOM-IP-CCSD. Between each other, CS
and CBF calculations differ by no more than 5%.

Table 2 also illustrates a need for large basis sets, which is
typical for complex-scaled calculations. However, there are
some aspects that are different from calculations on 1s�1

states: firstly, the aug-cc-pCVQZ basis already recovers 96% of
the total decay width in the present case, whereas this value
amounted to only 64% in previous CS-EOM-IP-CCSD calcula-
tions on the 1s�1 state of neon.50 Secondly, more diffuse
complex-scaled shells are required for the description of
Coster–Kronig decay than for the description of K-shell Auger
decay. Whereas two to four complex-scaled s, p, and d shells are
sufficient for K-shell Auger decay, Table 2 demonstrates that
the use of four complex-scaled s, p, and d-shells produces a
width for the 2s�1 state of argon that is too small by a factor of
ca. 2.7. Upon including six complex-scaled shells the sum of
partial widths is recovered almost in full, but the branching

ratios between the channels still change substantially if two
further shells are added as is apparent from the values reported
in the ESI.† This need for more diffuse shells may be related to
the substantially lower energy of the emitted electron in Coster–
Kronig decay as compared to K-shell Auger decay.50

Notably, the basis-set dependence of the decay channels is
very different. The six MM decay channels as well as some of
the eight L2,3M Coster–Kronig channels are already well
described with six or even four complex-scaled s, p, and d
shells, whereas the width of other channels changes by more
than a factor of three when going from six to eight complex-
scaled shells. Also, we note that the agreement between CBF-
and CS-EOM-IP-CCSD is somewhat better for the MM decay
channels than for the L2,3M channels.

3.3 Decay width of the 2a1
�1 state of hydrogen sulfide

The lower part of Table 2 shows total decay widths for the 2a1
�1

state of H2S. Because of the lower point group, the 14 decay
channels of the 2s�1 state of argon correspond to 40 channels
in the case of H2S. Partial widths for all of them are reported in
the ESI.† There are 24 L2,3M channels, which form the Coster–
Kronig spectrum and account for 97% of the total decay width,
while the remaining 16 MM channels account for only 3% of
the width. Similar to argon, triplet channels contribute ca. 25%
to the decay width, both for the L2,3M and the MM channels.
Interestingly, Fano-EOM-CCSD yields a triplet contribution of
82%, which neither agrees with CBF-EOM-IP-CCSD nor MCDHF
results for argon. Notably, it has been argued that the repre-
sentation of the emitted electron by a plane wave in Fano-EOM-
CCSD calculations may lead to an overestimation of the triplet
contribution.82

Whereas CBF-EOM-IP-CCSD yields very similar branching
ratios for argon and H2S, a big difference is found for the total

Table 2 Total decay widths and sum of partial decay widths of the 2s�1 states of argon and hydrogen sulfide in meV computed with different methods.
For CBF calculations, the complex-scaled shells are denoted in italics. Experimental values are given as well

Method Basis set Total width from eqn (1) Sum of all partial widths

Sum of partial widths of

L2,3M channels MM channels

Argon
CS-EOM-CCSD aug-cc-pCVQZ 2531.8 2347.3 2273.2 74.1
CS-EOM-CCSD aug-cc-pCV5Z 2632.3 2450.2 2373.3 77.0
CBF-EOM-CCSD aug-cc-pCV5Z+4(spd) 1053.8 872.2 820.0 52.4
CBF-EOM-CCSD aug-cc-pCV5Z+6(spd) 2100.9 2294.6 2216.4 78.2
CBF-EOM-CCSD aug-cc-pCV5Z+8(spd) 2668.6 2334.2 2259.0 75.3
Semi-empirical theory15 1630
Dirac–Hartree–Slater17 2716 2595 121
Dirac–Hartree–Fock36 1850
MCDHF23 2330
MCDHF41 2092 2037 55
Experiment36 2250 � 50
Experiment22 1840 � 200

Hydrogen sulfide
CBF-EOM-CCSD aug-cc-pCVTZ(5sp)+4(spd) 1119.1 1020.0 963.4 56.9
CBF-EOM-CCSD aug-cc-pCVTZ(5sp)+6(spd) 1603.2 1407.4 1362.4 44.9
CBF-EOM-CCSD aug-cc-pCVTZ(5sp)+8(spd) 1672.2 1440.5 1396.5 44.1
Semi-empirical theory15 (S atom) 1490
Approximate HF theory32 (S atom) 2590
Experiment47 1800
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widths themselves as that of the 2a1
�1 state of H2S is only 62%

of that of the 2s�1 state of argon. Very similar ratios are
observed for the widths of the L2,3M and MM channels sepa-
rately. Although this is qualitatively in line with previous results
that found a stronger dependence on nuclear charge for
Coster–Kronig widths than for K-shell Auger widths,16 the
comparison of the experimentally determined widths of argon
(2.25 eV)36 and hydrogen sulfide (1.80 eV)47 delivers a value of
80% for this ratio.

Similar to argon, we observe a significant difference of ca.
15% between the sum of all partial widths and the total width
from eqn (1). Different from argon, however, the value from
eqn (1) is in better agreement with the experiment. A rigorous
statement about the exact value of the total width is difficult to
make because only one experimental value and no other
theoretical values have been reported for H2S. Also, there is a
big disagreement of more than 1 eV between values computed
for the total width of the sulfur atom with lower-level theories.15,32

In any case, the 2a1
�1 state of H2S is much broader than the 1a1

�1

states of H2S (0.59 eV)15 and H2O (0.16 eV),83 illustrating again the
efficiency of Coster–Kronig decay.

We note that the basis-set dependence of the width is some-
what less pronounced for H2S than for argon. With 6 complex-
scaled s, p, and d shells, more than 95% of the total width are
captured and almost all partial widths are converged as well.
This may be related to the lower point group of H2S as similar
trends were observed for K-shell Auger decay before.59 Interest-
ingly, there are three decay channels of H2S that have negative
widths of 5 to 15 meV even in the largest basis set. This
unphysical result has not been encountered for K-shell Auger
decay and may indicate incompleteness of the basis set.

3.4 L1L2,3M Coster–Kronig spectrum of argon

Fig. 1 compares the Coster–Kronig spectra of argon computed
with CS- and CBF-EOM-IP-CCSD to two experimental spectra.23,25

In addition, we compare in Fig. 2 our CS-EOM-IP-CCSD spectrum
to results from MCDHF calculations and experimental data that
were obtained from Auger multi-electron coincidence spectro-
scopy.25 Because the resolution of the experimental data is higher,
we applied a broadening function with a FWHM of only 0.5 eV to
the theoretical spectra in this figure. In addition, the convergence
of the CBF-EOMIP-CCSD spectrum with respect to the number of
complex-scaled shells in the basis set is illustrated in the ESI.†

It is seen from Fig. 1 that the Coster–Kronig spectrum of
argon consists of two features at 27–33 eV and 38–48 eV, which
correspond to the L2,3M1 and L2,3M2,3 channels, respectively.
While the intensity is evenly split between these two features in
our computations, the experiments found an intensity distribu-
tion of 23 : 7723 and 27 : 73,25 respectively, in favor of the
L2,3M2,3 channels, and MCDHF calculations delivered a ratio
of 33 : 67.41 Interestingly, assuming that every channel has the
same width delivers a ratio of 25 : 75, in good agreement with
the experiment.

Furthermore, Fig. 1 and 2 show that the experimental
spectra and the theoretical MCDHF spectrum have two peaks
in the L2,3M1 region below 33 eV, whereas our spectra have just

one peak. This mismatch is related to the 3P (2p�13s�1) state
having zero intensity in our computations but accounting for
250 meV in the MCDHF computations.41 Also in the experi-
ment, the 1P and 3P states are both clearly visible. Similar
disagreements are also present in the L2,3M2,3 region in Fig. 2:
our calculations yield four peaks each corresponding to one
decay channel, whereas MCDHF yields six peaks some of which
are composed of more than one channel.

All of these shortcomings suggest that spin–orbit coupling,
which is missing in our theoretical model, changes the inten-
sity distribution in the Coster–Kronig spectrum of argon

Fig. 1 L1L2,3M Coster–Kronig spectrum of argon. Partial decay widths
were computed with CS-EOM-CCSD (red solid line) and CBF-EOM-CCSD
(black solid line), and assuming the same width for every channel (green
solid line). The experimental Coster–Kronig spectra reported in ref. 23 and
25 are shown as blue and purple dotted lines, respectively. The theoretical
spectra are shifted to higher kinetic energy by 3.4 eV.

Fig. 2 L1L2,3M Coster–Kronig spectrum of argon. Comparison of CS-
EOM-CCSD results (red solid line, this work) with MCDHF results (green
solid line, ref. 25) and the experimental spectrum (blue dotted line, ref. 25)
The theoretical spectra are shifted to higher kinetic energy by 3.4 eV and
1.3 eV, respectively.
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significantly. Notably, the importance of spin–orbit interaction
for the branching ratio between the 1P (2p�13s�1) and 3P
(2p�13s�1) states was established already 40 years ago.37,39,40

However, it should also be noted that the overall shape of the
experimental spectrum is well reproduced by our computations
despite the neglect of spin–orbit coupling.

3.5 L1L2,3M Coster–Kronig spectrum of hydrogen sulfide

Fig. 3 shows the Coster–Kronig spectrum of hydrogen sulfide
computed with CBF-EOM-IP-CCSD and Fano-EOM-CCSD as
well as the available experimental results, which are of lower
quality than in the case of argon. The convergence of the CBF-
EOM-IP-CCSD spectrum with respect to the number of
complex-scaled shells in the basis set is illustrated in the ESI.†

As expected, this spectrum has the same general structure as
that of argon shown in Fig. 1. It consists of two features
corresponding to the L2,3M1 and L2,3M2,3 decay channels.
Similar to argon, CBF-EOM-IP-CCSD delivers a roughly even
distribution of the intensity between the two features. The
feature at lower energy is composed of three singlet decay
channels involving the 4a1 orbital, which forms the M1 shell,
and the 3a1, 1b1, and 1b2 orbitals, which form the L2,3 shell.
Notably, the three corresponding triplet channels have a
slightly negative decay width in the CBF-EOM-IP-CCSD calcula-
tions, indicating basis-set incompleteness. The feature at
higher energy is composed of 18 L2,3M2,3 decay channels, where
M2,3 = 2b1, 5a1, 2b2.

In the Fano-EOM-CCSD treatment, the intensity is also
roughly evenly distributed between the L2,3M1 and L2,3M2,3

features. Interestingly, the L2,3M1 triplet channels that have
slightly negative intensity in the CBF-EOM-IP-CCSD calcula-
tions are very pronounced with Fano-EOM-CCSD. The final
spectra computed with the two methods are, however, in fairly
good agreement.

Given the disagreements we observed for argon between
CBF-EOM-IP-CCSD on the one hand and MCDHF and the
experimental data on the other hand, the correctness of the
H2S spectra in Fig. 3 and the branching ratios can be ques-
tioned. Unfortunately, the experimental H2S spectrum47 only
covers the energy range between 35 and 50 eV, i.e., it does not
cover the L2,3M1 feature so that a definitive statement is
difficult. We note, however, that theory and experiment agree
about the L2,3M2,3 feature of the spectrum having a different
shape for H2S than for argon.

Regarding the energies of the emitted electrons, our calcula-
tions suggest that the two features of the Coster–Kronig spec-
trum lie somewhat closer to each other in the case of H2S as
compared to argon. Whereas the L2,3M1 feature is only 1 eV
lower in energy for hydrogen sulfide than for argon, the L2,3M2,3

feature moves by 4–5 eV. Note that the trends in the absolute
energies are not immediately apparent from Fig. 1 and 3 as
different shifts were applied to the theoretical spectra. Also,
because the experimental spectrum for H2S is incomplete, it
cannot be confirmed if the trend is correct.

3.6 L1MM Auger spectrum of argon

Fig. 4 compares the L1MM Auger spectrum of argon computed
with CS-EOM-IP-CCSD and CBF-EOM-IP-CCSD to the experi-
mental spectrum.25 The theoretical spectra consist of two
features: the feature at an Auger electron energy of around
250 eV corresponds to the M1M1 (3s�2) channel, whereas the
broader feature with two peaks between 262 eV and 272 eV
corresponds to the M1M2,3 (3s�13p�1) channels. Notably, the
M2,3M2,3 (3p�2) channels have very low intensity in our calcula-
tions and are barely visible in Fig. 4.

Despite the fairly low resolution of the experimental spec-
trum, which is a consequence of the low intensity of the MM
channels, a mismatch with the theoretical spectrum about the
distribution of intensity between the M1M1 and M1M2,3

Fig. 3 L1L2,3M Coster–Kronig spectrum of hydrogen sulfide. Partial decay
widths were computed with CBF-EOM-CCSD (black solid line), Fano-
EOM-CCSD (orange solid line), and assuming the same width for every
channel (green solid line). The experimental data reported in ref. 47 and 46
are shown as blue and purple dotted lines. The theoretical spectra are
shifted to higher kinetic energy by 7.5 eV.

Fig. 4 L1MM Auger spectrum of argon. Partial decay widths were com-
puted with CS-EOM-CCSD (red solid line), CBF-EOM-CCSD (black solid
line), and assuming the same width for every channel (green solid line). The
experimental spectrum reported in ref. 25 is shown as purple dotted line.
The theoretical spectra are shifted to higher kinetic energy by 2.0 eV.
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channels is apparent: in the theoretical spectra, the M1M2,3

channels account for 80% of intensity, whereas a roughly even
distribution is found in the experiment. The low intensity of the
M2,3M2,3 channels is, however, found in the experiment as well.

3.7 L1MM Auger spectrum of hydrogen sulfide

Fig. 5 shows the L1MM Auger spectrum of hydrogen sulfide
computed with CBF-EOM-IP-CCSD and Fano-EOM-CCSD.
Although there is no experimental spectrum available, several
differences between this spectrum and the corresponding
spectrum of argon in Fig. 4 are interesting. First, the spectrum
covers a different energy range extending roughly from 170 to
205 eV, whereas the L1MM spectrum of argon extends from 245
to 280 eV. This is a direct consequence of the MM double
ionization energies differing by no more 5 eV between argon
and H2S, while the core ionization energies (see Table 1) differ
by 90 eV. Notably, the Coster–Kronig spectra shown in Fig. 1
and 3 cover a very similar energy range because the energies of
initial and final states are subject to almost the same shift when
going from argon to H2S.

Second, the L1MM Auger spectrum of H2S computed with
CBF-EOM-IP-CCSD has a different structure than that of argon
comprising seven peaks as compared to three. This is again
different to the Coster–Kronig spectrum, where the differences
between argon and hydrogen sulfide are more subtle. The first
peak from the left in Fig. 5 at around 173 eV corresponds to the
M1M1 (4a1

�2) channel, whereas the second peak at 180 eV and
the feature between 183 and 191 eV stem from the M1M2,3

channels. The 2 remaining peaks at 196 eV and 200 eV
correspond to the M2,3M2,3 channels, which account for a
contribution of 10% to the total L1MM width in H2S as opposed
to a negligible contribution in argon. Interestingly, the branch-
ing ratio between the M1M1 and the M1M2,3 channels only
changes from 80 : 20 to 72 : 17 when going from argon to
hydrogen sulfide.

4 Conclusions

We have investigated the nonradiative decay of the 2s�1 states
of argon and hydrogen sulfide using the EOM-IP-CCSD method
combined with complex scaling of the Hamiltonian or, alter-
natively, the basis set. These 2s�1 states have lifetimes of less
than 1 femtosecond and are thus much shorter lived than 1s�1

states of light elements, which reflects the efficiency of L1L2,3M
Coster–Kronig decay whereby an L1-core hole is filled by an
electron from the L2,3-shell.

In agreement with previous investigations, we find that
Coster–Kronig decay channels account for more than 95% of
the total decay width of 2s�1 states. This branching ratio is very
similar for argon and H2S, but the total width of 2s�1 states
depends more strongly on the nuclear charge than that of 1s�1

states. Theory and experiment agree about these trends quali-
tatively, but there remain several discrepancies about other
trends. Firstly, according to our CBF-EOM-IP-CCSD results, the
2s�1 state of H2S has 62% of the width of the corresponding
state of argon, while experiment suggests a ratio of 80%.
Secondly, CBF-EOM-IP-CCSD suggests for argon and hydrogen
sulfide a contribution of 25% by triplet decay channels,
whereas Fano-EOM-CCSD yields a contribution of more than
80% for H2S and previous MCDHF calculations yielded a value
of 55% for argon. All in all, however, there can be no doubt that
triplet decay channels are more important for L1L2,3M Coster–
Kronig decay than for KLL Auger decay. A third discrepancy
occurs for the L1L2,3M1:L1L2,3M2,3 branching ratio where CBF-
EOM-IP-CCSD suggests equal contributions, whereas the
L1L2,3M2,3 channels account for ca. 75% of intensity in experi-
ments on argon and MCDHF calculations suggest a contribu-
tion of 67%.

Despite these substantial discrepancies, the final L1L2,3M
Coster–Kronig spectra and L1MM Auger spectra obtained with
different theoretical methods are in fairly good agreement with
each other and also with the available experimental data.
Notably, Coster–Kronig electrons emitted by argon and H2S
have approximately the same energy, whereas electrons stem-
ming from L1MM Auger decay are about 80 eV faster for argon.
Also, the L1L2,3M Coster–Kronig spectra differ much less
between the two species than the L1MM Auger spectra.

Besides these results on 2s�1 states, our work offers insights
into the workings of the method of complex basis functions:
because of the simultaneous presence of L1L2,3M decay chan-
nels that produce electrons with kinetic energies of only 25 to
50 eV and L1MM decay channels that produce electrons with
kinetic energies of more than 100 eV, steep and diffuse
complex-scaled basis functions are required at the same time.
As a result, larger basis sets are needed for the description of
2s�1 states with the CBF method than for the description of
1s�1 states.

Our results, in particular the discrepancies between differ-
ent theoretical approaches, also demonstrate the need for
further experimental and theoretical work in the area of
Coster–Kronig decay, especially about molecules. We believe
that the CBF method offers some critical advantages for such

Fig. 5 L1MM Auger spectrum of hydrogen sulfide. Partial decay widths
were computed with CBF-EOM-CCSD (black solid line), Fano-EOM-CCSD
(orange solid line), and assuming the same width for every channel (green
solid line).
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investigations: foremost, atoms and molecules can be treated
on an equal footing at the same level of accuracy. Also, the total
width can be accessed more easily than with approaches that
rely on a channel-by-channel treatment. At the same time, our
work illustrates the need for further development: in particular,
the consideration of spin–orbit coupling in CBF-EOM-CC and
Fano-EOM-CC calculations is likely to change several branching
ratios significantly.
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D. Cubaynes, L. Andric, J. Feng, I. Ismail, P. Lablanquie,
F. Penant and J. Palaudoux, Phys. Rev. A, 2024, 109, 013108.

32 T. S. Axelrod, Phys. Rev. A: At., Mol., Opt. Phys., 1976, 13,
376–382.

33 M. H. Chen, B. Crasemann, K.-N. Huang, M. Aoyagi and
H. Mark, At. Data Nucl. Data Tables, 1977, 19, 97–151.

34 F. P. Larkins, J. Phys. C: Solid State Phys., 1978, 11,
1965–1971.

35 M. Ohno, J. Phys. B: At. Mol. Phys., 1984, 17, 195–208.
36 P. Glans, R. E. LaVilla, M. Ohno, S. Svensson, G. Bray,

N. Wassdahl and J. Nordgren, Phys. Rev. A: At., Mol., Opt.
Phys., 1993, 47, 1539–1542.

37 J. Bruneau, J. Phys. B: At. Mol. Phys., 1983, 16, 4135–4151.
38 K. R. Karim, M. H. Chen and B. Crasemann, Phys. Rev. A: At.,

Mol., Opt. Phys., 1984, 29, 2605–2610.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
si

er
pn

ia
 2

02
4.

 D
ow

nl
oa

de
d 

on
 1

7.
10

.2
02

5 
08

:0
2:

59
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4cp02085e


23854 |  Phys. Chem. Chem. Phys., 2024, 26, 23846–23855 This journal is © the Owner Societies 2024

39 K. R. Karim and B. Crasemann, Phys. Rev. A: At., Mol., Opt.
Phys., 1984, 30, 1107–1108.

40 K. R. Karim and B. Crasemann, Phys. Rev. A: At., Mol., Opt.
Phys., 1985, 31, 709–713.

41 Z. Liu, Q. Liu, Y. Ma, F. Zhou and Y. Qu, Phys. Rev. A, 2021,
103, 063102.

42 M. Ohno, J. Electron Spectrosc., 2003, 131–132, 3–28.
43 M. Ohno and G. A. van Riessen, J. Electron Spectrosc., 2003,

128, 1–31.
44 T. Kaneyasu, T. Aoto, Y. Hikosaka, E. Shigemasa and K. Ito,

J. Electron Spectrosc., 2006, 153, 88–91.
45 D. E. Ramaker, J. S. Murday, N. H. Turner, G. Moore,

M. G. Lagally and J. Houston, Phys. Rev. B: Condens. Matter
Mater. Phys., 1979, 19, 5375–5387.

46 A. Cesar, H. Ågren, A. N. de Brito, S. Svensson, L. Karlsson,
M. P. Keane, B. Wannberg, P. Baltzer, P. G. Fournier and
J. Fournier, J. Chem. Phys., 1990, 93, 918–931.

47 Y. Hikosaka, P. Lablanquie, F. Penent, J. G. Lambourne,
R. I. Hall, T. Aoto and K. Ito, J. Electron Spectrosc., 2004, 137,
287–291.

48 F. Lever, D. Mayer, J. Metje, S. Alisauskas, F. Calegari,
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