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Transitioning our society to a sustainable future, with low or net-zero carbon emissions to the atmosphere,

will require a wide-spread transformation of energy and environmental technologies. In this perspective

article, we describe how lab-on-a-chip (LoC) systems can help address this challenge by providing insight

into the fundamental physical and geochemical processes underlying new technologies critical to this

transition, and developing the new processes and materials required. We focus on six areas: (I) subsurface

carbon sequestration, (II) subsurface hydrogen storage, (III) geothermal energy extraction, (IV) bioenergy,

(V) recovering critical materials, and (VI) water filtration and remediation. We hope to engage the LoC

community in the many opportunities within the transition ahead, and highlight the potential of LoC

approaches to the broader community of researchers, industry experts, and policy makers working toward

a low-carbon future.

Introduction

The 6th report of the Intergovernmental Panel on Climate
Change (IPCC)1 emphasizes that “the only path out [of
climate change] demands intensive, immediate efforts to
bring net-carbon emissions to zero, combined with
unprecedented efforts to extract carbon from the
atmosphere”. The International Energy Agency (IEA) Net Zero
by 2050 report2 provides some clarity on how this transition
may be accomplished by mid-century. As noted in the IEA
report, it will require “a wide-spread transformation of the
energy systems that underpin our economies… [because] the
energy sector is the source of around three-quarters of

greenhouse gas emissions today and holds the key to averting
the worst effects of climate change, perhaps the greatest
challenge humankind has faced”.

Lab-on-a-chip (LoC) systems can help address this
challenge by levering the attributes of high spatiotemporal
resolution and excellent environmental control, and do so in
two distinct ways. First, LoCs can provide insight into the
fundamental physical and geochemical processes underlying
many of the solutions outlined in the IEA roadmap, ranging
from carbon sequestration to alternative approaches to
energy storage and extraction. Second, they can be used for
exploration, development, and testing of new processes and
materials required to develop such solutions. LoC techniques
can provide critically important insights for the design and
optimization of environmental/engineered approaches and—
when combined with physical upscaling approaches to
translate the results of idealized microscale studies to the
field—aid in our transition to a low-carbon future.

In this perspective article, which brings together speakers
from a recent symposium on Microfluidics & Energy, we
outline some of the most important opportunities for LoC
systems in this future. Our goal is not to present a
comprehensive overview of all the literature in this field, but
rather, to highlight some areas of research we consider to be
particularly promising, and outline the challenges and
opportunities ahead. Some of the application areas are
relatively new to the LoC community, whereas in others there
is a track record of LoC contributions. In the more
established areas of application, we highlight more
comprehensive review articles that describe important
developments using LoC systems, and instead focus on
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assessing the benefits provided by LoC and point to the
challenges and opportunities ahead.

We first describe the use of LoC systems applied to (I)
subsurface carbon sequestration, considered a key pillar of
decarbonization,2 and (II) subsurface hydrogen storage, as
well as the related process of (III) geothermal energy
extraction. We then describe applications of LoC systems for
(IV) bioenergy, another key pillar in decarbonization plans.
Transition to a low-carbon future will also require
electrification of vehicular transport and industrial processes
with a concomitant expansion of renewable electricity
generation. The scaling of solar, wind, and battery
production will demand incredible material resources and
present another opportunity for LoC systems: to inform the
development of sustainable approaches for extracting these
(V) critical material resources. Finally, we note that progress
toward a low-carbon future requires advances not just in the
management of greenhouse gas emissions and in the
adoption of alternative energy sources, but also requires
water security. Thus, we end by describing ways in which LoC
systems can address challenges associated with (VI) water
filtration and remediation. Microscale transport phenomena,
more generally, are integrated within a wide array of relevant
energy systems including fuel cells3 and electrolyzers for CO2-
reduction4 and hydrogen-generation;5 however, we limit the

scope here to chip-based approaches native to the LoC
community. Likewise, we note that there are areas of
importance for which the microfluidic toolkit appears to be
poorly suited: for example, renewable power generation by
solar, wind, and nuclear energy—all areas relevant to our low
carbon future, but largely out of reach for LoC methods. Our
motivation for this article is to engage the LoC community in
considering the many opportunities within the transition
ahead. Likewise, we highlight the potential of LoC
approaches to the broader community of researchers,
industry experts, and policy makers supporting the energy
transition.

I. Sequestering carbon

The IEA net-zero report2 notes that CO2 capture, utilization,
and sequestration (CCUS) “is the only group of technologies
that contributes both to reducing emissions in key sectors
directly and to removing CO2 to balance emissions that cannot
be avoided”, and is essential in the pursuit of a net-zero future.
CCUS can take several forms, beyond capturing and storing
emissions from natural gas and from coal-fired power plants,
to include the production of low-carbon hydrogen via steam
methane reforming combined with CCUS (termed “blue”
hydrogen), and carbon dioxide removal from the atmosphere

Fig. 1 Lab-on-a-chip visualization of multiphase flow processes relevant to carbon sequestration. (A) Schematic of subsurface CO2 storage
describing the two key trapping mechanisms that contribute to storage capacity, residual trapping (left inset) and solubility trapping (right).10 (B)
Snap-off of wetting films leading to capillary trapping of gas during imbibition.11 (C) Geometrically and chemically representative real-rock
micromodel for reservoir engineering studies.12 (D) Snapshot from strong imbibition illustrating invasion by corner flow: the invading fluid advances
by coating the perimeters of the posts rather than by filling the pore bodies; pendular rings link the coated posts, forming chains.13 (E) Snapshots
of methane hydrate formation in a micromodel.14 i: Bubbles of methane (G) and liquid (L) prior to hydrate formation. ii: Newly formed hydrates (H),
including encapsulated gas bubbles (X), prior to complete conversion to clathrate. iii: Hydrate redistribution after 2 days.

Lab on a Chip Perspective

Pu
bl

is
he

d 
on

 1
5 

lu
te

go
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

3.
02

.2
02

6 
06

:2
3:

19
. 

View Article Online

https://doi.org/10.1039/d2lc00020b


1360 | Lab Chip, 2023, 23, 1358–1375 This journal is © The Royal Society of Chemistry 2023

via bioenergy with CCS (BECCS) or direct air capture (DAC)
and subsequent storage. The most established means of CO2

storage is geological, injecting CO2 into the subsurface
(Fig. 1A).6–9 Here we outline ways in which LoC systems have
provided, and continue to provide, scientific insights to
inform effective approaches to geological carbon storage.

Multiphase flow physics underlying subsurface CO2

storage. Geological CO2 storage in the subsurface is controlled
by the dynamics of multiphase flow through porous media.15–17

In particular, several of the trapping mechanisms like capillary
trapping and solubility trapping depend strongly on the
interplay between capillary forces, viscous forces and wettability
characteristics of the porous rock. Given that most porous
media (including all natural rocks) are disordered, rough and
opaque, microfluidics has played a key role in advancing our
understanding of multiphase flow at the pore level by enabling
precise control of geometry and surface properties, and
allowing direct visualization. This is perhaps best exemplified
by early work employing glass-etched networks11,18,19 to
uncover the pore-scale mechanisms responsible for fluid–fluid
displacement and trapping (Fig. 1B), which allowed
synthesizing the behavior of drainage (the displacement of a
wetting fluid by a nonwetting fluid) in the form of a now classic
phase diagram.20

In addition to fluid transport through networks, CO2 is
highly reactive with minerals found naturally into the
subsurface. CO2 injection into a brine-filled carbonate
formation typically results in the formation of acid that
dissolves carbonate minerals, forming wormholes and large
channels that can affect the integrity of the rock. LoC
technology has evolved and gained sufficient sophistication
to provide progressively more realistic analogues of geologic
media, including so-called 2.5D chips,21 transparent 3D
packings of particles,22–24 and micromodels that replicate the
pore space and chemistry in actual rocks25 and the pressure–
temperature conditions in the subsurface12,26,27 (Fig. 1C). The
reproducibility of such micromodels provides a unique
opportunity to disentangle the effect of fluid mechanics and
thermodynamics from rock/soil pore geometry and
mineralogy, particularly in the context of unstable
multiphase flows.28,29

Given the importance of the wettability characteristics of
the rock in the process of CO2 migration and trapping,30–32

there has been an increased interest in extending our
understanding of multiphase flow in porous media from
drainage to imbibition (the displacement of a nonwetting
fluid by a wetting fluid).33 Here, once again, LoCs have been
a key enabling technology allowing for precise control over
the wettability characteristics, including fabrication
techniques based on polymers whose surface properties can
be engineering through exposure to UV light.34,35 These and
other microfluidic fabrication protocols have then been used
to elucidate wetting transitions in imbibition13,36,37 (Fig. 1D),
help benchmark pore-scale simulation models of multiphase
flow,38 and guide the extension of Lenormand's diagram to
all wettability characteristics.39

Microfluidics have provided new insights into CO2

behavior for subsurface storage, including invasion
patterns of CO2 displacing the fluids in model porous
media,40–43 characterizing the physical properties of CO2

in the supercritical state,44–46 and screening CO2 solubility
in various solvents and brines for delivery.47,48 Although
CO2 mineralization occurs on geological timescales,
microfluidic devices have provided new insights into how
CaCO3 precipitates along the transverse mixing zone, thus
substantially reducing porosity and permeability, which
can limit the formation of more stable carbonate phase,
such as calcite.49–52

Reproducing the chemical properties of subsurface media,
in addition to their structure, can be necessary to assess and
predict system reactivity during carbon injection and storage.
This need has led to the development of functionalized
microfluidics devices whose surfaces are directly coated by
geomaterials.53 More recent advancements have enabled
researchers to directly embed real rock samples in
microfluidic chips, enabling observations of chemical
reaction progression and resulting alterations in pore space
topology in real time,54 thereby helping to elucidate feedbacks
between multiphase transport and chemical reactions.55–57

While microfluidics has already enabled a wealth of
observations on the fluid-flow physics of carbon storage in
the past two decades,58–60 several knowledge gaps remain.
We expect that LoC systems will continue to offer a fantastic
testbed to address those gaps, including in: (i) elucidating
the influence of mixed wettability, both at the sub-pore
level61,62 and at the level of heterogeneous patches involving
many pores,63 on the flow behavior; (ii) upscaling dynamic
macroscopic multiphase flow descriptors such as relative
permeability and capillary pressure;64,65 (iii) examining the
influence of partial dissolution66 and compositional effects
on multiphase flows in multicomponent systems, which we
briefly describe next; and (iv) studying chemical reactions
(mineral dissolution and carbonate precipitation) coupled
with permeability evolution in in situ CO2 mineralization.51

In each of these examples, LoC systems are particularly
useful, given that they enable researchers to create repeatable
experimental samples and change flow and thermodynamic
conditions systematically—providing insights that could help
practitioners select optimal operating conditions. Another
emerging application of LoC systems is as sensors of CO2

leakage into water, providing a potentially fast, cheap, and
reliable way to monitor reservoir integrity.67

CO2 foams. CO2 foams are being applied for enhanced oil
recovery and there is significant interest in using foams to
assist with improved subsurface sequestration.68,69 The use of
CO2 as foam in the subsurface can control the mobility of the
gas and limit the extent of fingering and gravity override.29

Indeed, foams in microfluidic porous media have been shown
to increase the volume of gas trapped in the swept zone and
reduce the amount of gas entering thief zones.70,71 Foams are
typically generated by mixing gas with aqueous chemical
surfactants and their stability is highly dependent on gas-type
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and capillary pressure,72 which is influenced by rock
geometry.73,74 Although strong foams can be generated, in
practice, they typically collapse in the presence of organics,
thus limiting their transport deep into the reservoir.
However, microfluidic studies of foams in porous media have
shown in situ foam generation mechanisms that are able to
regenerate foam in porous media. Therefore, in recent years,
studies of foam dynamics in micro-channels and porous-
media chips have provided fundamental new insights into
CO2 foam formation mechanism, oil and water
displacements, and the effect of permeability on CO2 foam
migration.35–38 Deep learning algorithms have also been
employed to process images taken during the tests, allowing
the determination of quantitative information from visual
monitoring.39

An avenue to obtain a stable foam is the use of
nanoparticles with or without conventional surfactant, as
nanoparticles adsorb irreversibly at the gas–liquid interface.75

This extraordinary property of nanoparticles enables the
formation of strong foams even for gas fractions as large as 97
vol% of CO2—a feature that has sparked the exploration of CO2

foams in applications like geologic CO2 storage, geothermal
energy production, and enhanced oil recovery.76–79

Traditionally, identification of the optimal conditions for the
foam-nanoparticle system requires costly and time-consuming
experiments in conventional column-flood setups. The
possibility of conducting chemical screening experiments using
microfluidic systems is therefore an attractive alternative.

In gas-injection operations where the gas phase is
delivered as a foam and it is supposed to react with the
liquid and the rock, the knowledge of mass transfer kinetics
from gas-bubble to the liquid is critical. This is the case of
carbon sequestration in deep aquifers or fractured rocks
where CO2 is injected as a foam, dissolves into the liquid
phase, and in some cases it can react with the rock minerals.
To study mass transfer kinetics at reservoir conditions,80

high-pressure microfluidic systems have been built. In the
application by Martin Ho et al. (2021) the analysis of the
evolution of single CO2 bubbles

32 yielded the conclusion that
CO2 mass transfer kinetics at reservoir conditions is
controlled by the Reynolds number and is independent from
the pressure, contrarily to CO2 mass transfer kinetics at
atmospheric conditions.81

Given this tremendous potential, we expect that moving
forward, LoC systems will provide useful insights with which
to address key remaining challenges: (i) elucidating
nanoparticle-foam dynamics, including quantitatively
describing coalescence and trapping of the bubbles and
nanoparticle interaction with the gas–liquid interface; (ii)
exploring foam dynamics in porous media of varying and
mixed wettabilities akin to natural systems; (iii) monitoring
the injection process to ensure safety and validate models;
and (iv) screening surface-active materials, such as
surfactants, nanoparticles, or combinations of them, to select
for optimal compositions and concentrations to guide larger-
scale testing at reservoir conditions. Future research should

focus on these next challenges and provide a deep
understanding of nanoparticle-foam evolution and transport
in porous media.

CO2 and methane hydrates. A gas hydrate is an ice-like
solid that forms from a gas–water mixture under sufficiently
high pressure and low temperature. For CO2 and methane
(CH4), the conditions for hydrate stability are reached in the
ocean floor at depths of about 500 meters and deeper, or in
permafrost regions. Methane, in particular, is a potent
greenhouse gas, yet methane fluxes in both terrestrial and
marine settings are poorly understood, raising fundamental
questions about the role of methane hydrates in past and
future climatic change.82

Experimental observations using microfluidics have
provided important insights into the mode of hydrate growth
in multiphase gas–water systems14,83,84 (Fig. 1E), including
the role of wettability.85 These laboratory observations, along
with many field observations, suggest that most hydrate
systems are out of equilibrium,86 a feature that explains the
co-existence of gas and hydrate in nature,87 and points to
challenges in scaling up the tantalizing proposal of
simultaneous CO2 storage and CH4 production from natural
gas hydrate.88

LoC systems can help address these challenges moving
forward—for example, in improving quantitative descriptions
of the kinetics of hydrate formation and dissociation in
porous media, including near wellbores, where the
permeability reduction due to hydrate growth may impede
fluid transport. Indeed, given the stochasticity inherent in
hydrate formation, LoC systems may provide a useful way to
obtain statistically significant data that may otherwise be
challenging to obtain.89,90 However, it is important to note
that in field conditions, ice and hydrates—which may be
challenging to visually differentiate from each other—can
coexist; thus, it may be necessary to couple LoC systems with
non-invasive analytical techniques such as micro-Raman
spectroscopy.91–93

II. Storing hydrogen

The transition from fossil fuels to renewable energy sources
is one of the key measures to mitigate climate change and
build a sustainable, reliable, and secure energy supply
system.1 However, widespread application of renewable
energy will require a means of storing electrical energy on
an unprecedented scale, which will likely require chemical
forms of energy storage. Hydrogen (H2) is an emission-free
energy carrier that can be produced from surplus renewable
electricity (“green” hydrogen), with specific energy (MJ kg−1)
almost three times higher than natural gas. Hence, H2 can
have a major role in the energy transition; indeed, as noted
in the IEA net-zero roadmap,2 “The initial focus for
hydrogen use in the NZE (Net Zero Emissions) plan is the
conversion of existing uses of fossil energy to low-carbon
hydrogen in ways that do not immediately require new
transmission and distribution infrastructure. This includes
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hydrogen use in industry and in refineries and power plants,
and the blending of hydrogen into natural gas for
distribution to end-users”. Available storage capacity today
is, however, insufficient to balance supply and local demand
for future renewable energy source implementation, and H2

storage capacity must improve to accommodate widespread
implementation. Similar to CO2 sequestration, subsurface,
porous, geological formations like saline aquifers and
depleted natural gas reservoirs represent widely available
large-scale H2 storage capacity.9

Such subsurface porous formations offer large working
gas capacities, worldwide distribution, and were therefore
recently identified as the most cost-effective H2 subsurface
storage option.94 However, storage in porous geological
formations will cause a variety of effects that impact storage
capacity including H2 migration, leakage, trapping and
activation of indigenous microbial metabolic groups
(Fig. 2A). Therefore, similar to the case of geological
sequestration of CO2, understanding fluid migration patterns
is crucial. Additionally, intermittent H2 withdrawal requires
new fundamental understanding of coupled subsurface H2

flow/microbial processes. We describe here ways in which
LoC systems provide scientific insights to inform effective
approaches to geological H2 storage.

Multiphase flow physics underlying subsurface H2 storage.
With scarce literature, few research projects worldwide, limited
industrial testing at scale, and lack of dedicated laboratory
data there is an obvious need for focused studies to assess
coupled processes for subsurface H2 storage in porous media.
To our knowledge, only few laboratory studies assessing porous
media H2 flow are available at the time of writing.95–97 Relevant
publications mostly use numerical simulation98 to test new
conceptual approaches towards e.g., feasible strategies and
impact of geological heterogeneity. Overall, most simulations
use scaled or extrapolated flow data not specifically measured
for H2; this approach represents a significant uncertainty. A
broader characterization of coupled parameters that determine
working gas capacity, deliverability and injection rate is
needed, including flow functions, bio-chemical reactions, and
biotic gas consumption and conversion. An even more basic
uncertainty that also needs to be addressed is whether H2

permeates through caprocks that are known to be effectively
sealing to CO2 and CH4: are they sealing to H2 as well, and if
not, what is the leakage rate? Despite the extensive knowledge
developed on CO2 storage in the past decades, the unique
physical, chemical, and molecular properties of H2 render its
dynamics and interactions with geologic seals, the host rock,
the brine and resident fluids largely unknown.

Fig. 2 Lab-on-a-chip visualization of multiphase flow processes relevant to hydrogen storage. (A) Schematic of subsurface H2 storage describing
the underlying pore-scale multi-phase interactions. (B) Example of a 2D microfluidic chip for studying the relationship between microbial growth
and hydraulic properties at the pore scale.115 (C) Images from the chip in (B) showing the phase distribution in time steps during a nutrient flooding
(NF) experiment in the total flooding domain; top to bottom after 16, 23, 29, and 40 h of NF, respectively. The images are segmented in three
phases: white is the open pore space, light gray denotes the grains, and black is the biomass.
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Flow functions and physically unrecoverable gas largely
determines working gas capacity, deliverability and injection
rates. Residual gas trapping, relevant for saline aquifer H2

storage and frequently discussed for CO2 sequestration,
16,99 is

not described in the context of H2 subsurface porous media
storage. Residual trapping occurs when the injected gas
breaks into discontinuous bubbles that becomes trapped,
reducing working gas capacity as residually trapped H2 is not
available for withdrawal. Disconnected bubbles may reconnect
during subsequent H2 injection, described as hysteresis. This
is particularly important when establishing a H2 storage site.
Hysteresis is rarely discussed for H2 subsurface porous media,
although described for nano-porous carbon tubes.100 Contact
angle measurements improve understanding of wettability
and capillary pressure and relative permeability hysteresis.
However, hydrogen contact angles are often still not
appropriately investigated, with lack of consistent and
systematic approaches. To our knowledge, hydrogen contact
angles were only recently derived for basaltic101 and measured
for quartz102 and sandstone103 rocks.

Overall, pore-scale displacement and trapping mechanisms
are widely investigated for CO2 storage,104–106 but remain
largely unaddressed for hydrogen. To the best of our
knowledge, the first systematic experimental study on a H2/
water/sandstone rock system at the core scale (mm cm−1 scale)
under shallow and deep aquifer pressure and temperature
conditions was only performed recently,96 providing useful
X-ray CT visualization of the flow behavior of hydrogen in
initially water saturated rock for both drainage and
imbibition. The authors also determined the wettability of the
system and identified complex displacement patterns
including gravity segregation and enhancement of spreading.
These forms of direct pore scale observations of hydrogen
displacement and trapping mechanisms at the sub-mm scale
are crucial for understanding of hydrogen flow physics during
underground storage. Storage in depleted gas reservoirs must
account for H2 mixing and interaction with CH4, and
dedicated H2 flow functions with increasing CH4 share are
needed. Additionally, a fundamental understanding of the
impact of injection–withdrawal cycles on trapping, mixing
and reactions is necessary. As demonstrated in the context of
the formation of chemical hotspots due to intermittent oxygen
delivery in fractured rocks,107 temporal cycling may lead to
subsurface biogeochemistry to be spatially and temporally
dynamic. New modular designs of microfluidics allowing the
creation of temporally varying inlet concentration signals108

could provide a way to elucidate the impact of H2 cycling on
many important biogeophysicochemical processes.

Microbial effects. Microbial activity determines H2 loss in
the subsurface,109 and increased understanding of microbial
processes (activity, growth rates and gas conversion) is crucially
needed. Depleted gas reservoirs and saline aquifers are not
sterile environments (microbial life occurs up to 120 °C without
thresholds for pressure or brine salinity), and contain a variety
of indigenous or anthropogenically introduced anaerobic
microorganisms (both bacteria and archaea) that use H2 as

electron donor. Methanogenic, acetogenic, and sulphate-
reducing bacteria are the most important groups110 as they can
convert H2 to CH4, generate hydrogen sulfide (H2S) that
renders produced gases toxic and unusable, influence water
chemistry, and reduce injection rates. Many microbial issues
for hydrocarbon production, CO2 sequestration and geothermal
storage are known,111–113 whereas bio-geochemical reactions
relevant for subsurface H2 storage are poorly understood and
often only inferred from shallow environments like lakes or
soil. Hence, little is known about the extent of H2 loss in
subsurface porous media for specific microbial groups, and
how they are influenced by high H2 partial pressures. It is
known that higher H2 partial pressure in shallow environments
can strongly inhibit H2-related enzymes and growth;114

however, it is not known if microbial activity is suppressed
during subsurface H2 storage. Hence, LoC approaches to
studying microbial activity in porous media (such as that
shown in Fig. 2B and C,115 as well as those further detailed in
IV and other recent publications116–118) will be critical to
addressing these uncertainties.

III. Enabling geothermal energy

Geothermal energy—the accessible thermal energy resource
in the subsurface—holds the potential to provide 150 GWe of
electrical energy by 2050, or ∼5% global electricity
generation.119 It is renewable and flexible; geothermal
resources can be found globally and run continuously, with
the potential to provide for baseload power needs, or respond
to demand. Current geothermal electricity generation
installed capacity is roughly 10% of this 2050 goal (with 16
GWe). Geothermal has a particularly important niche among
renewables: it is dispatchable, and can thus be responsive to
swings in demand or other supplies. In contrast, solar and
wind are intermittent. Other forms of low-carbon energy
generation such as nuclear energy can provide for steady,
baseload, but they cannot respond to demand spikes nor can
they compensate for the intermittency of solar and wind.
Geothermal energy is unique in this regard.

As noted by the US Department of Energy in the
description of a recent grant opportunity,120 “Only a fraction
of this potential has been realized due to technical and non-
technical barriers that constrain industry growth”. Some of
the key challenges to massively scaling geothermal energy by
2050 are developing means to extract more energy from
conventional geothermal hot-spots, and the means to tap
energy from the deep subsurface—a breakthrough that would
enable both scaling and much broader application of
renewable geothermal power production.

LoC systems are contributing to the expansion of
geothermal energy recovery in two ways: micromodel-based
study of fluid and heat transport in the subsurface, and
thermal fluid testing and development. Here we describe these
two approaches and the opportunities they present (Fig. 3).

Micromodels of geothermal reservoirs. Here the field can
leverage the extensive toolkit of microfluidic methods
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developed for oil and gas technologies,122 and particularly
those applied to higher temperatures and pressures, such as
steam-on-chip.123 Many enhanced geothermal sources suffer
from poor fluid distribution through the subsurface, limiting
the heat transfer potential. Thus, a pressing current challenge
is to develop ways to control flow of fluids in subsurface
geothermal reservoirs to promote heat transfer. Micromodel-
based studies of fluid and heat transport, particularly in
structurally heterogeneous124 and fractured media, have
yielded important insights in oil/gas recovery—and will
therefore be particularly useful in addressing these
conceptually similar problems in geothermal settings. For
example, micromodels provide a unique opportunity to screen
the utility of methods traditionally used for conformance
control in oil/gas recovery (e.g., use of gels,125 polymers,126,127

foams122) in promoting fluid mixing, homogeneous transport,
and heat transfer from hot rock to address this challenge in
geothermal energy.

Thermal fluid testing and development. Efforts to develop
advanced thermal working fluids can benefit from the
characteristic control and speed offered by LoC testing, but
with a new emphasis—thermal properties. To date, LoC

approaches have focused on chemical, biological and to a
lesser extent, physical properties of fluids. To enable the next
generation of thermal working fluids for geothermal and other
applications, LoC approaches that can provide thermal
properties with high accuracy and throughput are
needed.121,128 This is a multifaceted fluid optimization
challenge, with the full combination of thermal properties
(such as heat capacity) and physical properties (such as density
and viscosity) and other factors such as stability and cost
influencing the ultimate applicability.121,128 LoC systems can
provide critically important data with which to navigate this
broad landscape of physical, chemical and thermal properties.

Looking ahead, there are additional opportunities to expand
the pressure and temperature range of LoCs—both for
microfluidic testing methods, but also for in-field operations.
One of the challenges in predicting and optimizing the power
output of a geothermal plant is to estimate the flow rate and
temperature based on the injection rate, fluid composition, and
the structure of the medium. Seismic data for each site provide
some of the basis needed for computational modeling and
assessment of the viability of an operation. However, this area
could be greatly accelerated with machine learning, suitably

Fig. 3 Lab-on-a-chip analysis of processes relevant to geothermal energy. A closed-loop geothermal system (a) is a closed system, and can
benefit from specialized working fluids. The work highlighted here employs LoC methods (b and c) to assess the potential for a microencapsulated
phase change slurry as a working fluid, with testing at temperatures, pressures and shear-rates relevant to large scale operations. Reprinted with
permission from ref. 121 copyright 2021 American Chemical Society.
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combined with the high-throughput approaches afforded by
LoC systems, as in other application areas.129–131 In particular,
the application of machine learning here will require large
training data sets under controlled experimental conditions,
well beyond that available currently. The development and
testing of machine learning algorithms are identified as major
research challenges by the US Department of Energy.132,133

Here, there is a clear path for LoCs to contribute as a provider
of large quantities of accurate measurements to serve as
training data sets. Here the community can make use of
fabrication techniques, and approaches to control wetting
conditions and withstand high pressures, as developed
previously for the oil and gas industry.134 There are additional
opportunities for LoCs in assessing upscaling (physics-based)
models.135 The LoC community has many relevant technologies,
as well as new opportunities, to aid in the expansion of
renewable geothermal energy harvesting.

IV. Enabling bioenergy

Decarbonization of transportation is a critical step in reducing
global greenhouse gas emissions. Electrification of light-duty
vehicles is already playing a role, but not all types of
transportation can be readily electrified, e.g. shipping, aviation.
Fuels derived from organic matter (biofuels) are expected to
contribute to the equivalent of 40–50 Mboe per day,136,137 ∼8%
of the world's primary energy demand by 2030. Assuming an

average oil production carbon intensity of 10.3 gCO2 MJ−1,138

the annual volume of biofuels would represent an addition 1
GT CO2 equivalent of emissions were these barrels produced
from fossil fuels. Biofuels represent a sustainable fuel option
that could help close the carbon cycle: plants utilize CO2 to
produce organic compounds that can be converted into
hydrocarbons suitable for ethanol, biodiesel, and other fuels. If
applied with carbon capture and sequestration, energy
production from biofuels (bioenergy) has potential for net-
negative emissions—but a great deal of technological
innovation is needed to realize that potential (Fig. 4).

One outstanding issue in first generation biofuels is that,
in practice, crops use valuable land and water resources at
large scale; ways to address this demand are therefore of
critical importance, particularly because most of the crops
used are food sources as well. Indeed, while widespread
application of chemical fertilizers enabled crop yields to
increase fast enough to meet growing demand over the past
century, such yield increases are slowing and leveling off.
One way of addressing this issue is through scientific
research to develop new ways to increase crop yield. As noted
in the IEA Net Zero 2050 report:2 “Most liquid biofuels
produced today come from dedicated bioenergy crops such
as sugarcane, corn or oil crops, often known as conventional
biofuels. The expanded use of feedstocks and arable land to
produce these biofuels can conflict with food production”.
Thus, in the roadmap proposed by the IEA, there needs to be

Fig. 4 Lab-on-a-chip studies of processes relevant to bioenergy. A variety of feedstocks, each one having its own pathway, will contribute to the
production increase to meet demand in biofuels. Lab-on-a-chip approaches can substantially help in optimizing industrial processes, for example
by: (A) increasing high-throughput screening of cellulase activity,139 (B) understanding soil function and optimizing interactions,140 (C) easily
screening multiple relevant conditions to increase microalgae yield,141 and (D) finding the physico-chemical conditions allowing to pre-
concentrate and harvest microalgae.142
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“a shift towards the use of sustainable, certified agricultural
products and wood… also on advanced bioenergy feedstocks,
including waste streams from other processes, short-rotation
woody crops and feedstocks that do not require the use of
arable land”. However, this promising approach of using
second generation biofuels is not exempt from technological
challenges that still need to be resolved through scientific
research; as described below, LoC systems can be of great
help due to the myriad of variables to be tested.

Biofuels from vegetables (crops and waste). Growing
understanding of the soil microbiome—the collection of
microorganisms that inhabit and play key roles in the
functioning of soil—has started to yield new insights into
how to sustain healthy and productive soils. However, soil
microbiome experiments have traditionally been laborious,
time-consuming, and low-throughput. Recent developments
in microfluidics have started to overcome these
limitations.140,143 For example, Ecosystem Fabrication
(EcoFAB) is an approach recently developed using traditional
microfluidic technology to create controlled laboratory
habitats for growing bioenergy plants on a chip and thereby
enable mechanistic studies of plant–microbe interactions
within specific environmental conditions.144 By enabling new
investigation of how soil microbes interact with and help
sustain plant roots, and potentially how the soil microbiome
can be manipulated to improve plant growth, such
approaches have potential to address current limitations in
bioenergy. Moving forward, integrating such microfluidic
approaches with developments in e.g. experimental tools to
study processes in 3D “artificial soils”145–147 will potentially
enable such lab-based studies to be even more representative
of processes occurring in more complex natural media.

In second generation biofuels, a key step in converting
biomass to useful fuels is the degradation of lignocellulosic
plant cell walls, and the subsequent hydrolysis of cellulosic
macromolecules into fermentable sugars. Selection of the
right enzyme cocktail using a traditional approach is labor
intensive and costly. The development and use of high-
throughput screening microfluidic platforms have paved the
way to overcome this hurdle,139,148 with 250-fold increases in
throughput compared to automated systems reported in
some cases. Further work is needed to screen for the right
enzyme cocktails for different uses, particularly in a directed
manner. Gaining insight on the hydrolysis mechanism will
allow to direct enzyme screening studies. High resolution
imaging techniques, such as synchrotron radiation,
combined with microfluidics have already shown the
potential to improve our understanding on this path.149 The
existing data are limited, and more experiments combining
microfluidics and analytics are needed in this area.

Biofuels from microalgae. Algae is one alternative to
conventional biofuel crops that does not require potable water
or arable land; however, current production costs make algae
biofuels uncompetitive in a market dominated by relatively
cheap fossil fuels. Thus, further research—much of which can
be done with LoC systems—is needed to develop ways to

improve biofuel production from algae. Unlike crops, algae
can produce large quantities of the lipids required for biofuel
production without needing arable land and can be grown
with non-potable water. Since algae are ∼20–50% lipid by
weight, they have potential to produce ∼100 times more lipids
per acre than traditional crop-based biofuel feedstocks.
However, this potential still has not been realized due to the
high energy cost of photobioreactors used to cultivate algae.
Such reactors are designed to concentrate and pump CO2,
manage oxygen accumulation (which is detrimental to algae
growth), and maintain set temperatures so algae can optimally
perform photosynthesis and maximize biomass production.
However, identifying optimal photobioreactor conditions is
still a challenge; therefore, microfluidic technologies have
been used to do so in a high-throughput manner, as well as to
screen different microalgae for optimal production.141,150–154

Most of the work performed thus far has focused on
selecting strains and determining light and nutrient
conditions to optimize growth rate and lipid production. The
enormous number of conditions to be tested make this topic
ideally suited for LoC systems to address, and certainly there
is still work to be done along these lines. Nevertheless, algae
production is only the first step of the overall process. The
main bottleneck to make biofuel from microalgae
economically viable is harvesting, which accounts for 60% of
the costs.141 Microfluidic chip designs have already been
tested to preconcentrate microalgae streams, but with limited
success.142 A LoC approach allowing for parallelized high-
throughput testing would be ideal to tackle this problem; it
would allow screening of conditions leading to flocculation
of the algae either by controlling physical–chemical
conditions of by co-culture of different species that could
induce flocculation via polymer-mediated depletion
interactions, for example. Co-culture of different species
could also have other benefits as rendering cultures more
resilient, less prone to harmful contamination and widen the
effective range of working conditions for the process.

V. Recovering materials for renewable energy

Transitioning toward a low-carbon future requires the large-
scale adoption of renewable energy technologies. However,
this adoption requires massive volumes of critical materials,
such as arsenic, gallium, germanium, indium, tellurium,
aluminum, rare earth elements, cobalt, lithium, graphite, and
manganese.155 Between 2018 and 2019, global consumption
of Li increased ∼18%, and by 2040, global demand for rare
earth elements is expected to grow three to seven-fold its
current (i.e., 2021) consumption.156,157 Current methods for
production of these material resources rely on the extraction
(e.g., surface mining, in situ mining) of ore and subsequent
physicochemical processes (e.g., grinding, flotation, acid
leaching, smelting, solvent extraction, electrolytic refining) to
separate the elements of interest. Due to the mineral
heterogeneity of the ore, minerals extraction and separation
are energy intensive and involve massive volumes of
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environmental wastes. For example, the primary energy
consumption required to produce titanium from ore is ∼263
MJ kg−1 due to its high melting point and bond strength.158

Greenhouse gas emissions from mineral and metals
productions, as a result, totaled ∼3.6 × 1012 kg CO2e in 2018,
or about 10% of total energy-related emissions that year.159

Thus, a set of opportunities arise for the LoC community
to help produce the material resources required for low-
carbon systems (Fig. 5). First, significant effort is required to
optimize the current extraction and separation processes
used to reduce energy consumed by the mining sector
(∼1200 TBtu per year). Extracting metals from ore involves
the reactive transport of reagents and metals of interest at
sub-millimeter length scales that match those of
microfluidics. Importantly, LoCs are well-suited both to
understand physico-chemical processes and their coupling,
such as reactivity and mixing,12,26 and to help develop and
screen new reagent chemistries and reaction conditions to
optimize the extraction process.134,160 For example, Yang
et al. 2020 developed a microfluidic screening method to
predict and remediate acid mine drainage, an environmental
waste product of the mining industry.161 Even more recently,
Le et al. (2022)162 applied microfluidics to investigate the
performance of various solvent extraction methods for the
recovery of critical minerals—minimizing the use of reactants
and the time required for experiments. However, it is
important to note that while LoC systems provide a fast and
cost-effective way to screen multiple separation processes
suitable for mineral extraction, larger-scale tests are essential

for scaling up, given the limitations of LoC systems to mix
fluids at small scales.

Second, new methods are needed to process and recycle
existing end-of-life resources.163 Industrial wastes such as
electronic devices and coal ash contain concentrated
quantities of the metals that are mined. Currently, only
∼17% of total e-wastes are recycled, whereas a total of ∼54
Mt of e-wastes are generated annually. Circularity in the
mineral economy will need improved methods for recovering
metals out of electronic devices, many that are designed to
be miniature in size. Here, microfluidics offers an
opportunity to understand the reactive transport and reagent
chemistries required to recover these metals in an
environmentally benign manner. For example, geochemical
microfluidics12,26,112,164–166 enable the visual probing of
reactive transport interactions between reagents and metals
in porous end-of-life materials to understand and design
methods of recycling metals from industrial wastes.

VI. Ensuring water security

Water and energy are scarce and valuable resources that are
closely linked:167 cool and clean water is used to produce
energy (e.g., cooling or hydropower production for electric
power, hydraulic fracturing for oil and gas), which generates
hot, contaminated water that requires additional energy-
intensive purification and treatment processes (e.g.,
wastewater treatment, desalination). Thus, moving toward a
low-carbon future also requires advances in approaches to

Fig. 5 Opportunities for microfluidics in recovering critical mineral resources. (A) A significant demand gap is projected for mineral resources
such as lithium over the next 20 years. (B) Geologic resources hosting the critical materials required. (C) Porous microfluidics (i.e., micromodels)
present an opportunity to understand the reactive transport phenomena controlling minerals recovery from geologic and waste materials. (D)
Microfluidic platforms provide an approach to screen reagents rapidly and economically to improve mineral recovery. Figures adapted from
Benchmark Minerals Intelligence, New York Times, and ref. 112 and 161.
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ensuring water security. Indeed, access to clean water is
already an issue faced by billions of people globally today,
and unfortunately, while technologies already exist to make
use of subsurface and surface water sources (aquifers, lakes,
rivers, the ocean), they often have high energy demands.
Thus, development of ways to remediate dirty water sources is
inherently part of reaching a low-carbon future. Toward this
goal, the circular economy approach in Fig. 6 outlines how
reuse (of waste) and repair (of contaminated resources) will
become increasingly critical—necessitating improved design
and optimization of the underlying processes. LoC
approaches provide a way to do so, as we describe below by
highlighting two key examples: remediation of contaminated
sites using nanoparticles or beneficial microbes
(Fig. 6E and F), and water desalination (Fig. 6B, G and I), in
addition to traditional uses of LoC systems for contaminant
detection, which continue to be critically important.168,169

Groundwater remediation. More than half of the world's
drinking and agriculture water supply comes from porous
groundwater aquifers. However, these sources are frequently
susceptible to contamination from industrial processes. In
particular, non-aqueous phase liquid (NAPL) and poorly-
soluble contaminants, such as perchloroethylene and
trichloroethylene, persist in groundwater aquifers years after
their initial introduction—in many cases taking several decades
to completely dissolve—leading to negative environmental,
ecological, and health consequences. For example, the

environmental and ecological consequences of contamination
by organic compounds like these includes enhanced morbidity
of fish and local plants, ecosystem dysfunction, and reduced
biodiversity. Moreover, human use of contaminated water is
directly linked with diseases such as hepatitis, dysentery, and
cancer. Remediating contaminated groundwater aquifers is,
therefore, critical to protecting water security. While “pump-
and-treat” approaches have been used for decades, these are
energy- and time-intensive, requiring continual removal of
contaminated water from the source and costly annual upkeep.
As a result, many groundwater sources remain contaminated
for extended periods of time. Time and cost efficient in situ
methods of water remediation are increasingly being sought to
replace outdated pump-and-treat remedies, which are energy
and time intensive, requiring complete removal of
contaminated water from an aquifer and costly annual upkeep.
LoC approaches provide a useful way to assess alternative
approaches to groundwater remediation.

One such approach is using subsurface injection of
chemically active nanoparticles, which have a large reactive
surface area and are theorized to be able to travel long
distances and pervade the small pores that are frequently
occupied by contaminants within an aquifer. However, two
challenges currently limit widespread adoption of catalytic
nanomaterials for groundwater remediation. First, in many
cases, aqueous suspensions of these particles aggregate
quickly, reducing their overall chemical reactivity and ability

Fig. 6 Opportunities for LoC approaches in ensuring water security. (A) A description of material use, reuse, repair, and design in a circular
economy,170 along with the role of LoC. (B–D) Examples of microfluidic devices used to assess the efficacy of (B) membraneless water filtration
using dissolved CO2;

171 (C) membraneless water filtration using the elasto-inertial effect in a non-Newtonian fluid;172 (D) multiscale dissolution
dynamics in natural rocks.54 (E) Schematic of bioremediation of contaminated water sources.173 (F) Schematic of nanoparticles used to remediate
contaminated water.174 (G) Schematic of a seawater desalination process.175 (H) Photograph (from Bet_Noire/Getty Images/iStockphoto) showing
materials to be recycled. (I) A microfluidic approach to studying brine desalination combined with CO2 mineralization; top to bottom show the
reactor scheme, CaCO3 precipitation in the presence of copper (inset SEM image shows produced CaCO3), EDS analysis of the produced CaCO3,
and 3D printed HMO-coated micro-membrane, respectively.
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to travel long enough distances to reach contaminants in an
aquifer. Second, these particles do not specifically localize at
trapped NAPL interfaces, reducing their remediation efficacy
and requiring the addition of large amounts of nanoparticles
and repeated injection at multiple sites, since contaminants
can be difficult to locate. While core flood-type experiments
have been instrumental in helping to shed light on these
limitations, and provide a useful way to assess ways to
overcome them,176 such approaches are often limited in their
ability to probe pore-scale transport in opaque 3D porous
media. Microfluidic technologies can play a useful role in
shedding light. For example, micromodels can be used to
develop a deeper understanding of the processes controlling
how injected nanomaterials spread through a porous
medium177 and how they interact with a trapped non-
aqueous phase.178 Microfluidics with functionalized surfaces
particularly can help to improve the accuracy of the testing
by mimicking the mineralogy of natural soil.179 Future
studies using such approaches to screen different classes of
nanomaterials for in situ groundwater remediation will be
useful.

Another way to improving the delivery of reactive
nanoparticles to contaminated subsurface sites is using foam
as a carrier. Wet foam (or simply foam) is a complex fluid
consisting of gas bubbles dispersed in a liquid-phase. It is
often referred to waterless fluid because the volume fraction
of the gas-phase can be up to 97 vol%. Foam is injected into
the subsurface to improve the gas mobility control as it
increases the effective gas viscosity and allows to divert the
gas towards low permeability zones.180 It has been
successfully employed in gas-injection operations such as
enhanced oil recovery (EOR)181–184 and suggested as an
alternative option to continuous gas injection in geological
CO2 sequestration78,185–190 (see I), hydraulic fracturing for
geothermal energy,191 and shale-gas extraction.192–194

Furthermore, foam has been proposed for the remediation of
contaminated sites as an effective way to: deliver
amendments,195–199 mobilize non-aqueous phase liquid
contaminants,200 and confine a source zone of contaminants
in groundwater.201 In addition, since foam stability is
significantly enhanced when surfactant and nanoparticles are
added and nanoparticles adsorb irreversibly at gas–liquid
interface, foam has been also considered as a carrier of
nanoparticles towards selected targets in the
subsurface.202–204

However, for the description and the design of a
remediation technique based on foam and nanoparticle
flooding a model is required. Current models consider only
foam stabilized with surfactant focusing on the description
of foam texture and water/gas saturation and yet missing the
description of nanoparticle migration.205–212 To address this
issue, it is necessary to gain an insight into physical and
chemical processes such as surfactant and nanoparticle
adsorption/desorption at the gas–liquid interface,
nanoparticle interactions with a reactive porous medium in
the presence of bubbles, and diversion of foam into low

permeability zone in the presence of nanoparticles. To gain
these insights, experiments where foam and nanoparticle
transport dynamics can be observed at the pore scale should
be performed. Microfluidic systems would provide valuable
laboratory tools for direct observation of physical phenomena
as well as more efficient and cost-effective execution than
traditional column-flood tests. However, deep learning
algorithms for image processing would be required to convert
visual observations into quantitative information.213

Yet another way of remediating contaminated
groundwater aquifers by manipulating chemical reactions in
situ is by using bacteria that move through the pore space
towards trapped contaminant and metabolize it. While such
bioremediation approaches have shown promise in
groundwater remediation, their efficacy and widespread use
has been limited by a poor understanding of how to
effectively target trapped contaminants. Addressing this
challenge requires fundamental studies of bacterial transport
in disordered porous media. It is well known that diverse
strains of bacteria can direct their swimming motion towards
and metabolize trapped partly-soluble contaminants in
groundwater aquifers. This process of bioremediation has
been explored for several decades due to its immense
promise for rapid aquifer remediation.214 However,
widespread application of bioremediation has been hindered
by several gaps in knowledge. Specifically, it is unknown how
the time taken for bacteria, either naturally present in an
aquifer or exogenously introduced, to move toward and
degrade trapped contaminant depends on (i) the geometry of
the pore space, (ii) the amount and spatial distribution of
contaminant, (iii) the amount and spatial distribution of
bacteria, (iv) the ability of the bacteria to sense and
metabolize the contaminant, and (v) the ambient fluid flow.
As a result, bioremediation strategies often proceed on a
trial-and-error basis and, in many cases, the kinetics of
aquifer remediation are too slow to yield appreciable
improvement in water quality. Just as with the other
examples noted in previous subsections of how LoC
approaches can help shed light on microbial processes (e.g.,
in influencing H2 storage, for bioenergy), micromodel studies
of bacteria sensing and remediation of contaminants in
situ147,215–217 will be important to overcome this issue.

Desalination and its products. Due to the scarcity of
potable water resources, water remediation and desalination
are becoming more and more critical for the supply of clean
water to the world population.218 In continental semiarid and
arid regions, subsurface brine is an attractive alternative to
surface water and groundwater not only for drinking water
use as well as for applications to agricultural fields.219

However, subsurface brine requires complex treatments that
often imply significant energy-intensive chemical
processes.220 Therefore, microfluidic approaches play a
critical role in assessing new low-carbon ways of desalinating
water (e.g., Fig. 6I).171,221,222

Desalination processes conventionally employ membrane
reactors because of their high selectively and separation
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performance without requiring chemicals and large reactor
volume, unlike large-scale settling tanks and filtration
columns. Thus, LoC systems are increasingly being used to
study membrane processes;223 in this context, they are of
growing interest because they provides a platform for testing
new materials to reduce fouling on membrane surfaces and
increase permeate flux across membranes.224

LoC approaches also yield a powerful way to examine how
desalination products may be useful in sustainable processes.
For example, the combination of water desalination with
carbon storage through ex situ CO2 mineralization15 has been
proposed to mitigate the impact of the technology and increase
its sustainability.225–227 Indeed, the waste brine generated
through desalination is a potential source for CO2

mineralization, because in brine the concentration of divalent
cations (i.e., Ca2+ and Mg2+) necessary for binding CO2 into
stable minerals, is almost twice that of ordinary seawater. For
instance, the process proposed by Oh et al. (2018)225 can
achieve up to 230 tonne CO2 reduction per year in addition to
an economical benefit of water desalination. However, the
precipitation kinetics of carbonate minerals changes with brine
composition and an intense experimental activity is required to
determine the rates. This type of investigation involves the use
of comprehensive batch and continuous flow-through reactors
and extensive time. Therefore, it would be envisaged to use
microfluidic systems which require smaller amounts of
chemicals and allow faster execution of tests. Monitoring tools
including microscope and high-speed camera coupled with
X-ray diffraction (XRD), Fourier transform infrared (FTIR) and
Raman spectroscopy, which are generally employed in CO2

mineralization experiments off-line characterization, could be
implemented for online monitoring.

Microfluidic systems have been used recently to study
carbonate precipitation228,229 and they have shown a
significant advantage over conventional experimental
approaches by providing highly reproducible control over
crystal polymorph, size, and shape. Therefore, future research
should focus on developing frameworks for experimental
design and data processing to determine the kinetics of CO2

mineralization using desalination brine of various chemical
compositions; one such approach is shown in Fig. 6I. Indeed,
conventional experimental approaches typically involve the
use of large reactors and solution volumes, as well as costly
monitoring tools for online and offline characterization. LoC
could be uniquely helpful in miniaturizing such experiments,
thereby reducing the amount of infrastructure and resources
required and shorting amount of time needed to perform
tests. Due to their versatility and ease of use, LoC systems
could also be useful in investigating multiple systems (e.g.,
with different chemistries), especially when integrated with
other spectroscopy, microscopy, and XRD tools.

Conclusion

Sustainability is at the forefront of decision making in
industry and governments worldwide. Although the time and

length scales of LoCs are typically much smaller than
conventional processes, the application and adaptation of
LoCs to enable a low carbon future presents a tremendous
opportunity. In many of the examples described above, LoCs
provide new understanding and insights in the fundamental
transport, thermodynamic, and kinetics governing processes
involving sustainable energy. Combined with controlled
surface chemistry and the ability to conduct high-throughput
screening, microfluidics offers a path to quickly evaluate new
methods and processes.

While LoC systems provide tremendous opportunities,
they also have limitations. Many energy systems involving
geological media are intrinsically spatially heterogeneous and
characterized by multiple physicochemical processes across a
broad range of length scales. LoC systems cannot capture
this full complexity. How can we improve our LoC systems to
be more representative of the larger-scale systems they are
intended to represent? How do we build quantitative
correlations/maps between what we observe and understand
at the sub-mm scale using LoC systems and what we predict
at larger scales? What scale of heterogeneity should/could a
microfluidic chip represent? Can we be more deliberate in
designing experiments such that results can be more readily
translated across scales—for example, using hierarchies of
LoC systems at different scales?166 Addressing these
questions is an important ongoing challenge for this field.

The many areas outlined above present a balance of
precedence for LoC technologies, and new challenges. The
transition period ahead, leading to 2050, corresponds to the
professional lifetime of current graduate students and
postdoctoral fellows. These decades present the opportunity
to leverage the world's smallest fluid systems to address the
world's largest fluids challenge and achieve a low-carbon
future.
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