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The role of intermolecular forces in ionic
reactions: the solvent effect, ion-pairing,
aggregates and structured environment

Josefredo R. Pliego, Jr.

The environment enclosing an ionic species has a critical effect on its reactivity. In a more general sense,

medium effects are not limited to the solvent, but involve the counter ion effect (ion pairing), formation

of larger aggregates and structured environment as provided by the host in the case of host–guest com-

plexes. In this review, a general view of the medium effect on anion-molecule reactions is presented.

Nucleophilic substitution reactions of aliphatic (SN2) and aromatic (SNAr) systems, as well as elimination

reactions (E2), are the focus of the discussion. In particular, nucleophilic fluorination with KF, CsF and tet-

raalkylammonium fluoride was used as the main model, because of the importance of this kind of reac-

tion and the recent advances in the study of these systems. The solvent effect, ion pairing, formation of

aggregates and formation of complexes with crown ethers, cryptands and calixarenes are discussed. For a

deeper insight into the medium effect, many results of reliable theoretical calculations in close agreement

with experiments were chosen as examples.

1. Introduction

The ability to control chemical reactions has been a long-
standing goal in chemistry. The solvent effect is a very impor-
tant aspect of chemical reactivity and has been widely used by

chemists for controlling reaction rate and selectivity.1 The
important role of solvents in chemical reactions was first
described in the XIX century and we can single out the work of
Menschutkin on the reaction of trialkyl amines with alkyl
halides. In his study, a considerable solvent effect was
observed on the reaction rate, implicating that chemical reac-
tivity cannot be dissociated from the reaction medium.1

In the sixties, a set of studies by Parker and co-workers
established that solvents with a high dielectric constant and
dipole moment can produce a wide range of reactivities on
anion-molecule SN2 and SNAr reactions.2 Indeed, a high rate
acceleration effect is observed when going from protic solvents
such as methanol to dipolar aprotic solvents (or non-hydro-
gen-bond donor solvents) such as dimethyl sulfoxide (DMSO).
This effect results from the ability of protic solvents to
solvate anions more efficiently than dipolar aprotic ones.
Consequently, protic solvents lead to higher solvent-induced
free energy barriers.3–5

In the second half of the XX century, the development of
gas-phase ion chemistry has provided important information
on intrinsic (or non-solvated) ion reactivity.6 At the same time,
the evolution of computational theoretical chemistry has
allowed detailed analysis of the transition state structure and
energetics in the gas phase and in the solution phase.7–10

These studies have emphasized a much more substantial role
of solvents in chemical reactions. A dramatic example is the
reactivity of small anions such as the hydroxide ion. The reac-
tion of this anion with methyl formate in the gas phase leads
to three reaction pathways (Scheme 1),11,12 with an overall rate

Josefredo R. Pliego Jr.

Josefredo R. Pliego Jr. received
his Ph.D. degree in Physical
Chemistry in 1999 from the
University Federal de Minas
Gerais (Brazil) under the gui-
dance of Professor Wagner B. de
Almeida. During 1999–2002 he
was a postdoctoral fellow at the
University of São Paulo (Brazil)
under the supervision of
Professor Jose M. Riveros. From
2002 to 2006 he was a research
fellow at the University Federal
de Santa Catarina (Brazil). Since

2009 he has been a physical chemistry professor at the University
Federal de São João del-Rei (Brazil). His research interests include
ab initio studies of organic reactions, organocatalysis and organo-
metallic catalysis, and solvation models.

Departamento de Ciências Naturais, Universidade Federal de São João del-Rei,

36301-160 São João del-Rei, MG, Brazil. E-mail: pliego@ufsj.edu.br

1900 | Org. Biomol. Chem., 2021, 19, 1900–1914 This journal is © The Royal Society of Chemistry 2021

Pu
bl

is
he

d 
on

 2
0 

st
yc

zn
ia

 2
02

1.
 D

ow
nl

oa
de

d 
on

 0
7.

01
.2

02
6 

14
:0

8:
52

. 

View Article Online
View Journal  | View Issue

www.rsc.li/obc
http://orcid.org/0000-0002-2944-5332
http://crossmark.crossref.org/dialog/?doi=10.1039/d0ob02413a&domain=pdf&date_stamp=2021-03-04
https://doi.org/10.1039/d0ob02413a
https://pubs.rsc.org/en/journals/journal/OB
https://pubs.rsc.org/en/journals/journal/OB?issueid=OB019009


constant of 4.4 × 1010 L mol−1 s−1. In water solvent, the high
solvation (hydration free energy of −117.4 kcal mol−1)13 and
stabilization of this intrinsically reactive hydroxide ion makes
the respective rate constant decrease to 38.4 L mol−1 s−1 (a
factor of 109) and only one reaction mechanism is observed.14,15

It is worth observing that the high absolute value of the
hydration free energy of the hydroxide ion, dominated by
electrostatic interactions, is as large as the energy of a strong
chemical bond. For example, the bond dissociation energy of
the C–O bond of dimethyl ether is 80 kcal mol−1.16 This fact
explains why the medium surrounding an ionic species can
produce a substantial effect on the reactions.

For understanding the ability of the solvent to interact with
the solute, different parameters have been used, such as the
dielectric constant, the dipole moment, the solvent donor
number17 and the solvent acceptor number,18 to name the
most important.1 Nevertheless, it is the solvation free energy
that determines the overall solute–solvent interaction19,20 and
determines the influence of the solvent on the thermo-
dynamics and kinetics of chemical reactions.21,22 Thus, this
property is emphasized in this review. At this point, it is
important to distinguish between the solvation phenomenon,
which is a microscopic interaction of the solute with the
medium, and the solvent effect, which is a macroscopically
observed effect.

In many situations, the surrounding medium is not limited
to the solvent. For example, with the decrease of the dielectric
constant of a solvent, formation of ion pairs can become sub-
stantial.23 Even larger aggregates such as dimers, trimers and
tetramers can be formed. The interaction with the counter-ion
can produce an important effect on the reactivity. For example,
the competition between C and O-alkylation of the phenoxide
ion by allyl chloride has an important counter-ion influence,
which participate in the transition state assisting the leaving

chloride ion.24 In addition, if an aprotic solvent has solute
molecules with hydroxyl groups, an aggregation of these mole-
cules can take place around any anionic species dissolved and
change the reactivity. Some interesting examples are the aggre-
gates formed by the fluoride ion with bulky alcohols and ureas
in an aprotic solvent.25–28 Protic solvents can be more effective
in dissolving inorganic salts. At the same time, high solvation
can lead to small reactivity. We can think about creating a
nano-structured environment for tailor-made intermolecular
interactions, aimed to control the chemical reactivity. Thus,
Jadhav et al. have designed a new structure based on a combi-
nation of calix[4]arene with crown ether and bulk diol able to
solubilize and activate CsF for nucleophilic fluorination.29 The
idea behind this review is to conduct the reader from the key
concepts of the solvent effect (mainly electrostatic interactions)
to the design of supramolecular structures working as tran-
sition state receptors. The author hopes that this discussion
on how intermolecular forces work for modulating chemical
reactivity can inspire more development in this area. Further,
it is important to say that this is not a comprehensive review.
Selected examples have been chosen, focusing on ionic reac-
tions. Where possible, a quantitative comparison between
theory and experiment was performed. The use of examples
separating intrinsic reactivity, the solvent effect and inter-
molecular interactions allows better understanding of ionic
reactivity. The review covers since the year 2000, although
some previous key articles have also been cited.

2. Intermolecular forces and solvent
effect on anion-molecule reactions

Reactions in the condensed phase are ubiquitous in organic
chemistry and biochemistry. In the case of ions, the electro-

Scheme 1 Solvent effect on the reaction between methyl formate and the hydroxide ion.
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static interaction between the solute and solvent is the main
contribution to the solvation free energy. The dipole moment
and dielectric constant of the solvent are widely used para-
meters for understanding ion–solvent interactions. Thus, the
dipole moment of the solvent determines the direct solute–
solvent interaction in the first solvation shell, whereas dielec-
tric constant is more related to the bulk solvation and the
ability of the solvent to separate the pair of ions. However,
dipole moment alone cannot differentiate the solvation ability
of polar solvents such as methanol and DMSO. Molecular
details are important for understanding the different solvation
ability of these solvents. Thus, another set of parameters that
can be useful for understanding solute–solvent electrostatic

interactions are the atomic charges of the solvent. These
atomic charges represent how specific parts of the solvent
interact with anions or cations. In this way, it is interesting to
take a brief look at atomic charges in some representative sol-
vents to better understand these interactions. These properties
are presented in Scheme 2. We should observe that there are
different definitions of atomic charges and some interesting
definitions are based on charges able to reproduce the electro-
static potential of the molecule.30,31 In this review, the atomic
charges used in the computer simulations of liquids (OPLS
force-field) were taken from ref. 32.

For comparing the relationship between the ion solvation
and molecular properties of the solvent, the solvation free

Scheme 2 Some representative solvents with their respective atomic charges (q, in units of electron charge),32,33 dipole moment (μ, in Debye) and
dielectric constant (ε).34
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energies of some selected ions in four solvents are presented
in Table 1. Thus, anions are much more solvated in water,
although the dipole moment of DMSO is twice that of water.
The explanation is based on the high positive charge in the
hydrogen of water because water is a small molecule.
Consequently, more water molecules are in the first solvation
shell of an anion. In the same way, methanol is less able to
solvate anions than water, although it also has hydroxyl
groups. Acetonitrile is the least effective solvent among those
presented in Table 1. Another point to observe is that small
and charge centered anions are more solvated. In addition, the
difference in the ΔGsolv for anions with high charge dispersion
is smaller when two solvents are compared. For example, the
variation of the ΔGsolv for the fluoride ion in water and DMSO
is 20.6 kcal mol−1 and becomes 11.5 kcal mol−1 for the PhS−

ion. Thus, a smaller variation in the solvent effect is expected
for reactions involving anions with larger charge dispersion.

In the case of solvents with a lower dielectric constant, such
as pyridine, tert-butanol, THF and toluene, there is consider-
able ion pairing and formation of larger aggregates.23 Thus,

the solvation free energy of single ions is less available and the
solvent effect occurs for the ion pair reaction, or even reactions
involving larger aggregates. These cases will be discussed in
the next section.

The kinetics of chemical reactions in the liquid phase is
determined by the activation free energy in the solution
phase,21 given by ΔG‡

sol, which is related to the rate constant by
transition state theory through the Eyring equation:

kðTÞ ¼ kbT
h

e�ΔG
‡
sol=RT ð1Þ

The ΔG‡
sol term has two contributions: the activation free

energy in the gas phase (ΔG‡
g), which is the intrinsic free

energy barrier, and the solvent induced barrier (ΔΔG‡
solv),

created by the solvent:

ΔG‡
sol ¼ ΔG‡

g þ ΔΔG‡
solv ð2Þ

The ΔΔG‡
solv term is usually positive in anion-molecule reac-

tions, which corresponds to a solvent induced barrier. It is
also worth observing that the ΔG‡

g term, as well as the ΔG‡
sol

term, must both adopt the standard state of 1 mol L−1 to
provide a consistent rate constant.

A general view of how the solvent induces a free energy
barrier for anion-molecule nucleophilic substitution reactions
is shown in Fig. 1. The charged ionic nucleophile is more sol-
vated than the transition state, because there is considerable
charge dispersion in the transition state, weakening the inter-
molecular solute–solvent interaction. Once the solvation free
energy becomes more positive, there is formation of a solvent-
induced free energy barrier, given by ΔΔG‡

solv. The first sol-
vation shell, in close contact with the solute, makes the more
important contribution to this solvent induced barrier. Some
reliable theoretically estimated ΔG‡

g and ΔΔG‡
solv contributions

for several reactions are depicted in Table 2.

Table 1 Solvation free energy of some selected anions in four solventsa

ΔGsolv

Ion Water Methanol DMSO Acetonitrile

F− −116.7 −109.2 −96.1 −88.4
Cl− −87.0 −81.1 −74.3 −65.6
Br− −80.5 −75.1 −71.2 −61.7
OH− −117.4 −111.5 −88.4 —
CH3O

− 107.6 −104.5 −81.5 —
CN− −82.8 — −70.0 —
CH3COO

− −89.8 −81.6 −72.1 −64.2
CH2NO2

− −88.4 — −71.3 —
PhS− −75.8 — −64.3 —

aUnits in kcal mol−1, 298.15 K. Data taken from ref. 13 and 35.

Fig. 1 General view of the solvent effect on anion-molecule nucleophilic substitution reactions.
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Observing the nucleophile and the type of reaction (SN2,
E2 or SNAr) provides a general view of the gas phase ΔG‡

g

and solvent induced ΔΔG‡
solv values. Thus, ions with charge

dispersion like CN−, NO�
2 and PhS− have positive values of

ΔG‡
g, whereas small or charge centered ions have lower bar-

riers. For example, the charge centered ion CH3O
− has a ΔG‡

g

of only 5.1 kcal mol−1 for an SNAr reaction, whereas the
charge dispersed CN− ion has a barrier of 27.2 kcal mol−1

(entries 3 and 13). In the latter case, the final barrier in the
solution phase (ΔG‡

sol) becomes so high that makes this reac-
tion very difficult. In the case of the small negative F− ion it
is possible to observe a very high intrinsic reactivity, because
the ΔG‡

g barriers for SN2, E2 and SNAr reactions are negative
(entries 5 to 8). In the same way, the solvent induced barrier
(ΔΔG‡

solv) is smaller for charge dispersed ions and higher for
the small charge centered fluoride and methoxide ions. For
example, the ΔΔG‡

solv for the SNAr reaction of CN− with
phenyl bromide in DMSO solvent (entry 3) is 16.4 kcal mol−1

and becomes 39.1 kcal mol−1 for the SNAr reaction of F−

with p-chlorobenzonitrile in the same solvent (entry 7). It is
worth observing that these SNAr reactions proceed via a
single step, without involvement of a Meisenheimer inter-
mediate. This single step mechanism supported by theore-
tical calculations has been recently recognized as very
usual.44,45

Another interesting observation is the competition between
the SN2 and E2 (entries 1, 2 and 5, 6). The solvent induced
barrier is higher for E2 than for SN2. This effect is important
for controlling the selectivity, in particular in fluorination reac-
tions. We can also observe an important difference in SN2 and
SNAr for F− reaction (entries 5 and 7). The latter has a much
more pronounced solvent effect and partially explains why
anion-molecule SNAr reactions are difficult. On the other
hand, in the case of the CN− nucleophile (entries 1 and 3) this
difference in the solvent effect is much smaller. Recently,
Rablen et al. have reported an extensive theoretical study on
the structural effects on the barriers of competing SN2 and E2
reactions in the liquid phase.46

3. Ion pairing effects

The association of a pair of ions is a common phenomenon in
solutions and can take place even in highly polar and solvating
media such as aqueous solution.23,47,48 However, ion-pairing
becomes more important in lower dielectric constant solvents,
because the energy between a pair of ions in a dielectric
medium (named the potential of mean force, W) is given by

WðRÞ ¼ 1
ε

1
4πεo

qiqj
R

ð3Þ

where ε is the dielectric constant of the solvent (Scheme 2), q
is the charge of the ion and R is the distance between them.
Because the solvent is not a macroscopic dielectric at the mole-
cular level and has a microscopic structure, the potential of
mean force depends on the solvent and on the structure of the
pair of ions. Thus, Fig. 2 shows two examples of the behavior
of the potential of mean force in aqueous and tert-butanol
solutions. In an aqueous medium, a small barrier separates
the contact ion pain (CIP) from the solvent-shared ion pair
(SIP). For example, the ammonium acetate in aqueous solution
has a CIP structure at −2 kcal mol−1 and the barrier for conver-
sion to the SIP is around 2.5 kcal mol−1.49 Even simple salts
like NaCl in water have a similar profile of the potential of
mean force.50 On the other hand, as the dielectric constant of
the solvent decreases, the pair of ions can become highly
associated. This is the case for KF in tert-butanol solvent,51 as
presented in Fig. 2. The energy (W, potential of mean force) for
dissociation of this ion pair is calculated to be 25 kcal mol−1

and a chemical reaction only takes place via the ion pair.
An important effect of the counter-ion on the alkylation of

the phenolate ion was recently elucidated using theoretical cal-
culations.24 It is known that alkylation of the phenolate anion
occurs selectively on the oxygen atom in dipolar aprotic sol-
vents and even alcohols.52–54 However, in aqueous solution,
the reaction of this ion with allyl chloride proceeds via both O-
and C-alkylation. Kornblum et al. explained this effect as
resulting from selective solvation of the phenoxide ion by

Table 2 Reliable gas phase, solvent induced barriers and solution phase free energy barriers obtained by computational methodsa

Entry Reaction Reaction type Solvent ΔG‡
g ΔΔG‡

solv ΔG‡
sol Ref.

1 CN− + CH3CH2Cl → Cl− + CH3CH2–CN SN2 DMSO 10.2 13.9 24.1 36
2 CN− + CH3CH2Cl → Cl− + CH2CH2 + HCN E2 DMSO 18.6 17.8 36.4 36
3 CN− + PhBr → Br− + Ph–CN SNAr DMSO 27.2 16.4 43.6 37
4 CN− + PhBr → Br− + Ph–CN SNAr CH3OH 27.2 19.9 47.0 37
5 F− + CH3CHClCH2CH3 → Cl− + CH3CHFCH2CH3 SN2 DMSO −7.8 28.2 20.3 38
6 F− + CH3CHClCH2CH3 → Cl− + HF + trans-CH3CHvCHCH3 E2 DMSO −11.4 30.6 19.2 38
7 F− + p-NC-Ph-Cl → Cl− + p-NC-Ph-F SNAr DMSO −18.7 39.1 20.3 39
8 F− + o-NC-Ph-Br → Br− + p-NC-Ph-F SNAr CH3OH −16.0 49.1 33.1 40
9 PhS− + CH3CHBrCH3 → Br− + CH3CH(PhS)CH3 SN2 DMSO 12.4 9.8 22.2 41
10 PhS− + CH3CHBrCH3 → Br− + CH3CH(PhS)CH3 SN2 CH3OH 12.4 11.7 24.1 42
11 NO2

− + CH3CH2Br → Br− + CH3CH2–NO2 SN2 DMSO 6.10 17.0 23.3 43
12 NO2

− + CH3CH2Br → Br− + CH3CH2–ONO SN2 DMSO 6.9 17.2 24.1 43
13 CH3O

− + PhBr → Br− + Ph–OCH3 SNAr DMSO 5.1 22.0 27.1 37
14 CH3O

− + PhBr → Br− + Ph–OCH3 SNAr CH3OH 5.1 31.0 36.1 37

aUnits in kcal mol−1, 298 K, 1 mol L−1 standard state.
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water molecules through strong hydrogen bonds.54 In the light
of recent theoretical studies, this explanation does not have
support. The theoretical study of the reaction of the phenolate
ion with allyl chloride has indicated that water solvent, even
including explicit water molecules in the modeling, was not
able to revert the selective O-alkylation.24 On the other hand,
when the counter ion was included in the modeling via ion
pairing, both O- and C-alkylation (in the ortho position) were
competitive, with close free energy barriers. Further, the
barrier was 6 kcal mol−1 lower than the single phenolate reac-
tion in aqueous solution. The ion pairing transition states are
presented in Fig. 3. It is worth observing that when the alkyl-
ation of the phenolate ion takes place via phase-transfer cataly-
sis, involving the CIP in the organic phase with a large counter
cation, only O-alkylation is observed.55

Another interesting example of a CIP reaction was reported
by Kim and co-workers: nucleophilic fluorination with cesium
fluoride salt in tert-butanol solvent.56,57 Based on the discus-
sion in Section 2, dipolar aprotic solvents are the ideal solvents
for anion-molecule SN2 reactions. At first sign, the report of

Kim et al. is a break of paradigm because tert-butanol is
superior to acetonitrile and dimethyl formamide solvents.
However, the superior performance of dipolar aprotic solvents
occurs for free, solubilized ions. When the anion has strong
ion pairing with the counter cation or the salt has low solubi-
lity, this rule is not valid anymore. In addition, in many cases
the solubility of ionic salts does not indicate the presence of
free ions. Large and unreactive aggregates can be present as
observed in organolithium compounds.58,59 Thus, cesium flu-
oride and potassium fluoride salts are not fully soluble in
organic solvents and form stable contact ion pairs. In this
case, solubilization and reaction of the CIP determines the
reactivity.51,60 Density functional theory, the cluster-continuum
solvation approach and molecular dynamics calculations were
used for the reaction of the cesium and potassium fluorides
with ethyl bromide in tert-butanol solution.51 The mechanism
of the reaction is presented in Fig. 4. The free energy for solu-
bilization of the CsF salt, forming the CIP, was calculated to be
6.6 kcal mol−1. The transition state takes place via separation
of the Cs+ and F− ions, with explicit tert-butanol molecules sol-
vating both the ions. Further, the cesium ion assists the
leaving of bromide ions and the calculated activation free
energy of the reaction involving the solubilized CIP is calcu-
lated to be 21.8 kcal mol−1. Considering both the solubil-
ization and activation steps, the final observed activation free
energy is 28.4 kcal mol−1, in close agreement with the experi-
mental value of 28.9 kcal mol−1. A similar calculation was per-
formed for the KF reaction. However, the solubilization step
has a free energy of 7.9 kcal mol−1 and the activation step has
an activation free energy of 24.8 kcal mol−1, resulting in the
final observed free energy barrier of 32.7 kcal mol−1. This
result is in agreement with the fact that no reaction is observed
with KF reagent using bulky alcohol as the reaction medium at
100 °C, while with CsF the reaction takes place.

Another interesting experimental study by Kim and co-
workers reported the use of a mixture of acetonitrile and ionic
liquids, in particular 1-butyl-3-methylimidazolium tetrafluoro-
borate.61,62 This mixture was effective even for KF reagent in
the fluorination of alkyl mesylate. Very recently, a theoretical

Fig. 2 Examples of the behavior of the potential of mean force in two
solvents.

Fig. 3 Example of the ion pairing effect on the reaction of the sodium
phenolate with allyl chloride in aqueous solution. The counter cation
participates in the transition state, assisting the leaving group.

Fig. 4 Example of the CIP reaction, involving cesium fluoride in tert-
butanol solution. Values are obtained from theoretical calculations.
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study using umbrella sampling and molecular dynamics calcu-
lations of this reaction in ionic liquids has been reported.
These calculations have also indicated that the ion pair partici-
pates in the transition state.63

An interesting example of dramatic solvent and ion pairing
effects is the fluorination of aromatic rings. Fluorination of
unactivated aromatic rings is so difficult that a palladium cata-
lyzed process has been only recently achieved.64 Nevertheless,
Riveros and co-workers have reported a very fast fluorination
of nitrobenzene in the gas phase, indicating the high intrinsic
reactivity of the fluoride ion for the SNAr reaction.

65 After this
interesting finding, Sun and di Magno were able to obtain true
anhydrous tetrabutylammonium fluoride (TBAF), which was
shown to be effective in the fluorination of aromatic rings in
DMSO solvent with only one activating group.66,67 For
example, the fluorination of p-chlorobenzonitrile leads to 95%
yield in 18 h reaction time at room temperature. Posterior
1H–19F HOESY NMR spectroscopy studies have indicated that
several tetraalkylammonium fluoride salts, including TBAF,
form the CIP in the solution phase (DMSO solvent).68

However, theoretical calculations have suggested that in the
case of TBAF, there is dissociation of the CIP before the reac-
tion proceeds, whereas in the case of more associated tetra-
methylammonium fluoride (TMAF), the reaction proceeds by
the CIP participating in the transition state.39 The calculations
have also pointed out that TBAF is more reactive than TMAF,
which is attributed to less association of the ion pair. This
lower reactivity of the TMAF can be verified from the experi-
mental studies by Sanford and co-workers on the reactivity of
several aryl halides in DMF solvent.69 For comparison, the acti-
vation free energies of these reactions were estimated based on
the reaction time, yield, concentration of the reagents and
temperature. The obtained data are presented in Table 3,
which compares the reactivity of TBAF, TMAF and CsF, all of
them involving an ion pair in the reaction. In the case of CsF,
the solubilization of the salt also plays a role, as shown in
Fig. 4. Based on this analysis, we can see that TBAF is 1 to
2 kcal mol−1 more reactive than TMAF in SNAr reactions. In
the case of CsF, the reaction is much more difficult, requiring
more extreme conditions.

A question that arises in these theoretical studies is the role
of formation of larger aggregates and how the formation of

these complexes determines the reactivity. This point is dis-
cussed in the next section.

4. Formation of larger aggregates

When the solvation of the solute by the solvent decreases, the
interaction between solute molecules increases (see Fig. 2),
leading to the formation of aggregates. Ion pairing is an
example which has an important effect on the reactivity. With
a further decrease of the dielectric constant or in absence of
groups in the solvent molecules able to interact strongly with
the ion pair, formation of dimers, trimers, tetramers and large
aggregates can occur. The equilibria involving these species
explain why despite the fact that less polar solvents lead to a
smaller solvent effect (lower solvent induced barrier in anion-
molecule reactions), the ionic reaction rate can become slower
in these solvents. This kind of problem has been recently
investigated by theoretical calculations using the TMAF reac-
tion with o-bromobenzonitrile in 5 solvents: methanol, DMF,
THF, pyridine and benzene.40 In that study, molecular
dynamics calculations were used to show that the CIP is stable
in DMF and dissociates in methanol.40 Thus, the reaction in
methanol takes place via a single fluoride ion, while in DMF it
occurs via an ion pair. The study also investigated the for-
mation of dimers and tetramers of TMAF, which are presented
in Scheme 3. For each solvent, the concentration of the species
changes and each aggregate has its respective reactivity.

The resolution of the equilibria and kinetic equations
related to Scheme 3 led to the reaction rate for simulated total
concentrations of TMAF and ArBr, which are 0.40 and
0.20 mol L−1, respectively.40 Based on these calculations, we
can estimate an observed free energy barrier for each solvent,
using the relation

Rate ¼ kobsCTMAFCArBr ð4Þ
where CTMAF and CArBr are the analytic concentrations of these
species. The obtained kobs was then used to determine the

Table 3 Estimated ΔG‡ for the SNAr reactions of the substrates with 3
fluoride sources, indicating the effect of ion pairing and solubility on the
reactivitya

Substrate TBAFb TMAFc CsFd

o-Chlorobenzonitrile 22.3 24.2 34.0
o-Bromobenzonitrile — 23.8 34.1
p-Chlorobenzonitrile 23.3 — —
2-Chloropyridine 25.2 26.5e 35.7
2-Bromopyridine — 25.7e 35.2

aUnits in kcal mol−1, standard state of 1 mol L−1. Experimental data
from ref. 66 and 69. bDMSO solvent, 20 °C. cDMF solvent, 25 °C.
dDMF solvent, 140 °C. eDMF solvent, 80 °C.

Scheme 3 Equilibria involving TMAF, forming dimers and tetramers.
The reaction steps are bimolecular SNAr reactions involving the
monomer (km), dimer (kd) and tetramer (kt).
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observed free energy barrier via eqn (1). The results are pre-
sented in Fig. 5. In a highly solvating medium (methanol), the
ions are free and the ΔG‡ decreases quickly with the decrease
of the solvation. With the formation of ion pairs and larger
aggregates, this decrease breaks down and the ΔG‡ increases
with further decreases of the solvation. Thus, DMF and pyri-
dine are predicted to be the most effective solvents. For com-
parison, the experiments were reported in DMF.69 This kind of
behavior of the observed free energy barrier versus solvation
was suggested in previous studies.39,70

Another kind of aggregate that has an important effect on
the reactivity and selectivity involves the interaction of anions
with hydrogen bond donor molecules such as alcohols and
ureas in aprotic solvents. Thus, Kim and co-workers have
reported that when the anhydrous TBAF reacts with a primary
alkyl bromide (Scheme 4), there is formation of only 22% fluori-
nation product and 78% elimination.25 However, in the case of
the use of the TBAF(tBuOH)4 complex, the fluorinated product
increases to 80% with only 19% elimination. In a more recent
and comprehensive study by Gouverneur and co-workers, this
same reaction was studied, along with reactions involving
several complexes of TBAF with different bulky alcohols.26 The
rate constant for the reaction with TBAF(tBuOH)4 was deter-
mined to be 0.013 L mol−1 s−1, corresponding to ΔG‡ =
23.1 kcal mol−1. Following this study, the Gouverneur group has
reported a similar analysis using ureas as hydrogen bonding

donors.27 The TBAF(urea)n complexes reacted considerably
slower than the TBAF(tBuOH)4, although the proportion of the
SN2/E2 product was increased. In the analysis reported by the
authors, they considered that there is dissociation of the ion
pair and the fluoride ion forms clusters with the bulky alcohols
or ureas in the solution phase. These clusters are considered as
the reactive species. Another very recent study makes use of
polysaccharide supported-TBAF for fluorination.71

In line with these experimental reports, a theoretical study
of the symmetric Cl− + CH3Cl reaction in chloroform solution,
with additional water molecules in solution forming Cl−(H2O)n
clusters, predicts the participation of these water molecules in
the transition state and a substantial increases in the acti-
vation barrier.72 Nelson and Benjamin have calculated that for
n = 5, the free energy barrier is 10 kcal mol−1 above the barrier
in pure chloroform and only 3 kcal mol−1 below the barrier in
pure aqueous solution.

5. Structured environment

The effect of water, alcohol and urea molecules solvating an
anion in an aprotic solvent has consequences of the increase
of the free energy barrier and improvement of the selectivity of
SN2 versus E2. This is an effect of the first solvation shell,
which makes the most important contribution to the reactivity.
Thus, we could wonder about designing a molecule with
hydrogen bond donor groups able to interact more selectively
with the transition state than with the nucleophilic anion.
Such species could lead to a lower ΔG‡ and more selectivity
towards SN2 reactions. 1,4-Benzenedimethanol (Fig. 6) was
envisioned to be able to produce such an effect.38,70,73,74

Theoretical calculations have predicted that this molecule is
able to decrease the ΔG‡ for SN2 reactions and to increase the
selectivity of SN2 in relation to E2 for fluoride38 and acetate74

nucleophiles in DMSO solvent.
A detailed analysis of the effect of hydrogen bonds provided

by different alcohols in DMSO solvent is presented in Fig. 7.70

The barrier (potential of mean force) for the model SN2 reac-
tion is predicted by theoretical calculations to be 17.0 kcal mol−1

in DMSO. The presence of methanol or tert-butanol in this
solvent increases the barrier to 20.8 and 19.8 kcal mol−1,
respectively. However, the 1,4-benzenedimethanol has the

Fig. 6 Envisioned catalytic effect in SN2 reactions by hydrogen bonds
to the incoming and leaving groups.

Fig. 5 Observed effective free energy barrier for the TMAF + ArBr reac-
tion as a function of the solvation free energy (absolute values) of the
pair of ions N(CH3)4

+ + F−. Theoretical values.40

Scheme 4 Fluorination with anhydrous TBAF (black) and with the
complex TBAF(tBuOH)4 (red).
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inverse effect, decreasing the barrier to 14.1 kcal mol−1. A
tetraol was also investigated and the effect was similar to that of
the diol, decreasing the barrier to 14.3 kcal mol−1. Thus, con-
trolling the number of hydrogen bonds, with less hydrogen
bonds to the nucleophile and more hydrogen bonds to the tran-
sition state can be useful to produce a rate acceleration effect.

In order to improve the control of the number of hydrogen
bonds in a real system, it is important to avoid any possible
formation of aggregates involving the diol and tetraol.
Otherwise, no catalytic effect would be observed. In the case of
1,4-benzenedimethanol, there is formation of stable aggregates
involving 2 molecules of 1,4-benzenedimethanol, 2 fluoride
ions and tetrabutylammonium counter ions (Fig. 8), inhibiting
any catalytic effect.70 Thus, to overcome this problem, mole-
cular cavities able to avoid dimerization were proposed, such
as the diol BDMCV and the tetraol NPTROL (Fig. 8).70,75 In par-
ticular, it was predicted that the NPTROL is effective in acceler-
ating the SN2 reaction of the fluoride ion with alkyl chloride in
DMSO solvent (calculated ΔG‡ = 18.0 kcal mol−1), leading to
very high selectivity towards the SN2 product and minimal for-
mation of the E2 product.75

In 1984, Dolling and co-workers reported a very important
study on the asymmetric phase transfer catalyzed alkylation of
indanone, using the cinchoninium ion.76 They obtained 92%
enantiomeric excess and 95% yield (Scheme 5). The expla-

nation for the enantiomeric excess was based on a model that
considers the close contact ion pair between the cinchoninium
catalyst and the indanone anion. This ion pair would block
the electrophilic attack of the methyl chloride on the indanone
side closer to the cinchoninium, leading to the selectivity.

The model of Dolling and co-workers has lasted up to 2013,
when Martins and Pliego have reported the first theoretical
study of this reaction.76,77 They found that the reaction mecha-
nism takes place via transition state stabilization, similar to
the concept presented in Fig. 6. In the cinchoninium ion cata-
lysis, the enolate group of indanone makes a hydrogen bond
with the hydroxyl group of the cinchoninium, whereas the
hydrogens close to the ammonium group interact with the
leaving chloride ion, as shown in Scheme 5. Following this
study, a more complete theoretical analysis of the mechanism,
including the phase transfer process, was able to reproduce
the kinetics of this system.78 Houk and co-workers have more
explored this mechanism.79

6. Structured environment:
solubilization and activation

In some situations, the source of the nucleophile in nucleophi-
lic substitution reactions can be an insoluble salt. An example

Fig. 7 Effect of different alcohols on the potential of mean force barrier for a model SN2 reaction in DMSO solvent determined by theoretical calcu-
lations. Reprinted with permission from J. R. Pliego Jr, J. Phys. Chem. B, 2009, 113, 505–510. Copyright (2009) American Chemical Society.

Review Organic & Biomolecular Chemistry

1908 | Org. Biomol. Chem., 2021, 19, 1900–1914 This journal is © The Royal Society of Chemistry 2021

Pu
bl

is
he

d 
on

 2
0 

st
yc

zn
ia

 2
02

1.
 D

ow
nl

oa
de

d 
on

 0
7.

01
.2

02
6 

14
:0

8:
52

. 
View Article Online

https://doi.org/10.1039/d0ob02413a


is the nucleophilic fluorination with KF or CsF. In these cases,
the structured environment needs to have both properties:
solubilizing the salt and activating the nucleophile for the
reaction. Macrocycles are a good scaffold for building a struc-
tured environment able to interact with both cations and
anions. The early report by Liotta and Harris in 1974 showed
that the 18-crown-6 is able to solubilize and activate KF for
fluorination of alkyl halides.80 Under this condition, the fluor-
ide ion was named “naked ion”, because it was thought that
the strong interaction between the crown ether and the potass-
ium ion would make the fluoride ion free to react. However,
this view is not correct. Theoretical studies of the interaction
of the KF with crown ether and the catalytic process pointed
out that the reaction takes place via ion pairs and the ring of
the ether plays an important role in the selectivity of SN2
versus E2.28,81 Fig. 9 presents these solubilization and acti-
vation steps using the 18-crown-6 as the catalyst. The free
energy barrier of 32.0 kcal mol−1 obtained from theoretical cal-
culations for a model reaction can be compared to the experi-
mentally estimated value of 30.1 kcal mol−1.28

In the past decade, efforts have been made for developing
macrocycle-based catalysts for fluorination with CsF and KF
salts. These several structures are presented in Scheme 6 and

the respective reactivity and selectivity are shown in Table 4.
The determination of the ΔG‡ from experiments was described
in ref. 82. The theoretical barriers were based on reliable calcu-
lations of a process similar to that described in Fig. 9. Two
examples of computational modeling of the reaction taking
place inside these environments are presented in Fig. 10.
Thus, Jadhav et al. have reported the use of pentaethylene
glycol (pentaEG) for fluorination of alkyl mesylates and
halides with CsF.83 The reaction was very effective, with experi-
mental ΔG‡ = 27.2 kcal mol−1 (alkyl mesylate, entry 8, Table 4)
and very high selectivity, only forming traces of the E2
product. The detailed and high level calculations,84 including
the solubilization step, have ΔG‡ = 27.9 kcal mol−1, in an excel-
lent agreement. The selectivity was also predicted to be very
high, with ΔG‡

E2 − ΔG‡
SN2 = 6.3 kcal mol−1. On the other side,

in the case of KF salt, the reactivity decreases considerably and
the theoretical calculations (entry 2, Table 4) predict ΔG‡ =
29.2 kcal mol−1, with reactivity close to that observed for
18-crown-6. However, pentaEG is much more selective. An
important aspect of the pentaEG catalysis, which makes this
species less efficient than it could be, is the dimerization of
the MF(pentaEG) complex, as shown by theoretical
calculations.84

[2.2.2]-Cryptand has been reported to be one of the most
effective phase transfer catalysts for activating KF.84–88 An early
report on the use of this catalyst for fluorination with K[18F]
and 30 min of reaction aimed to obtain 2-[18F]-Fluoro-2-deoxy-
D-glucose has shown that this macrocycle is very useful for fast
fluorination.87 Schwesinger et al. have also reported that
[2.2.2]-cryptand promotes a very fast fluorination of 1-iodoun-
decane.86 However, the E2 product was the majority. More
recently, Kim and co-workers have used [2.2.2]-cryptand for
fluorination of a primary alkyl mesylate with KF.85 Although
the reaction was fast, about 11% E2 product was generated.
The estimated experimental ΔG‡ is 27.3 kcal mol−1, and ΔG‡

E2

− ΔG‡
SN2 = 1.5 kcal mol−1 (entry 7, Table 4). Theoretical calcu-

lations have shown that the main contribution for the catalytic
effect of the [2.2.2]-cryptand in relation to 18-crown-6 is the
solubilization step.84,88

The group of Kim has made recent efforts to develop a new
class of catalysts involving macrocycles combined with calix[4]
arenes and hydroxyl groups, as the structures BACCA and
BTC5A in Scheme 6.29,85,89 The BACCA structure is very selec-
tive towards SN2, although it only works for CsF salt.29 The
respective experimental ΔG‡ values for fluorination of aceto-
nitrile (entry 5) and tert-amyl alcohol (entry 10) are 27.6 kcal
mol−1 and 26.2 kcal mol−1. Theoretical calculations have eluci-
dated the mechanism and found that the two hydroxyls work
by interacting with the incoming and leaving groups, as shown
in Fig. 10 for a slightly modified BACCA, named BACCAt.82

These calculations have determined that ΔG‡ = 27.3 kcal
mol−1, in very good agreement with the experimental value of
26.2 kcal mol−1.

Aimed to improve the catalysis of fluorination using the
more challenging KF salt, Kim and co-workers have proposed
a new structure, BTC5A, with 5 ether groups instead of 6 in

Fig. 8 Formation of aggregates of 1,4-benzenedimethanol with
fluoride ions and tetrabutylammonium counter ions. Two proposed
structures (BDMCV and NPTROL) with a molecular cavity able to avoid
aggregation. The bottom structure is the SN2 transition state inside the
NPTROL cavity.
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BACCA, and longer carbon chain bonds to the hydroxyls.85 The
new species was much more effective, with a catalytic effect
similar to that of the [2.2.2]-cryptand, but substantial better
selectivity toward SN2 reaction (entry 6). It is also interesting to
observe that the authors have reported that the use of apolar
solvents such as toluene is more effective than the polar
aprotic acetonitrile solvent.

Our group has also recently designed new macrocycles for
activating KF salt.88,91 The new designed structure was the
DB18C6-4OH (Scheme 6), based on the idea of combining the
crown ether ability to complex the cation, with hydroxyl groups
in distant positions able to interact with the incoming and
leaving groups in the SN2 transition state, as shown for the
NPTROL in Fig. 8. The calculations have indicated that this
basic scaffold is effective in catalyzing the reaction, leading to
ΔG‡ = 27.0 kcal mol−1 (entry 9). Nevertheless, this species can
form dimers and a true functional structure requires the
addition of bulk groups close to the hydroxyls to inhibit
dimerization.88

Recent theoretical design studies have been reported, aimed
to create more effective catalysts. As a result, a new structure

Scheme 5 Mechanism of asymmetric phase transfer catalyzed alkylation of indanone. The Martins–Pliego model was based on DFT calculations.

Fig. 9 Solubilization and activation of the KF using 18-crown-6 in
acetonitrile solvent. The free energy for each step was obtained from
theoretical calculations.
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named TCEbut was found to be a very efficient phase-transfer
catalyst for fluorination. This species has two thiourea groups
able to interact with the fluoride ion via four hydrogen bonds,
whereas the crown ether group interacts with the potassium
ion. This very strong interaction leads to easy solubilization of

the KF salt. In the transition state, the thiourea groups interact
with the incoming and leaving groups (Fig. 10), leading to the
final ΔG‡ = 24.5 kcal mol−1 (entry 12). Thus, the calculations
suggest that this species is a highly effective phase-transfer cata-
lyst, overcoming the [2.2.2]-cryptand.

Scheme 6 Macrocycles investigated for nucleophilic fluorination of alkyl halides and mesylates with CsF and KF. DB18C6-4OH and TCEbut only
have theoretical studies.

Table 4 Experimental and theoretical reactivity and selectivity of SN2 versus E2 for macrocycle catalyzed fluorination of alkyl halides or mesylates
with CsF or KFa

Entry Catalyst R–X Reaction conditions ΔG‡
obs ΔG‡

E2 − ΔG‡
SN2 Ref.

1 18-Crown-6 R–Br KF, 82 °C, acetonitrile 30.1 (32.0) (−0.2) 28
2 PentaEG R–OMs (KF, 25 °C, acetonitrile) (29.9) (6.2) 84
3 18-Crown-6 + tert-butanol R–Br KF, 82 °C, acetonitrile 28.6 (28.4) 1.7 (3.1) 28
4 18-Crown-6 + BDMb R–Br KF, 82 °C, acetonitrile 28.1 (24.3) 1.9 (5.0) 90
5 BACCA R–OMs CsF, 100 °C, acetonitrile 27.6 >3 29
6 BTC5A R–OMs KF, 100 °C, acetonitrile 27.5 2.6 85
7 [2.2.2]-Cryptand R–OMs KF, 100 °C, acetonitrile 27.3 1.5 85
8 PentaEG R–OMs CsF, 100 °C, acetonitrile 27.2 (27.9) >3 (6.3) 83 and 84
9 DB18C6-4OH R–Br (KF, 25 °C, toluene) (27.0) (2.2) 88 and 91
10 BACCA R–OMs CsF, 100 °C, tert-amyl alcohol 26.2 (27.3) >3 29 and 82
11 [2.2.2]-Cryptand R–OMs (KF, 25 °C, toluene) (26.1) — 84
12 TCEbut R–OMs (KF, 25 °C, toluene) (24.5) (3.9) 84

a Theoretical values in parentheses. Units in kcal mol−1. Standard state of 1 mol L−1.
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Although structures such as BTC5A are very effective for
activating KF, and calculations have suggested that TECbut
could be even more efficient, these species have some com-
plexity and the use of simpler species with a similar effect
would be an interesting alternative. In line with this thinking,
crown ethers could be combined with bulky alcohols or bulky
diols. Thus, it was theoretically predicted and experimentally
found that stoichiometric addition of tert-butanol to 18-crown-
6 improves the catalysis.28 The effect is even better with the

addition of bulky diol 1,4-bis(2-hydroxy-2-propyl)benzene
(named BDMb), which is able to stabilize the transition state
via two hydrogen bonds (see Fig. 10).90 For comparison, see
entries 1, 3 and 4 in Table 4. In a study by Jadhav et al. the KF
(18-crown-6) complex was used as a reagent for fluorination in
tert-amyl alcohol solvent.92

The use of chiral bis-urea able to provide hydrogen bonds
for asymmetric fluorination and involving the solubilization of
KF or CsF was recently reported by Gouverneur and co-
workers.93–95 It is worth observing that the substrate under-
going the SN2 reaction is an ammonium or sulfonium ion,
which is ion paired to the hydrogen bonded fluoride ion. The
development of an asymmetric fluorination of general alkyl
halides or mesylates with KF is an important step ahead.

7. Conclusion

Ionic species, mainly small and charge centered ions, are very
reactive species in the gas phase and solvation attenuates the
rate of ion-molecule reactions. A more solvating medium leads
to less reactivity. The role of counter-ions also needs be con-
sidered for understanding ionic reactivity in the condensed
phase. In fact, ion pairing can lead to the participation of the
counter-ion in the transition state and can change the ionic
reactivity. In a less solvating medium, larger aggregates can be
formed and the effect on the reactivity can be even higher. It is
important to take into account these multiple equilibria in the
solution phase for rationalizing the best solvent able to
promote the reaction.

The first solvation shell of an ion plays an important role in
determining the reactivity and selectivity. Thus, with adequate
design of the solvation shell with a large structure able to
interact with the ion and with the transition state, ionic reac-
tivity can be modulated. In a sense, the interaction of the
solute with the medium can be seen as a continuum, going
from the solvent, made of small molecules that fit to the
solute, to a highly structured medium, where the solute fits to
the surrounding. This is an important concept for taking
control of chemical reactivity by intermolecular forces.

In the case of insoluble ionic salts, the structured environ-
ment must be able to solubilize the salt. The interaction with
both the cation and the anion is advantageous in relation to
cation interactions only, provided by macrocycles.
Modification of the macrocycles, with the addition of groups
able to provide multiple hydrogen bonds with the anion, can
lead to better solubilization of the salt. Further, multiple
hydrogen bonds interacting with the incoming and leaving
groups in the SN2 transition state can lead to more efficient
catalysis. This combination of macrocycles with alcohols can
also involve separated species, as the catalysis promoted by
18-crown-6 combined with a bulky diol. More studies involving
design of new species with a structured environment, also
including a chiral backbone, can lead to even better reactivity
and selectivity of SN2 reactions, mainly nucleophilic
fluorination.

Fig. 10 Two examples of the SN2 transition state for fluorination of
ethyl mesylate with CsF (top) and KF (middle) taking place in the
environment provided by macrocycles. Bottom, the combination of
18-crown-6 and the bulky diol BDMb activating KF for fluorination.
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