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Abstract 

 A predictive theory connecting atomic structure to the rate of recombination would enable 

the rational design of semiconductor nanomaterials for optoelectronic applications.  Recently our 

group has demonstrated that the theoretical study of conical intersections can serve this purpose.  

Here we review recent work in this area, focusing on the thesis that low-energy conical 

intersections in nanomaterials share a common feature: locality.  We define a conical intersection 

as local if a) the intersecting states differ by the excitation of an electron between spatially local 

orbitals, and b) the intersection is accessed when the energies of these orbitals are tuned by local 

distortions of the geometry.  After illustrating the locality of the conical intersection responsible 

for recombination at dangling bond defects in silicon, we demonstrate the locality of low-energy 

conical intersections in cases where locality may be a surprise.  First, we demonstrate the locality 

of low-energy self-trapped conical intersections in a pristine silicon nanocrystal, which has no 

defects that one would expect to serve as the center of a local intersection.  Second, we demonstrate 

that the lowest energy intersection in a silicon system with two neighboring dangling bond defects 

localizes to a single defect site.  We discuss the profound implications of locality for predicting 

the rate of recombination and suggest that the locality of intersections could be exploited in the 

experimental study of recombination, where spectroscopic studies of molecular models of defects 

could provide new insights.  
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1. Introduction 

It is often stated that semiconductor nanomaterials sit between the molecular and the bulk 

material limits.  They exhibit some properties familiar from these two limits, and other unique (and 

often tunable) properties that scale between them.  Consistent with this view is the fact that the 

optical and electronic properties of these materials are determined by a combination of delocalized 

and localized electronic states.  For example, it is well known that the absorption and emission 

spectra of well-passivated semiconductor nanoparticles often arise from quantum-confined 

electronic excited states—those that are delocalized over the full volume of the particle.1, 2  Thus, 

the absorption and emission energies can be tuned by varying the size and shape of the particle.   

 In contrast, in many cases nonradiative recombination (NRR) of electron and hole is 

attributed to electronic states that are localized to a particular defect site.3, 4  Developing a 

microscopic mechanistic understanding of NRR is crucial to the rational design of materials for 

applications such as solar energy conversion, light emission, and sensing.  However, development 

of such understanding remains challenging, due in large part to the heterogeneous nature of 

nanomaterials.  Unlike well-defined molecules, an experimentally prepared sample of 

nanoparticles contains particles of varying size, structure, and defect composition, and particles 

prepared under different conditions or in different labs are unlikely to be exactly the same.  

Experimental control and characterization of the surfaces of nanomaterials is a developing field.5-

8  Given this uncertainty, theory and simulation have played an important role in connecting 

structure to function in these materials.9-15  However, the same heterogeneities and uncertainties 

that make experimental study difficult also plague theoretical studies, and the large size of 

nanomaterials (relative to molecules) necessitate significant approximations in their simulation.  
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Though theoretical methods for predicting quantum confinement effects are well established and 

quite accurate, the simulation of NRR is a less mature and rapidly developing area. 

 Because NRR typically occurs via the relatively local, molecule-like excited states of 

defects, it is natural to use ideas and methods from molecular photochemistry to model and 

understand it.  Over the last several years, our group has done exactly this, employing the 

characterization of conical intersections between potential energy surfaces (PESs) as a tool for 

understanding NRR.  Conical intersections are points in geometry space where states of the same 

spin are degenerate.16, 17  At these points, the nonadiabatic coupling between electronic states is 

singular, and it is quite large in the surrounding region of geometry space.  When this region is 

accessed, the nonadiabatic coupling facilitates fast and efficient nonradiative transitions between 

electronic states.  Conical intersections have been implicated in the photochemistry of a wide range 

of molecules, and it is now well established that such intersections are ubiquitous features of the 

PESs of polyatomic systems.18-22    

 Our group has demonstrated that conical intersections are often associated with specific 

defects on the surfaces of semiconductor nanoparticles.  Analysis of these defect-induced conical 

intersections (DICIs) has shed light on several mysterious features of the emission of silicon 

nanocrystals (SiNCs), which show great promise for applications in light emission.23  Namely, we 

have demonstrated that nonradiative pathways associated with DICIs can explain the unusual 

particle size–independent luminescence energies of oxidized SiNCs24-27 and the complex 

relationship between surface structure and luminescence yield in SiNCs.28 

 A predictive understanding of recombination requires an assessment of the universal 

features of conical intersections.  One feature that, to date, appears to be universal is locality.  

When we describe a conical intersection as a local feature of the material, we mean that it meets 
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two criteria: 1) The electronic transition associated with the intersection is characterized by the 

transfer of an electron between two spatially local orbitals, and 2) the intersection is brought about 

by local distortions of the geometry that tune the energies of these local orbitals.  In this perspective, 

we will discuss recent progress towards a mechanistic understanding of NRR via conical 

intersections, paying particular attention to their locality.  After briefly reviewing the 

computational methods available to describe conical intersections in nanomaterials, we will 

present an illustrative example of the locality of DICIs.  Then we will address several questions:  

Are conical intersections present in pristine nanocrystals?  If so, do they remain local?  Do DICIs 

remain local in systems with multiple defects?  We will argue that locality is a universal feature of 

low-energy conical intersections, in semiconductors as well as in molecules, and therefore that 

understanding the local electronic features of materials is essential to predicting a material’s 

propensity for NRR.  We will conclude by discussing important consequences of the locality of 

conical intersections for both the fundamental physics of NRR and for how they are studied both 

theoretically and experimentally. 

2. Methods for Identifying Conical Intersections in Nanomaterials 

 Kohn-Sham density functional theory (DFT)29 and its most common excited state 

extension, linear response time dependent (LR-TD-) DFT,30, 31 have been established as methods 

of choice for modeling the electronic structures of nanomaterials in most contexts.  This is because 

density functionals offer an excellent balance between the accuracy of the treatment of dynamical 

electron correlation and computational cost.  However, DFT and LR-TDDFT are known to predict 

intersections between the electronic ground and excited states with incorrect dimensionality.32  

Conical intersections exist not as single points, but as 3N-2 dimensional seams in geometry space, 

where N is the total number of atoms.  DFT/LR-TDDFT, however, predicts intersection seams that 

Page 4 of 27Physical Chemistry Chemical Physics



5 
 

are incorrectly 3N-1 dimensional.32  Thus, in their most widely used forms these otherwise useful 

methods cannot be applied to model conical intersections.  Several DFT-like methods that can 

compute conical intersections with proper dimensionality have been proposed, based either on 

modifications of the LR-TDDFT response formalism33-39 or incorporation of a DFT-like 

description of electron correlation into a multireference framework.40-43  These methods have yet 

to be widely adopted, though they show great promise. 

 In molecular photochemistry, the most widely used electronic structure method for 

studying conical intersections is the state-averaged complete active space self-consistent field (SA-

CASSCF) method.44  Until recently, however, its large computational cost prevented the 

application of SA-CASSCF to larger nanoscale systems.  Advances in electronic structure theory 

and high-performance computing have enabled the study of conical intersections in nanoscale 

systems for the first time.  These advances, which have recently been reviewed in detail,45 are 

briefly summarized here. 

 The large computational cost of multireference electronic structure methods such as SA-

CASSCF has been overcome by enlisting graphics processing unit (GPU) accelerators.46, 47  GPUs 

are massively parallel computer processors—with thousands of floating point processors on a 

single chip—designed for graphical applications such as computer games.  Their excellent floating 

point performance and high memory bandwidth make them ideal for floating point–intensive tasks 

like electronic structure calculations.  With careful implementation, two-order-of-magnitude 

speed-ups have been obtained,46, 48, 49 enabling the application of multireference methods to 

nanoscale systems.  

 However, SA-CASSCF suffers two additional problems that limit its applicability to 

nanoscale systems: 1) excitation energies computed at the SA-CASSCF level of theory are not size 
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intensive (that is, the error in computed excitation energies increases with the increase in the 

system size),50 and 2) the higher densities of single-electron states (orbitals) in large systems can 

lead to instabilities in the SA-CASSCF equations, in turn resulting in discontinuous PESs and 

convergence difficulties.51-53  Both of these problems can be attributed to the fact that the orbital 

coefficients and configuration interaction (CI) expansion vectors are optimized simultaneously in 

SA-CASSCF.  These problems can be overcome by replacing SA-CASSCF with complete active 

space configuration interaction (CASCI) methods.  In a CASCI calculation, the orbital and CI 

vector optimizations are separated into two steps.  Many variations on CASCI exist, differing in 

the recipe used to determine the orbitals.50, 54-59  Because the orbital coefficients and CI vector are 

not simultaneously optimized, CASCI is variationally inferior to SA-CASSCF.  However, because 

issues with size intensivity and numerical instability can be avoided, CASCI methods can be 

designed to be qualitatively superior to SA-CASSCF in these specific ways.  CASCI methods are 

also often computationally cheaper than SA-CASSCF, though the computational scaling is the 

same, so this is a more minor advantage.  For studying conical intersections in nanomaterials, 

preferred methods include the configuration interaction singles natural orbital (CISNO)50 and 

floating occupation molecular orbital (FOMO) approaches.57, 58  CISNO and FOMO both exhibit 

numerical stability and size intensive excitation energies.50  Fast GPU-accelerated 

implementations of both exist in the TeraChem software package.46, 48, 49, 60 

Analytic calculations of gradients and nonadiabatic coupling vectors61, 62 enable the fast 

optimization of conical intersections and ab initio molecular dynamics (AIMD) simulations in 

nanoscale systems.  Numerous methods exist for conical intersection optimization.63-68  These 

methods identify minimal energy conical intersections (MECIs), points of locally minimal energy 

on the seam of degeneracy.  MECIs can be thought of in analogy to transition states in ground state 
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chemistry; they are representative of the region of geometry space in which transitions between 

electronic states are highly efficient, just as transition states are representative of the region of 

geometry space in which the molecule is likely to transition between reactant and product. 

 CASCI is a useful zeroth order method, but calibration to methods that accurately describe 

dynamic correlation is essential to achieving accurate results.  Standard multireference wave 

function–based methods including dynamic correlation are not presently applicable to nanoscale 

systems due to their high computational cost.  However, as will be discussed below, cluster models 

of defects provide excellent molecule-sized (ca. 10-20 heavy atoms) models for the study of NRR.  

Application of accurate dynamically correlated methods such as multi-state complete active space 

second order perturbation theory (MS-CASPT2)69, 70 and multireference configuration interaction 

(MRCI) to systems of this size is routine, enabling the careful quantification of errors arising from 

the absence of dynamic electron correlation in the CASCI treatment of larger nanoscale systems. 

 One key advantage of the conical intersection theory of NRR relative to the more widely 

applied band theory is worth mentioning in this context.  Band theory assumes interactions 

between charge carriers are negligible.  This may be an excellent approximation for delocalized 

electronic states in crystalline materials but likely breaks down when charge carriers localize to 

defects.  In contrast, PESs can, in principle, be computed exactly, including arbitrarily strong 

correlation between charge carriers.  As such, the conical intersection approach to modeling 

recombination inherently includes fewer approximations than band theory. 
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Figure 1.  The MECI between the ground and first excited state of the dangling bond–containing 

Si72H63 SiNC.  Panel a) shows the n orbital and panel b) shows the σ orbital.  In panel b) the defect 

site is marked by a purple arrow.   

 

3. Locality of the Dangling Bond DICI 

 Here we will analyze one of the most well-known nonradiative centers, the silicon dangling 

bond defect, as an illustrative example of the locality of DICIs.  It is well established that dangling 

bond defects—three-coordinate silicon atoms—introduce efficient pathways for NRR.71-74  In the 

neutral state of the defect, a single electron populates a nonbonding (n) hybrid orbital.  Passivation 
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of this defect by hydrogenation and hydrosilylation are well known approaches to eliminate these 

centers.75, 76  The textbook mechanism of NRR at these defects is as follows:10, 73 1) A charge 

carrier (either electron or hole) can become trapped in the n orbital. 2) A second charge carrier of 

opposite charge (either a hole in the valence band or electron in the conduction band) then 

recombines with the trapped carrier.  In this mechanism the trapped charge carrier is stabilized by 

a local distortion of the coordination environment of the under-coordinated silicon atom; in the 

case of a trapped electron (hole) the under-coordinated atom pyramidalizes towards a more sp3-

like structure (flattens towards a more sp2-like structure).  Prior to recombination, the second 

carrier occupies either the valence or conduction band and is therefore delocalized. 

Using AIMD simulations based on FOMO-CASCI, we have recently revisited the 

mechanism of NRR in these materials.26  This work demonstrated that this process can be described 

in terms of conical intersections and that going beyond the independent particle (band) picture 

yields deeper insights into the dynamics of NRR.  The structure of the MECI between the ground 

and first excited electronic states of a dangling bond–containing SiNC (Si72H63; 1.7 nm diameter) 

is shown in Figure 1.  In this model, all surface sites aside from the dangling bond defect are 

passivated by hydrogen atoms.  The two orbitals involved in the electronic transition at the conical 

intersection are also pictured.  The orbital pictured in Figure 1a is precisely the n orbital described 

above.  This orbital is singly occupied in the electronic ground state, and takes on a second electron 

in the lowest excited state.  The second orbital involved in the intersection, which is doubly 

occupied in the ground electronic state and singly occupied in the first excited state, is pictured in 

Figure 1b.  Contradicting conventional wisdom, this orbital is not delocalized over the entire 

particle.  Instead, the electron density of this Si-Si σ bonding orbital is local to the few atoms 

surrounding the defect sight.  This localization is attributed in part to the Coulomb attraction of 
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the hole populating this orbital for the electrons occupying the n orbital.   This attraction is 

neglected in standard band theory. 

 

Figure 2.  The energies of the MECIs in dangling bond–containing particles ranging from Si10H15 

to Si72H63.  Left and right insets show the smallest and largest clusters, respectively. 

 

At the intersection, the ground and first excited states are degenerate.  This degeneracy is 

brought about by local geometric distortions that tune the energies of these two orbitals.  Two 

specific distortions are observed: a pyramidalization motion that tunes the energy of the n orbital 

(just as described above) and an asymmetric stretching motion of the three Si-Si bonds surrounding 

the defect Si atom, which stabilizes the hole in the σ bonding orbital.  This second motion is the 
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direct consequence of the localization of this σ bonding orbital and drives further localization 

because the hole is further stabilized by stretching.  This motion is not predicted by the standard 

band model of this process and could potentially serve as an experimental signature for 

recombination by dangling bond. 

A very important consequence of the locality of these intersections is that the energies of 

these intersections relative to the ground state minimum energy is relatively insensitive to the size 

of the particle.  Figure 2 shows the energies of structurally similar MECIs in particles ranging in 

size from Si10H15 (a molecular model based on sila-adamantane) to the Si72H63 SiNC described 

above.  The vertical excitation energies of the quantum confined excitons in pristine SiNCs of the 

same sizes are shown for comparison.  The changes in the MECI energies are slight compared to 

those in the vertical excitation energies of the quantum confined states.  Specifically, the MECI 

energy decreases by 0.29 eV (from 2.67 to 2.38 eV) while the vertical excitation energy decreases 

by over 2 eV.  Similar size-insensitivity has been predicted for the energies of DICIs associated 

with silicon epoxide and Si=O double bond defects.25  The consequences of the size-insensitivity 

of the MECI energies are discussed in Section 6, but first we will consider whether locality is a 

feature specific to DICIs or a general feature of conical intersections in all systems. 

4. Do Conical Intersections in Pristine Nanocrystals Remain Local? 

 We have established that the conical intersections associated with dangling bond defects 

are local; they arise due to local distortions of the nuclear structure around the defect which tune 

the energy of a local electronic transition.  This raises interesting questions.  Do pristine 

nanoparticles—the lowest excitations of which are typically delocalized—exhibit conical 

intersections?  If so, are these intersections local like DICIs are, or do they involve nonlocal 

distortions of the nuclear structure and/or nonlocal electronic transitions?  Note that conical 
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intersections in pristine materials are just as important as DICIs.  It is these intersections that 

correspond to the inherent recombination mechanism of the material, controlling its 

photoluminescence yield in the absence of specific defects. 

 To address the questions above we will consider a pristine hydrogen-terminated SiNC, 

Si72H64.  We have identified a MECI in this nanoparticle at the FOMO-CASCI/LANL2DZ77 level 

of theory and present it in Figure 3.  A two-electron/two-orbital active space was chosen.  The 

structure is shown in Figure 3a, with three silicon atoms labeled Si1, Si2, and Si3.  In the ground 

state structure (not shown) covalent bonds connect Si1 with Si2 and Si1 with Si3.  At the MECI 

structure, however, these bonds are significantly stretched.  Specifically, the bond lengths increase 

to 3.08 and 3.19 Å at the MECI from 2.36 Å at the ground state minimum structure.  At least in 

this case, it appears that the nuclear distortions associated with a conical intersection in a pristine 

nanoparticle are local, despite the absence of a local defect. 

 

 

Figure 3.  The structure of the MECI of the pristine Si72H64 SiNC is shown in panel a.  The PONOs, 

σ and σ*, are presented in panels b and c, respectively. 

 

Si1

Si2

Si3

(a) (b) (c)Si1

Si2

Si3
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The partially occupied natural orbitals (PONOs) associated with the intersecting electronic 

states are pictured in Figures 3b and 3c.  (The PONOs are computed as the eigenvectors of the 

state-averaged one-electron reduced density matrix, averaged over the two intersecting states.)  It 

can be seen that these orbitals are local to the region of nuclear distortion.  One orbital is the σ 

bonding orbital between Si1 and Si2 (state-averaged occupation number 1.5), while the other is 

the σ antibonding orbital between Si1 and Si3 (σ*; state-averaged occupation number 0.5).  The 

intersection occurs between a state in which σ is doubly occupied and one in which σ and σ* are 

each singly occupied.  One can think of this transition as the creation of a self-trapped exciton. 

Having established the locality of the MECI in a pristine hydrogen-terminated SiNC, we 

now ask whether this self-trapping mechanism is general.  We will argue that this mechanism is 

likely general and that energetically accessible intersections involving delocalized excitations and 

geometric distortions are unlikely under any circumstances.  Our argument is based on the deep 

understanding of conical intersections that has been developed in the field of organic 

photochemistry over many years.  The self-trapped intersection in a pristine SiNC is an example 

of a biradicaloid intersection.  Biradicaloid intersections arise when nuclear distortions bring about 

near degeneracy of the highest occupied and lowest unoccupied molecular orbitals (HOMO and 

LUMO).  At such geometries the configuration in which the HOMO is doubly occupied and that 

in which the HOMO and LUMO are each singly occupied may become degenerate, resulting in a 

conical intersection.  A detailed explanation of biradicaloid intersections can be found in the classic 

text on organic photochemistry by Michl and Bonacic-Koutecky.78 

Our argument that energetically accessible conical intersections will, in general, involve 

only local distortions of the electronic structure and geometry arises from this biradicaloid picture.  

Imagine a large system, such as a nanoparticle, in which the HOMO and LUMO are delocalized 
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over the entire system.  One could, in principle, bring the energies of these orbitals into near 

degeneracy by distorting the geometry of the entire system (e.g. symmetrically stretching all bonds 

in the system to bring a bonding HOMO and antibonding LUMO into degeneracy.)  It is very 

likely that a conical intersection could be achieved in this way, but the energetic cost would be 

enormous.  The energy of every electron pair involved in chemical bonding would be increased, 

resulting in a conical intersection geometry with a very high energy. 

Local nuclear distortions, on the other hand, break the effective symmetry of the system, 

resulting in a localization of the HOMO and LUMO.  For example, stretching one or two chemical 

bonds will significantly increase the energies of one or two pairs of electrons, but leave the 

remaining electrons near their ground states energies.  In this way the localized HOMO and LUMO 

are tuned to near degeneracy, yielding a relatively low-energy conical intersection. 

This effect can be clearly illustrated using a classic example of a series of organic 

molecules with conical intersections: short polyenes.79, 80  MECI geometries of the four shortest 

polyenes with HOMOs and LUMOs (computed as state-averaged PONOs) are presented in Figure 

4a.  (See Supplementary Information for computational details.)  In all four cases, the intersection 

is reached by twisting of a terminal carbon-carbon double bond and pyramidalization (sp2→sp3 

hybridization) of the terminal CH2 group.  Together, these distortions bring about near degeneracy 

of the HOMO and LUMO, which manifests in a conical intersection.  Note that both orbitals are 

local to the region of the twisted bond, in contrast to the lowest excitation at the ground state 

minimum energy structure, which is well known to be delocalized over the entire π system (not 

shown).  This is a prime example of our argument; local distortions of the geometry localize the 

HOMO and LUMO and bring them into near degeneracy, leaving the remaining electrons 

relatively unperturbed.   
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Figure 4.  a) The HOMO (state-averaged occupation number ~1.5; left) and LUMO (state-

averaged occupation number ~0.5; right) from biradicaloid intersections in a series of linear 

polyenes.  b) The vertical excitation (VE) energy at the Franck-Condon (FC) point (blue) and the 

energy of the MECI (orange) relative to the ground state minimum energy are presented as a 

function of carbon chain length. 

 

The locality of the intersections can also be seen in their energies.  Figure 4b shows two 

energies as a function of the number of carbons in the polyene chain: the energy of the lowest 

singlet excited state at the ground state minimum energy structure (vertical excitation energy) and 

the energy of the MECI.  Both energies are computed relative to the ground state minimum energy.  
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Notice that the vertical excitation energy, which corresponds to a delocalized excited state, 

decreases sharply with increasing chain length, consistent with quantum confinement effects.  

However, the MECI energy stays nearly constant.  The weak dependence of the MECI energy on 

system size is a quantitative marker of the locality of a conical intersection.   

The consequences of this size insensitivity are also well illustrated by this series of short 

polyenes.  Upon vertical excitation, both ethylene and s-trans-1,3-butadiene have more than 

enough energy to reach their associated intersections, and thus efficiently decay nonradiatively to 

the ground state.  Vertically excited all-trans-1,3,5,7-octatetraene, on the other hand, lacks the 

energy to reach the intersection in Figure 4, consistent with the knowledge that it fluoresces.81  It 

must be noted that, though illustrative, this presentation of the photochemistry of polyenes is 

dramatically oversimplified.  The PESs of polyenes are complicated by the presence of many 

conical intersections not presented in Figure 4.79, 80 

To date, all conical intersections that we have identified in nanomaterials are biradicaloid 

in nature,24, 25, 27, 28, 82-85 with the single exception of the dangling bond described above.  The 

dangling bond is simply a radical, but a similar energetic balance results in a conical intersection; 

the n and σ orbitals must be tuned to near degeneracy to bring about a conical intersection between 

PESs.  Other examples of conical intersections in molecules include tetraradicaloids,86 which again 

arise when local geometric distortions tune the energies of local orbitals into near degeneracy.  In 

all of these cases, delocalized geometric distortions should be expected to result in a larger increase 

in the total energy than more localized distortions.  Thus, the argument above can easily be 

generalized from biradicaloids to other common classes of conical intersections. 
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5. Does the Presence of Multiple Defects Affect the Locality of DICIs? 

 Our past studies of DICIs have focused on idealized nanoparticles containing a single 

defect, but a realistic nanoparticle may have more than one defect on its surface.  A natural question 

is whether the defects behave independently of one another or interact, modifying the 

recombination mechanism.  In other words, are DICIs local to a single defect even in the presence 

of multiple defects?  With this question in mind we have studied pathways for nonradiative decay 

in nanoscale slab models of the silicon surface (Si70H68) containing pairs of dangling bond defects.  

The distance between dangling bond defects was varied from 3.9 to 10.3 Å, and the structure and 

energies of the intersection were analyzed.  A publication describing a detailed study of this system, 

including dynamical simulations investigating the possibility of energy transfer between defects, 

is forthcoming.  However, in this work we analyze an MECI to specifically address the question 

of whether non-radiative recombination pathways are affected by the presence of multiple defects 

in close proximity.  The ground state of this system is a spin triplet, thus the intersection between 

the ground and first excited triple states is reported.  It was computed at the FOMO-CASCI level 

with a 10-electron/6-orbital active space and the LANL2DZ basis set (five active electrons in three 

active orbitals on each defect). 
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Figure 5.  The MECI structure of a nanoscale slab with two dangling bond defects located at DB1 

and DB2.  The structure is shown in panel a, and the n and σ PONOs (state-averaged occupation 

number ~1.5 in both cases) are shown in panels b and c, respectively.  The upper and lower pictures 

in each panel show the top and side views of the same geometry and orbital. 

 

 The MECI structure and state-averaged PONOs of a slab in which two dangling bond 

defects are separated by 3.9 Å (two Si-Si bonds) are presented in Figure 5.  Just as in the case of 

the solitary dangling bond described above, the two PONOs are the n orbital of an under-

coordinated silicon atom (DB1, in this case), and the σ bonding orbital on an adjacent Si-Si bond.  

The n PONO is not observed to delocalize to the other dangling bond.  The σ orbital is somewhat 

more delocalized by nature, even in the case of a solitary dangling bond (Figure 1b).  However, 

even in this case the σ orbital remains centered on the most stretched Si-Si bond adjacent to DB1.   

The geometric distortions associated with this intersection are also localized to the DB1 

site.  The side view (Figure 5a bottom) shows the DB1 site to be noticeably more pyramidalized 

(sp3-like) than DB2.  This hybridization stabilizes the localization of a second electron in the n 

orbital in one of the intersecting states.  The longest of the three Si-Si bonds surrounding DB1 is 

DB1

DB2

DB1
DB2

(a) (b) (c)

DB1

DB1
DB2

DB2
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3.00 Å, compared to values of 2.36, 2.39, and 2.41 Å surrounding DB2.  It is this longest bond 

upon which the σ orbital has the most density (Figure 5c).  A similar MECI has been identified 

with the excitation localized on DB2, rather than DB1 (not shown). 

Just as the electronic excitation and associated geometric distortions are local to the defect 

site, energetics also suggest the locality of the intersection.  The MECI of the two-dangling-bond 

slab pictured in Figure 5 is 2.33 eV above the ground state minimum energy, compared to 2.38 eV 

for the isolated dangling bond defect described above, suggesting only a very week interaction 

between defects.  Comparison to a second slab system in which DB1 and DB2 are separated by 

10.3 Å rather than 3.9 Å (6 Si-Si bonds rather than 2 Si-Si bonds) also suggests a very weak 

interaction; the MECI in the 10.3 Å system (not pictured) is 2.41 eV above the ground state 

minimum energy—less than 0.1 eV above that of the 3.9 Å system. 

Thus, intersections in systems with multiple defects appear to very closely resemble those 

in systems with one isolated defect.  In light of the arguments made in Section 4 regarding the 

locality of intersections in pristine systems, this is not at all surprising.  One could likely bring 

about a nonlocal conical intersection by distorting the geometry around both defects symmetrically.  

However, this will disturb many electrons, resulting in a high energy.  Distorting the structure of 

a single defect disturbs fewer electrons and can therefore bring about a conical intersection at a 

lower energy.   
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Figure 6.  Illustration of the effect of particle size on the activation energy for localization.  The 

PES of the localized state (whether defect-localized or self-trapped) is shown in black.  The energy 

of this state is assumed to be particle size independent.  A band of parallel PESs for quantum-

confined states corresponding to different particle sizes is shown in rainbow colors.  Colors ranging 

from red to purple correspond to nanoparticles ranging from larger to smaller.  The localization 

process is the rate-limiting step in recombination, assuming fast subsequent passage through the 

conical intersection between the localized and ground electronic states.  The activation energies 

are shown for the extreme red and purple cases to illustrate the strong dependence of the activation 

energy on particle size.   
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6. Conclusions 

 In this perspective we have argued that, in general, low energy conical intersections will 

involve local electronic transitions and local distortions of the geometry, even in nanoscale systems 

whose vertical excitations are strongly delocalized.  We note, however, that our arguments are 

general to all areas of photochemistry and photophysics.  Whether studying molecules, 

semiconductor nanocrystals, or larger bulk systems, our argument holds.  The energies of localized 

electronic transitions can be tuned by local geometric distortions, and local geometric distortions 

result in a smaller increase in the total energy of the system than global distortions.   

 The locality of conical intersections has important consequences for the study of NRR in 

nanomaterials.  The first of these consequences arises from the fact that the energies of local 

conical intersections are relatively insensitive to system size. Unintuitively, such size-insensitive 

intersection energies lead to strongly size-sensitive rates of non-radiative recombination.  We have 

argued this point in detail in several other publications,25-27, 45 and briefly recap here.  The 

luminescence of SiNCs arises from a quantum-confined (delocalized) exciton.87  NRR of this 

exciton in a semiconductor nanocrystal via conical intersection is (at least) a two-step process, as 

illustrated in Figure 6.  The first step is localization of the excitation to the site of the conical 

intersection.  This site is often a defect on the surface, but localization can also occur via self-

trapping as in the pristine SiNC described in Section 4.  This localization is followed by relaxation 

to the electronic ground state through the conical intersection (whether defect-induced or self-

trapped).  This latter process is often fast and efficient, though the rate will depend on the PES 

topography, as has been discussed in detail in the context of small molecules and theoretical 

models.88, 89  The localization process, on the other hand, may be an activated process and is likely 

to be rate limiting.  At its simplest, the localization process can be thought of as Marcus-like;90, 91 
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the barrier to localization is the crossing between a quantum-confined electronic state and the 

localized state associated with the conical intersection.  We have argued that the energy of the 

localized state (black curve in Figure 6) is size-independent, but the energy of the quantum-

confined state (parallel rainbow-colored states in Figure 6) is well-known to depend strongly on 

the size of the nanoparticle.  Thus, the activation energy, and therefore the rate of localization, will 

depend strongly on particle size (illustrated for the extreme red and purple cases in Figure 6).  We 

have previously predicted the size dependence of these activation energies for recombination at 

dangling bond45 and oxygen-containing25 defects on the silicon surface, finding that this size-

dependent rate can explain the experimentally observed size-independent ensemble luminescence 

energy of oxidized SiNCs.92 

 The second important consequence of the locality of conical intersections in semiconductor 

nanomaterials is that it emboldens us to study molecule-sized cluster models of defects.  The 

advantage of employing small cluster models is that we can apply more sophisticated theoretical 

techniques that are typically limited to small molecules, e.g. nonadiabatic AIMD simulations based 

on a multireference description of the electronic structure and dynamically correlated wave 

function theories, such as MS-CASPT2 and MRCI. 

 Looking to the future, the locality of conical intersections also encourages the experimental 

study of molecular models of defects.  Traditional and ultrafast spectroscopic studies of molecular 

models of semiconductors would provide an unprecedentedly detailed look at defect photophysics.  

Not only would such studies provide insights into the photophysics of specific defects, but they 

would also provide experimental signatures that could be used to identify and study defects in 

heterogeneous samples of larger nanoparticles. 
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We review recent efforts to model nonradiative recombination in semiconductor nanoparticles through 
conical intersections, focusing on the reasons for and consequences of the locality of such intersections.
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