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Dynamic domain boundaries: chemical dopants
carried by moving twin walls
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Domain walls and specifically ferroelastic twin boundaries are depositaries and fast diffusion pathways
for chemical dopants and intrinsic lattice defects. Ferroelastic domain patterns act as templates for
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chemical structures where the walls are the device and not the bulk. Several examples of such
engineered domain boundaries are given. Moving twin boundaries are shown to carry with them the
dopants, although the activation of this mechanism depends sensitively on the applied external force. If

the force is too weak, the walls remain pinned while too strong forces break the walls free of the
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1. Introduction

Domain boundaries typically constitute only a minute fraction
of the total volume of a crystal. However, a special (but not
unusual) situation can occur in which the domain boundary
energy becomes very small. Specifically, the domain size is
sometimes miniaturized to near-atomic scales and the domain
boundary density becomes extremely high.'™ In such cases, the
properties of the crystal become dominated by a combination
of both the domains and the domain boundaries. In this
perspective article we focus on a specific property of domain
boundaries, namely that they allow much faster chemical
diffusion inside domain walls than in the bulk. This makes it
possible to modify the composition of domain walls without
changing the composition of the bulk.®™*® Domain boundary
dominated systems also differ from most bulk dominated
materials because the motion of the domain boundaries domi-
nates the response to external forces. Novel emergent phenomena
are then expected. Typical examples for high-density domain
boundaries include tweed-like structures*"'? (e.g. in morphotropic
phase boundary piezoelectric crystals'>'*) conventional and ferro-
magnetic shape memory alloys,'>"® and pre-martensitic states."”
In these materials, the properties of the twin boundaries represent
the principal contributors to the functionality of the sample.
Besides twin boundaries the effect of dislocations and
surfaces for the electronic properties and conductivity has been
investigated in great detail in SrTiO; and zirconia.*®>° The
effect of impurities and defects was already highlighted by
several authors e.g.>"?*> while in this paper we focus on the
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dopants and move them independently. Several experimental methods and approaches are discussed.

effect of twin boundaries while being well aware that similar
developments exist for other microstructures. Even when only
few twin boundaries exist in a crystal, their properties can
still dominate specific applications. A typical example is the
race-track technology,”® based on the controlled movement of
domain walls in magnetic nanowires by short pulses of spin-
polarized current. They are projected to serves as nonvolatile
memory devices with the high performance and reliability of
conventional solid-state memory but at the low cost of conven-
tional magnetic disk drive storage. The racetrack memory is an
array of magnetic nanowires arranged horizontally or vertically
on a silicon chip with 10 to 100 domain walls per nano-wire.
Often it is possible to isolate the domain boundary-related
properties from bulk properties also in non-magnetic materials.
Such emerging local properties include highly conducting inter-
faces,”»** polarity,”® memory effects,”” photovoltaic signals,*®*°
domain wall transistors,*® superconducting domain walls for
Josephson junctions,® memristor devices in neuromorphic
computation,’® and creating pliable materials with highly
reduced elastic stiffnesses of otherwise hard materials, such
as special alloys.*® Several of these features were already pre-
dicted in 2010°* and these ideas were expanded in 2022.*°
In fact, it seems that we are at the verge of developments that
could result in tailoring functional properties for a desired
outcome. The term ‘domain boundary engineering’ was first
coined for this endeavour, which describes particularly the
design of novel chemical properties inside twin boundaries
that are not the properties of the domains. An additional
feature of domain boundary engineering, which only came to
light during the last decade, is that their dynamics differs
greatly from predictions of continuous processes like the drift
of domains under a constant field. This idea was already
understood in the development of ‘Barkhausen jumps’ in
magnetic materials but was revived to great depth by the
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1.3¢ with the introduction of the

seminal paper of Sethna et a
notion of ‘crackling noise’ for the sudden changes of domain
structures. In domain dominated system the concrete origin
of such noise is the sudden movement of domain walls®’
which is directly correlated with the dynamics behaviour of
avalanches.®® Defects play a crucial role in such domain move-
ments, and we will discuss this aspect below.

Looking forward, domain boundaries offer hence an impor-
tant aspect for enhancing the properties of the bulk and create
unique properties where the twin boundary is the device (and
not the bulk).

In this perspective article, the focus is on the chemical
modifications of twin boundaries. Two main properties of twin
boundaries are at the core of the argument. Firstly, a domain
wall cannot just stop in the middle of a crystal. Any domain wall
ends at an interface or the surface of the crystal, join with
another domain wall (forming a needle domain or a 90°
configuration in ferroelastics), or on itself (forming a bubble
domain). Domain walls are nanoscopically thin and macro-
scopically long, providing a continuous path between different
interfaces of a crystal irrespective of how big the crystal is. This
“topologically protected” percolation path is most useful for
transport applications.**™*" Secondly, domain walls are mobile;
they shift their position as domains grow or shrink in response
to external fields. This mobility sets domain walls apart from
other types of interfaces as the required fields are usually very
42744 The high mobility means that domain walls need not
only be regarded as just a transport medium but also as a
“container” of chemical compounds that can itself be moved
into and out of specific nano-scale locations, carrying with it
whatever wall-specific physical property is of interest, such as,
e.g. internal magnetization or polarization.*> Such processes
may be relevant to medical applications*® where field induced
healing processes may occur in bones. Twin boundaries can
also be preferential sites for precipitation of new phases.*”**®
It is the purpose of this paper to briefly discuss the multitude
of issues related with abovementioned functionalities of

weak.

domain walls:

- Transport of dopants and intrinsic defects along immobile
twin boundaries (their transport applications);

- Container-type behaviour of the twin boundaries;

- Transport of dopants and intrinsic defects by moving twin
boundaries.

A large body of theoretical work relates to the transport in
networks as described in this paper. It is generally accepted
that diffusing ions migrate along a network of sites that have
different energies and that are separated by configuration
dependent activation barriers as considered in ref. 49 using
first-principles calculation of the diffusion coefficient in solids
exhibiting configurational disorder. The formalism involves the
implementation of a local cluster expansion to describe the
configuration dependence of activation barriers. Local cluster
expansions were used to obtain the activation barrier for migra-
tion in any configuration. A study of the activation barriers in
LiCoO, within the local density approximation shows that the
migration mechanism and activation barriers depend strongly
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on the local lithium-vacancy arrangement around the migrating
lithium ion.>® The strain effect for oxygen anion diffusivity
in Y,0; stabilized ZrO, (YSZ) was calculated® by density func-
tional theory (DFT) and nudged elastic band (NEB) methods.
These authors found that the oxygen diffusivity exhibits an
exponential increase up to a critical value of tensile strain.
At the strain states higher than the critical strain, the diffusivity
decreases. This is attributed to the local relaxations at large
strain states beyond a limit of elastic bond strain, resulting in
the strengthening of the local oxygen-cation bonds that
increases the migration barrier. In this article we use simple
Landau-Ginzburg approaches for the structure of the domain
walls and their effect on defect migration. We refer the reader
for further information to other reviews of more technical
coverage on charged domain walls,>® other topological struc-
tures in ferroics®>* and details on the interplay of ferroelectric
and magnetic domain walls in multiferroics.>®

The structure of the paper is as follows.

First, the experimental methods, mostly the acoustic pro-
perties, which are especially sensitive to the mobility of twin
boundaries, will be introduced in Section 2. The most relevant
basic ingredients of dopant/intrinsic defect interactions with
twin boundaries will be mentioned in Section 3. Finally, ideas
and examples of applications of twin boundaries for different
modes of transport of dopants will be given in Section 4.

2. A brief sketch of spectroscopy
methods

Our main interest is the segregation of the dopants onto twin
boundaries and the twin boundary motion, especially together
with segregated dopants or other localized lattice defects.

Two strategies to observe and characterize the segregation of
dopants and intrinsic defects onto twin boundaries are com-
monly used. The first employs measurements of bulk property
which are sensitive to the concentration of point defects
(e.g. electrical conductivity, positron annihilation, optical
methods, internal friction studies). The downside of this
approach is that it does not seem to be reliable when only a
small fraction of defects interact with twin boundaries and
when materials contain several types of defects. The second way
is to characterize the properties of twin boundaries directly by
methods sensitive to their state, including direct observations
by means of various types of microscopy. Once it is established
that twin boundaries move, their position can be determined by
optical inspection®**” or by atomic force microscopy, AFM."®
Using direct observations, the twin boundary patterns can be
established, usually by standard micro-manipulators.

A parameter directly related to the movement of twin
boundaries is the anelastic strain. If a periodic stress is applied
to a twinned crystal, moving twin boundaries provoke apparent
modulus softening (modulus defect) and absorption of elastic
energy (internal friction). Studying of these parameters, e.g. in
ferroics, is the subject of so-called ‘mechanical spectroscopy’.”®
The motion of twin boundaries is hindered by the dopants or
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intrinsic lattice defects and the related anelastic response of the
crystal may become non-linear. Often non-linearity exclusively
relates to domain walls and then serves as a highly selective
method of tracking domain wall dynamics.

To measure the pinning power of the dopants and investi-
gate the change of the internal structure of the twin bound-
aries, several spectroscopic techniques were previously
developed. Among these methods are Resonance Ultrasonic
Spectroscopy (RUS),°*%* Resonant Piezoelectric Spectroscopy
(RPS),°*> and Acoustic Emission Spectroscopy (AE) [ref. 63-66].
In all three cases an external force is applied to a sample, either
as a weak mechanical force in form of acoustic waves in RUS,
a weak electric force to interact with local sample polarities in
RPS, or strong mechanical, electrical or magnetic forces in AE,
which lead to moving domain boundaries on a much larger
scale. When domain boundaries clash with defects, other
domain boundaries or surfaces, they emit acoustic signals in
AE. In contrast to RUS and RPS, the Piezoelectric Ultrasonic
Composite Oscillator Technique (PUCOT)®”*° is a method of
continuous scanning the dynamics of the twin boundaries over
a wide range of oscillatory stresses, covering several orders of
magnitude. Linear and non-linear responses of twin bound-
aries and the transition between them can be studied in detail
by this technique. Some typical experimental arrangements are
shown in Fig. 1.

Very promising for future studies of domain wall dynamics
is the Acoustic Coupling Technique (ACT).°® ACT consists of
the simultaneous application of low-frequency periodic bias
stresses and pulse-echo ultrasonic measurements of the
absorption and elastic modulus defect. This method was initi-
ally developed to identify different modes of interaction
between dopants and dislocations: it yields absorption char-
acteristics of various mechanisms that impede the motion of
dislocations such as Peierls relief, dopant pinning, depinning
and dragging of defects at sufficiently high temperatures.®®
Another possible novel way to pursue in spectroscopy experi-
ments can be a combination of the PUCOT and RPS to study the
intrinsic and domain wall-related polarization over a wide
range of applied stresses. This method proved to be efficient
in ferro- and antiferromagnetic materials’’> where it is
referred to as mechanomagnetic spectroscopy.”

3. Elements of twin boundary —
point-like defect interaction

We focus on atomic scale obstacles such as dopants, intrinsic
defects, and Peierls relief and will not discuss the interactions
of twin boundaries with heterophase inclusions, tweed, dislo-
cations, and effects of phonon viscosity. First, one may ask why
twin walls are not (always) pinned by the lattice Peierls
potential. Computer simulations have shown that pinning by
the crystal lattice is possible if the twin boundaries are extre-
mely thin but that Peierls pinning disappears when the wall
thickness is comparable to or larger than the lattice spacings
when the twin boundaries slide through the crystal lattice
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Fig. 1 (a) Schematic of RPS measurements. The sample is lightly held
between two transducers. A voltage VAC = 1-20 V is applied across the
sample and the resonances are detected with the piezoelectric detector.
(b) Three component piezoelectric composite oscillator containing drive
and gauge quartz transducers and a sample for measurements of the
absorption and effective elastic modulus over a wide range of strain
amplitudes. (c) Electric field induced movement of domain boundaries
are measured by a piezoelectric sensor (a microphone) on the samples
surface. The external electric field in (c) is replaced by stresses or magnetic
fields if needed. Modified after.6%637°

with very little interaction.”*”> A key indicator for pinning

is, thus, the thickness of twin boundaries. Most ferroelastic
walls are too thick to experience the Peierls effect so that
dopants and defects become the main pinners. Model calcula-
tions were undertaken by He et al.’® using a generic ferro-
elastic model where the double well Landau potential is
represented by anharmonic and harmonic springs between
atoms (Fig. 2). The potential for these simulations is
composed of the nearest neighbour interaction Uyy = 20
(r — 1)*> (0.8 < r < 1.2), the second nearest neighbour
interaction is a Landau spring with Uynn = —10 (r — 2V/%)% +
2000 (r — 2'%)* (1.207 < r < 1.621) and the third nearest
neighbour interaction Uxynn = —(r — 2)* (1.8 < 1 < 2.2),
where r is the relevant inter-atomic distance.

This journal is © the Owner Societies 2023
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Fig. 2 Interatomic potential for generic ferroelastic toy-model. The
model with nearest-neighbour (black springs), next-nearest-neighbour
(yellow Landau springs), and third-nearest-neighbour (green springs)
interactions. This model ensures an appropriate shear angle with respect
to the cubic unit cell.

The attractive forces which pull defects onto twin bound-
aries to lower the energy by some several milli-electronvolts.
The energy range is rather large even in the same material
because twin boundaries are not homogeneous. They contain
topological defects like kinks and junctions between domain
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boundaries. Three configurations are shown in Fig. 3 whereby
the interatomic distances in a simple monoatomic lattice are
calibrated to be 0.1 nm per unit cell. The twin boundaries
potentials decay to the bulk value after distances slightly larger
than one unit cell while kink energies extend to >2 unit cells
and junction energies to >4 unit cells. The local strains are
more delocalized (Fig. 3a). The binding energy for vacancies at
twin boundaries, kinks and junctions are AEVa-TB = —0.014 eV,
AEVa-kink = —0.051 eV and AEVa-junction = —0.114 eV at the
core of the defects (r = 0) as simulated for a simple model by
He et al.”® Thermal movements overcome the binding energies
at sufficiently high temperatures (Fig. 3c). The relevant
temperature scale is given by the background relaxation””
where the stress induced domain relaxation follows a Vogel-
Fulcher relaxation over a very wide temperature interval. The
simulations’® show that wall attractions disappear at tempera-
tures above 3Tyr. As a typical example, the Vogel-Fulcher
temperature in LaAlO; is ca. 230 K so that the wall attraction
is no longer relevant above 700 K which is well below the phase
transition temperature of 813 K.”® The calculated binding
energies of vacancies and domain boundaries are of the same
order of magnitude as those obtained by experiments and
density functional theory (DFT). For example, the binding
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(a) The atomistic configurations for vacancies at twin boundary (left), kinks (middle) and junctions (right). The atoms are coded according to the

potential energy. The upper inset of each image shows twin boundary, kink and junction with colours coded by local shear angles. (b) The variation of
binding energy of vacancy at twin boundary, kink and junction as a function to the core site of corresponding defects. The binding energy is defined as
the potential energy difference of a vacancy at the twin boundary, kink and junction sites and the reference in the bulk. Specifically, the binding energies
at the core position of defects are AEVa-TB = 0.014 eV (green data), AEVa-kink = 0.051 eV (blue and red data), and AEVa-junction = 0.114 eV (grey, purple
and black data) at r = 0 A, respectively. Due to the orientation-dependent distribution of the binding energy, we show the change of AEVa-kink along 0°
and 45° directions, and AEVa-junction along 0°, 45° and 120° directions. (c) The effect of temperature on the binding energy of vacancy at twin boundary
(blue points) and junctions (red points). When the temperature is above 3.0Tyf, the trapping ability of twin boundary almost vanishes (after He et al.”®).
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Fig. 4 Enrichment of vacancies concentration in twin boundaries relative
to the total vacancy concentration as function of temperature (after He
etal’®).

energy of oxygen interstitials and vacancies with neutral twin
boundaries are 30 meV’° and 100 meV to 140 meV®® in YMnO;.
Similar binding energies of oxygen vacancies in BaTiO; and
PbTiO; are 23 meV and 299 meV, respectively.®' The equivalent
twin boundary energies range between 10 m] m > and
300 mJ m~? for most twinned materials with wall thicknesses
of a few nanometers.**

A compilation of wall thicknesses and energies of twin
boundaries is found in ref. 83. These two energies are very
similar for simple models (1 eV =1.6 x 10~ "7 ], i.e. wall energies
are 16 ] m~? if the wall is one atomic diameter thick), so that
the dopants do not change the absolute values of wall energies
too much. The relevant mechanism is hence the pinning of
domain boundary movements rather than the increase of the
effective mass of defects in a twin boundary. The vacancy
concentration py, in domain boundaries (=number of vacancy
positions relative to the total number of atoms) for a total
vacancy concentration of 500 ppm diminishes with tempera-
ture (Fig. 4). The ratio decreases to ~2.45 at T = 0.8Tyy,
indicating that twin boundaries only weakly trap vacancies at
high temperatures while the trapping is very strong at low
temperatures.

3.1. Stress-temperature phase diagram with
“pinning-depinning and dragging”

In this section we will focus on the results of recent MD
simulation of complex twin structure interacting with
vacancies® and detailed experimental study of linear and
non-linear anelasticity in SrTi0;.%* If stress is used to move
‘loaded’ domain boundaries, one finds that there is a critical
stress-amplitude when twin boundaries start to break away
from junctions and pinning and depinning becomes the domi-
nant process.®* Twin boundary movements appear ballistic
after depinning. Pinning and de-pinning decrease and increase
the total energy of a sample. The energy loss due to de-pinning
can be measured as internal friction (IF). The dissipated energy
of mechanical oscillations eventually transforms into the
energy of phonons. Macroscopically, the ballistic movement
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Fig. 5 Temperature spectra of low-amplitude (¢ ~ 1077) ultrasonic
internal friction ¢ (a) and Young's modulus E (b) for several cooling—heating
scans below T. x~ 106 K in SrTiOs. Cooling and Heating 2 scans are
performed with the cryocompressor switched on, Heating 1 and Heating
3—with the compressor switched off. During Heating 3, strain amplitude
dependences of the internal friction were measured at selected tempera-
tures. The inset in (b) shows, on an expanded scale, the internal friction
and Young's modulus E below 40 K during the Heating 1 scan. For the
Heating 2 scan (green curve) only each fourth experimental point is shown
above 90 K in (a) and (b) to make the points of Heating 1 scan (black curve)
visible. After ref. 84.

of rather complex domain patterns is dominated by the pro-
gression and retraction of needle domains and, for larger
forces, by the sideways movement of twin walls.®

The efficiency of dopant or intrinsic defect transport by
moving twin boundaries depends on several factors: tempera-
ture, applied stress and frequency in case of periodic excitation.
Detailed experimental data for SrTiO;** are used to construct a
schematic temperature-stress amplitude ‘“phase diagram” of
pinning-depinning-dragging modes of twin boundary-dopant
interactions and find the conditions for efficient defect trans-
port by twin boundaries. First, even the ‘cleanest’ samples of
SITiO; contain defects due to variations of oxygen®*~*® based on
an extensive study by Chan et al.®® who found several 100 ppm
per formula unit of chemical impurities including Mg, Cl, Ca
and Fe. The defect concentration is hence similar to the one
considered by He et al.’® The temperature evolution of the
conventional IF registered at low oscillatory strain amplitude
£o &~ 1077 and of the Young’s modulus is shown in Fig. 5.%*
On cooling, strong softening of the Young’s modulus marks the
transition range around 110 K. The dependence of damping on
strain amplitude taken below Tg, Fig. 6, identifies temperature
intervals of different modes of twin boundary motion. Perfectly
linear twin boundary dynamics over a broad range of strain
amplitudes, Fig. 6a, forms broad and high damping maximum

This journal is © the Owner Societies 2023
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Fig. 6 Strain amplitude dependence of the internal friction  measured at temperatures between 72 and 108 K (a), 46 and 72 K (b), and 18 and 46 K (c)
during heating from 18 K. Solid lines connect experimental points in panels (a), (b), and (c). All strain amplitude dependences include direct and reverse
runs (increasing and decreasing strain amplitude). The jerks during increasing and decreasing strain amplitudes are seen in (b) and (c). Arrows in (c) (for
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indicate the strain amplitude hysteresis between ca. 40 and 70 K. Panel (d) shows the strain amplitude dependences between 18 and 36 K on an expanded
scale. Solid lines are their fittings with power law. The inset shows the glassy strain exponent u vs. temperature; the dotted line in the inset is a guide to the

eye. After ref. 84.

due to the dragging of obstacles between T at ca. 80 K. Lower
temperatures between ca. 80 and 40 K lead to a competition
between dragging and depinning modes. On cooling, twin
boundaries become gradually pinned since obstacles become
less mobile and cannot be dragged by twin boundaries. The
depinning is characterized by the nonlinearity of the strain
amplitude dependence, Fig. 6b and c. Between 80 and 40 K the
critical depinning strain amplitude decreases notably from
4 x 1077 to ca. 10 7. Limited ability of twin boundaries to
move obstacles at lower temperatures is the origin of the strain
amplitude hysteresis when the damping during increasing and
decreasing strain amplitude do not coincide. Another charac-
teristic feature of dragging-depinning mode is the macro-
scopically jerky damping behaviour beyond depinning strain
amplitude, Fig. 6b and c. At even lower temperatures the
boundaries move collectively due to stronger wall-wall couplings.
These regimes are called, depending on the strength of the
interactions, either a quantum domain glass or a quantum
domain solid.** The transition to the glassy state is marked,
firstly, by an abrupt switch from jerky to continuous domain
dynamics. Secondly, the low-amplitude range of linear (inde-
pendent of strain amplitude) anelastic response disappears,
Fig. 6¢c and d. The damping below 40 K is nonlinear over the
entire strain amplitude range down to 2 x 10 %. This property
is typical for glassy dynamics®®®' due to divergence of the
barrier height with decreasing strain amplitudes.®>® The
observed onset of the glassy dynamics coincides with the high
polarity of the twin boundaries and the onset of the glassy twin
dynamics seen by electric field driven experiments.*>

This journal is © the Owner Societies 2023

Data from Fig. 5 and 6 are used to construct a “pinning-
depinning-dragging” stress amplitude-temperature phase
diagram,” Fig. 7. The temperature T-stress amplitude ¢, plane
is separated by a dotted vertical line at a temperature T = T} into
two temperature domains wherein the dopants or intrinsic
defects are immobile and start to move together with twin
boundaries. The position of this line is frequency-dependent.
The solid line divided into Sections I-IV shows the variation of
the frequency-dependent critical depinning stress with tem-
perature. Small lower panels show selected strain amplitude
dependences of damping from Fig. 6 representative of each
mode of twin boundary motion. Sections IV and III fall within
the range of transport of dopants/intrinsic defects by twin
boundaries. The most efficient transport occurs below the
critical depinning stress in Section IV of pure dragging. It is
quite remarkable that, over the range of transport by pure
dragging, twin boundary dynamics remains linear and no
depinning occurs. That is, the pure dragging range corresponds
to the unusual increase of the critical depinning stress with
temperature. In domain III of dragging-depinning stage, the
motion of dopants with twin boundaries is intermittent of the
stick-slip type. Of course, new portions of defects participate in
each stick-slip event. Dragging-depinning mode can be acti-
vated at rather low temperatures. As a characteristic value,
typical “signatures” of this effect are detected in ferroelastic
Cu-Al-Be martensite starting from ca. 15 K.%

Twins in SrTiO; are very easily depinned: the critical depin-
ning strain is &§" & (2-3) x 10”7 between 40 and 70 K. Data in
Fig. 5 indicate that the vibration of a cryomotor during the
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Fig. 7 Stress amplitude — temperature, 6o—T, diagram showing temperature dependence of the critical depinning stress o§"(T,w) in acoustic experiments
and delineating different Sections |-V of the twin boundary dynamics. A set of small panels below the main plot show stress amplitude dependences of
the internal friction (IF) characteristic of each type of twin boundary dynamics: pure dragging, competition between pinning and dragging, glassy and
pinned states. Dotted part of the line indicates schematically the high-temperature approximation when thermal energy becomes comparable with the

binding energy.

course of the experiment is sufficient to depin twin boun-
daries.®* SrTiO; is an example of weak pinning. Other ferroe-
lastics with weak pinning effect are several Cu-base shape
memory alloys.”®°® Weakly pinned twin boundaries in complex
twin structures are prone to depin at sufficiently low tempera-
tures due to the thermal stresses induced in multidomain
structures. As far as we are aware, all thermally depinned twin
boundaries show glassy dynamics at low temperatures, domain
II in Fig. 7.8%%%%% LaAlO; shows the opposite scenario with
strong pinning effect with critical depinning strains 5" ~
107*7° i.e. ca. 500 times higher than in SrTiO;. Here, thermal
stresses are not sufficient to depin twin boundaries and they
remain pinned down to the lowest temperatures. This scenario
is represented in Fig. 7 by the low-temperature mode I.

3.2. Transport along (immobile) twin boundaries

Transport along twin boundaries can be related to local strains
and more open crystalline structure, allowing atoms to migrate
more easily, Fig. 8.

Another potential reason is higher concentration of vacan-
cies or dopants’*®® affecting diffusion along twin boundaries.
Space charge-zones or dipole moments localized at twin bound-
aries affect strongly ionic transport. The most common emer-
ging property of a domain wall, namely domain wall polarity, is
sketched in Fig. 9.

Extra mobility of dopants along twin boundaries as com-
pared to the bulk stems from the difference in corresponding
diffusion constants. As an example, activation energies for Li
migration in LiCoO, were determined using first pricinples
calculations based on density functional theory.”® For a suffi-
ciently high vacancy concentration to activate double vacancy
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] .
LT
LT ERT ]

Fig. 8 Two boundaries in a simple model where the bulk of the sample is
in an antiferrodistortive (left) or twinned state (right). In both cases, the pink
regions (i.e. the domain walls) tend to have larger interatomic distances
across the boundary and hence smaller densities. This effect commonly
favors faster transport along the boundaries rather than through the bulk
(modified after Viehland and Saljel).

mechanism of Li migration, the activation energy for diffusion
along a twin boundary is 0.2 eV lower than across the same
(1104) twin boundary.*® This activation energy difference cor-
responds to an increase of the diffusion constant along twin
boundaries by a factor of ca. 10°.

3.3. On the role of avalanches

Dragging a domain wall through a complex energy landscape
leads to jumps, splitting of domain walls and the creation of
new domain walls. It is then impossible to describe, with a
sufficient degree of generality, the movement of one domain
wall. Instead, it is more meaningful to focus on the statistical
properties of all domain walls. Their energies of movements are
conveniently described by avalanches where the probability of
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Fig. 9 Sketch of of a simple two-atomic, twinned bulk material. The
repetition unit of the bulk (thin black lines) is smaller than the unit cells
(green) along the horizontal twin wall. The red atoms inside the green unit
cells are not constraint by symmetry with shifts along the horizontal twin
boundary. The red atoms commonly shift whith respect to the centre of
gravity of the beige atoms. If the atoms are charged, this shift generates an
electric dipole (here towards the apex of the twin boundary) which
influences chemical transport along the twin boundary.

sudden movements (~jerks) is power law distributed

E*ﬁ
P(E)dE ~ FdE E > Eyin,

‘min

where ¢ is the all-important energy exponent which takes
specific values in the range between 1.33 and 3 in most
materials. The typical values for moving twin walls are between
the mean field values 4/3 and 5/3 and values close to 2 in
martensitic compounds.®” Besides energies, other avalanche
parameters, like their amplitudes, durations and aftershock
probabilities can be derived from experimental observations.>”
Defects delay the domain boundary movements so that the
avalanche related translational motion of twin boundaries
dominates when the pinning potential is strong: the periods
of rather low-velocity slow twin boundary motion are interca-
lated with jumps in avalanches. Slowly moving twin boundaries
can then accumulate dopants during the intervals of their slow
motion but leave the defects behind once the jump is activated
(and often at the jump position, Fig. 10). An important con-
sequence of the intermittence of the twin boundary motion in
complex structures is the heterogeneous distribution of
dopants in the volume swept by twin boundaries. This feature
is crucial for the formation of large number of nanoprecipitates
through low-temperature ageing, for example in Ni-Ti,"*%%

4. Examples and prospects of
applications

4.1. Transport along (immobile) twin boundaries

Chemical turnstile. A hypothetical device application is the
‘chemical turnstile’*® which is depicted in Fig. 11. Fast diffu-
sion along twin boundaries can be turned on and off by moving
the boundaries by external stress, electric field etc. Such devices
are plausible for medical applications where a reservoir of

This journal is © the Owner Societies 2023
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Pinning force

—

Fig. 10 Schematic sketch of the trajectory (dotted line) of intermittent
motion of a twin boundary over random profile of resistance forces under
a uniform external field. Horizontal arrows indicate some avalanche-type
fast displacements of twin boundaries.

Fig. 11 A ‘chemical turnstile’. The white twin boundary acts as a fast
diffusion pathway and its position can be switched by external forces. In (a)
the diffusion connects the two surfaces. In (b) the twin boundary has been
rotated and is now parallel to the surface. No fast diffusion across the
crystal is possible because the twin boundary is situated parallel to the
surface. The device can hence allow fast diffusion in (a) or not in (b) by
switching the orientation of twin boundaries.

medication is connected to the blood stream. The administra-
tion of the medication can then be controlled from outside the
body electrically or mechanically without further operative
interventions.

Memristors and neuromorphic computation. This applica-
tion was first proposed by Chaudhary et al,'®> Chanthbouala
et al.,'® and McConville et al.'® in the field of neuromorphic
computing. The memristor-type formation of filaments indu-
cing conduction spikes near a percolation point'®>™" can,
potentially, be replaced by injected ions in domain walls. This
has several advantages. First, the chemical changes are strongly
confined to the interfaces because their diffusivity perpendi-
cular to the domain wall is very small. The ‘loading’ of the
domain walls can be identified by spectroscopy methods as
introduced above. Even though percolations will presumably
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generate Schottky barriers near junction areas, these barriers
are limited to atomic size patches and will relax even at high
operating frequencies. Moreover, ferroelectric walls and highly
conducting walls can help to overcome the bottleneck between
memory and synaptic data transfer. Neuromorphic computers
imitate the functionality of brain neurons and connecting
synapses, where the synapses combine logical operations with
memory effects. For this purpose, the dual functionality of the
domain walls may be the key ingredient. Injected defects can
stop transport currents in domain walls. Furthermore, synapses
are dynamical elements, which is also the case for mobile
domain walls.

The path of the electrical current can be switched at the
percolation point. The percolation point is modified by shifting
the position of the domain wall or of defects, which blocks the
transport of atoms along the domain walls. Defect movements
by electric fields can greatly change the ionic current.'®® The
changes occur rapidly because the wall movements proceed by
jerks which are extremely fast.'® Equally, the connection and
the blocking of atomic transport can occur over extremely short
time intervals.**"'°"*> The work by Sharma et al.'*’ is particu-
larly important and gives much hope for future developments.
These authors demonstrated that by using nanofabricated
electrodes and scanning probe techniques, a prototypic non-
volatile ferroelectric memory element can be constructed which
is entirely based on the transport inside domain boundaries.
The element was scalable to below 100 um. The binary memory
element is the conductivity which is present or absent in the
boundary. They demonstrated that the device could be read
non-destructively at less than 3 V with an on-off ratio of ~1000.

Much work has been directed into such use of ferroelectric
domain boundary engineering in neuromorphic computation
over the last decade, but several key issues remain obscure.
First, ferroelectric and ferroelastic domains and domain walls
generate many complex domain patterns'*® so that choosing

Na

Fig. 12

L wo,

View Article Online
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the most appropriate domain configuration and producing it
reproducibly is extremely challenging. Each domain boundary
may carry specific chemical loading, which can be tailored to
change the percolation point for the memristive carrier trans-
port. Even additional magnetic interactions, generated by the
polar and rough domain boundaries, have been postulated™**
but not confirmed experimentally.

Ion transport, some examples. Not all domain walls are fast
ionic connectors (such as the case of quartz where the c-axis
transport in the twin wall is slower than in the bulk”) while in
most cases they are. CaTiO; is a good example of a perovskite
material which contains oxygen vacancies. The trapping
energies for oxygen vacancies were determined in ref. 6 and 9
for all potential wall positions and compared with the bulk.
It was found that the defects have local potential energies
which are ca. 0.8 eV lower than the bulk potentials so that even
without external forces, the oxygen vacancies accumulate in the
twin boundaries. Under sufficiently strong external electric
fields, the accumulated defects will then move along the twin
boundaries.

Nie et al have shown that the presence of (101) twin
boundaries in anode SnO, nanowires strongly enhances lithia-
tion processes.”® The presence of twins changes the scenario
of lithiation through the enhancement of lattice strain and
formation of Sn vacancies at the twin boundary. This potential
application is an example of smart domain engineering of
electrodes for high-rate batteries.

4.2. Twin boundaries as sinks for dopants and intrinsic
defects

Segregation of dopants to twin boundaries in WO3. A typical
doping arrangement is shown in Fig. 12. A twinned WO;
sample (left) shows two types of twin boundaries, namely
related to the twinning transitions between the tetragonal and
the orthorhombic phase (TO) and between the orthorhombic

Sealed
silica tube

Tetragonal-orthorhombic (TO) and orthorhombic—monoclinic (OM) domain walls in WOs. The OM walls correspond to the dark lines shown in

the SEM photograph and the TO walls divide regions of parallel OM walls. The scale bar is 100 um. The sodium vapour reaction was carried out in a sealed
evacuated U-shape silica tube. The cleaved crystal (a) with orthorhombic-tetragonal walls reacted with sodium vapor. The white line (of length 25 um)
corresponds to the position of the microprobe line-scan shown in Fig. 4b. (b) Microprobe line-scan showing measured Na:W atom ratios at 1 um steps.
(Modified after Aird and Salje®3Y).
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phase and the monoclinic room temperature phase (OM). The
sample is then sealed into a quartz glass tube (middle) and
exposed to Na vapour. The vapour covers the sample surface
and penetrates the sample along the domain boundaries. The
sample is then cleaved to eliminate the surface-near regions
and the Na content is measured using a microprobe (right).
Very strong enrichment of Na is seen at the twin boundaries.
No significant difference between the two domain boundary
types was observed.

The same experiment was undertaken by heating the sample
for several hours which lead to loss of oxygen. The outwards
diffusion of oxygen was strongest along the twin boundaries."*
The ease with which boundaries can be doped suggests that
samples which were subjected to vapour or liquid with different
chemical compositions are, in their majority, doped. This
situation is likely to be widely encountered in minerals in a
metamorphic environment''® so that geochemical characteri-
sation of global chemical compositions can be misleading.
A better way to determine compositional characterizations for
geochronological processes would be to analyse the dopants in
twin boundaries. Alas, this has not yet been done because of
technical difficulties to restrict the chemical analysis to small
enough regions in the crystal. Future work in this field is highly
desirable. On the other hand, so-called ‘ghost domain walls’
have been well documented.'"” They occur when external forces
are applied to material which are strong enough to move the
twin boundaries. In some cases, the moving boundary leaves
the segregated dopants behind as a ‘ghost’ wall, which is easily
seen in transmission electron microscopy.

Preferential precipitation along habit plane twin boundaries
in martensitic alloys. Castro et al.”” studied precipitation in a
Cu-Zn-Al martensitic shape memory alloy. Samples quenched
into the low temperature twinned martensitic phase inherit
high concentration of vacancies which promote diffusion.
If quenched samples are aged in the high-temperature cubic
phase, preferential precipitation is found along the positions of
habit plane twin boundaries in the martensitic phase. This is
an indication that nuclei of precipitates are formed in the
twinned martensitic phase in habit plane twin boundaries.

4.3 Transport of dopants by moving domain walls

Strain ageing during deformation of twinned structures.
Macroscopic deformation of twinned structures necessarily
implies motion of twin boundaries. If deformation proceeds
in the temperature interval wherein dopants or intrinsic defects
can be dragged by twin boundaries, classical strain ageing
effects can be observed. In order to detect strain ageing,
measurements of linear and non-linear internal friction were
performed in situ during deformation of quenched Cu-Al-Ni
single crystals in the martensitic twinned state."'® Measurements
in situ during deformation show jerky non-linear response of
the crystal with strain-rate dependent critical depinning strain
amplitude.

Kinetic stabilization of martensite. Examples of accumula-
tion of dopants or intrinsic defects by moving twin boundaries
can be extended to interphase boundaries moving during first
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order ferroelastic transitions. In quenched martensitic alloys
with high density of quenched-in defects, the one-time effect
similar to strain ageing in twinned structures is then trans-
formed into blocking of the conventional thermoelastic transi-
tion into the high-temperature phase or stabilization of
martensite.”'>"*® This stabilization mode is found in Cu-based
martensites and is referred to as kinetic stabilization."*" A neces-
sary condition for intense kinetic stabilization is a high defect
density, rather high phase transformation temperatures and low
heating rates to activate the accumulation of defects.

Phase transition induced ageing effect. Dragging of vacan-
cies or substitutional defects by interphase boundaries can
affect functionality of the widely used Ni-Ti alloys. Conven-
tional bulk diffusion in NiTi is negligible’” at ambient tem-
perature. However, diffusion assistance by moving interphase
boundaries can activate ageing at ambient temperature and
affect functional properties of working elements suppressing
the direct martensitic transformation.’®'°>'" This low-
temperature ageing is thus a consequence of thermal cycling
across the phase transition range where the activation of ageing
requires thermal cycling with a low rate to permit defect-
assisted diffusion. Strong ageing near martensitic transforma-
tion temperatures implies the creation of a large number of
nanoscale precipitates. The high density of nuclei of precipi-
tates is formed in the volume of a crystal due to the intermittent
avalanche-like nature of the martensitic transformation.®*®°
A schematic model of thermal cycling and ageing is shown in
Fig. 13. Initial quenching creates a homogeneous distribution
of vacancies and substitutional atoms, Fig. 13a, since the
quenching rate is high. During phase transitions, interphase
boundaries capture defects in those parts of the crystal where
the motion of boundaries is slow. Segregated defects are left
behind moving boundary when the boundary participates in an
avalanche-like displacement, Fig. 13b. Segregated defects
detached from the boundaries form nanoprecipitates during
low-temperature ageing through short-range diffusion, Fig. 13c.

5. Summary

Static twin boundaries are, in most materials, pathways for fast
diffusion of chemical dopants. They also constitute reservoirs
of dopants which are enriched in the twin boundaries relative
to the bulk. Once a specific twin pattern is generated, it serves
as template for chemical doping where boundaries are structu-
rally and chemically very different from the bulk material. This
can be the starting point for self-generated device struc-
tures where both the domain structure and the subsequent
doping are equilibrium structures under appropriate boundary
conditions.

We argue here that moving domain boundaries can be used
as carriers to move dopants through a sample. Device materials
can hence be modified, and dopants can be transported to
assigned locations. This method is best understood for twin
boundaries, where transport is very much dependent on the
external strain and the strain rate. Weak strains do not
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Fig. 13 Qualitative model of phase transition-induced low-temperature
ageing of Ni-rich Ni—Ti alloys: (a) resistance force encountered by moving
interphase boundaries (black line) and initial spatial distribution of point
defects (blue line) in the initial state of the reverse martensitic transforma-
tion of as quenched sample; the trajectory of the interphase boundary
motion is A-B-C-D-E-F-G; (b) the distribution of point defects after the
first reverse martensitic transformation: the spikes in the defect density
correspond to the peaks of the resistance force B, D, F etc., the zones of
the reduced defect density (as compared to the initial one) correspond to
the zones of the slow motion of interphase boundary (A-B, C-D, E-F)
where sweeping up of point defects by interphase boundary occurs;
(c) formation of the (nano) precipitates or their nuclei from the atmo-
spheres of point defects left behind by moving interphase boundary as the
result of short-range diffusion during low-temperature ageing.

sufficiently de-pin the walls while at very high strains the walls
are totally de-pinned and loose the dopants. The useful interval
for applicable strain rates is hence the intermediate interval
which is easily accessible in most applications. Such applica-
tions extend from material sciences, medical applications to
geochemistry and metamorphic petrology.

Applications are still hampered by experimental limitations,
although much progress was made during the last decade.
Further developments may include promising approaches, like
the Acoustic Coupling Technique®® to identify specific mechan-
isms of interaction of moving twin boundaries with dopants
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and intrinsic defects or the PUCOT®® + RPS® technique to study
non-linear dynamics of polarized domain walls. Insight into the
atomic mechanism was initially based on simple analytical
models. Great progress was made by the development of simple
toy models where the local mechanisms can be studied in
systems with some 100 000 particles."**"** Future work needs
now to extend the models to more realistic interatomic poten-

tials and larger simulation boxes. Such work is under way.
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