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# Stable excited dication: trapping on the $\mathrm{S}_{1}$ state of formaldehyde dication after strong field ionization $\dagger$ 

Vaibhav Singh, ${ }^{\text {a }}$ Chuan Cheng, (D) ${ }^{\mathrm{b}}$ Thomas Weinacht ${ }^{\mathrm{b}}$ and Spiridoula Matsika (D) *a


#### Abstract

Combined theoretical and experimental work examines the dynamics of dication formaldehyde produced by strong field ionization. Trajectory surface hopping dynamics on the first several singlet electronic states of the formaldehyde dication are used to examine the relaxation pathways and dissociation channels, while kinetic energy distributions after strong field ionization of formaldehyde and deuterated formaldehyde are used to confirm the theoretical predictions. We find that the first excited state of the formaldehyde dication is stable, neither decays to the ground state nor dissociates, even though the ground state and higher lying states are directly dissociative. The stability of the first excited state is explained by its symmetry which does not allow for radiative or nonradiative transitions to the ground state and by large barriers to dissociate on the excited state surface.


## 1 Introduction

Excited state dynamics in closed shell, neutral organic molecules drive organic photochemistry, and thus have been studied extensively. ${ }^{1,2}$ When excitation occurs on higher excited states, Kasha's rule ${ }^{3}$ is expected to be followed, i.e. relaxation to the lowest excited state occurs rapidly while a slower decay (radiative or radiationless) occurs from the first excited state, $\mathrm{S}_{1}$, to the ground state. This is because the energetic gap between the closed shell ground state and the first excited state is usually large, while the gap between excited states is much smaller. So, a cascade of nonadiabatic transitions can easily relax the excited population to the $S_{1}$ state. In radical cations, however, the situation is different, since it is more likely that the spacing between the ground and first excited state is comparable to the gap between excited states. So, in that case rapid radiationless relaxation to the ground state is expected, and it is often observed. ${ }^{4-8}$ Dications should be similar to monocations where the density of electronic states is high. There is however the possibility that the ground state of the dication is also closed shell if both electrons are ejected from the same orbital. In that case, the gap between the ground state and excited state may be larger than what one would intuitively expect. ${ }^{9,10}$ Nevertheless,

[^0]the gaps are still smaller than for neutral molecules, and a longlived excited state is not intuitively expected.

In general, multiply charged cations in their excited state created by ionization are usually unstable, and they dissociate fast to create various fragments. ${ }^{11-13}$ In most cases the fragmentation process occurs very fast, although there have been cases where delayed fragmentation from excited dications after ionization has been observed. In ethylene and acetylene, for example, dications with lifetimes ranging from hundreds of nanoseconds to microseconds were observed. ${ }^{14}$ The delayed fragmentation process in ethylene is believed to occur on the electronically excited state, while in acetylene it occurs after intersystem crossing to the ground state. ${ }^{14}$ Another example of long-lived excited state in dications has been observed in $\mathrm{CO}_{2}{ }^{2+}$, where the singly excited state is bound while the ground state is dissociative. ${ }^{15,16}$ Metastable excited states have also been found in the diatomic dication $\mathrm{Ne}_{2}{ }^{2+}$ leading to excimers. The first clear evidence for the existence of metastable $\mathrm{Ne}_{2}{ }^{2+}$ has been established by Ben-Itzhak et al. ${ }^{17}$ It was shown later that while the ground state is unstable, excited states are responsible for the observed dication. ${ }^{18}$

Metastable molecules in their excited states can be important intermediates where the stored electronic energy can be used to facilitate other reactions. ${ }^{10,19}$ For example, in atmospheric chemistry or intergalactic chemistry, the long lifetime of excited metastable states enables the initiation of reactions through collision with other species. ${ }^{20}$ Metastable excited states can also be used for population inversion, which is important for lasing. For this reason, the presence of long-lived excited states in charged ions is an important observation that should be studied in detail.


Fig. 1 Excitation energies of $\mathrm{CH}_{2} \mathrm{O}^{2+}$ and dissociation energies of the fragments which are possible. Results are obtained at the CCSD/cc-pVQZ level of theory. Excitation energies are shown at two geometries, the minimum of neutral formaldehyde (corresponding to vertical ionization) and the minimum of the ground state of the dication. These geometries are shown in Fig. S1 (ESI $\dagger$ ).

In this work we examine relaxation and fragmentation pathways in formaldehyde dication formed by strong field ionization. Based on the dissociation limits shown in Fig. 1 most dissociation channels are highly exothermic, and it is expected that dissociation will occur very fast. Theoretical calculations however show that dissociation from the first excited state is rare, and this is verified by experimentally observing the dication. Furthermore, the first excited state is predicted to be stable from relaxation to the ground state, having a much longer lifetime than what would be conventionally expected. We show that this surprising stability of the first excited state is due to the existence of barriers on the excited state preventing direct dissociation, and symmetry, which prohibits decay to the ground state.

## 2 Methods

### 2.1 Computational methods

The geometries of formaldehyde and its dication were optimized using the B3LYP ${ }^{21-24}$ functional of Density Functional Theory ${ }^{25,26}$ and the cc-pV5Z ${ }^{27}$ basis set. The appearance energies of the fragments that could be formed possibly from dissociation of $\mathrm{CH}_{2} \mathrm{O}^{2+}$ were calculated using coupled cluster singles and doubles (CCSD) $)^{28}$ with the cc-pVQZ ${ }^{27}$ basis set. The appearance energies of $\mathrm{HCO}^{+}, \mathrm{H}_{2} \mathrm{C}^{+}$in their first excited states were calculated using equation of motion-for excited energiesCCSD (EOM-EE-CCSD) with cc-pVQZ, whereas, the excited states of $\mathrm{CO}^{+}$were calculated using EOM- for ionization potential- CCSD (EOM-IP-CCSD) with cc-pVQZ starting from neutral CO.

In order to obtain potential energy surfaces along the $\mathrm{C}=\mathrm{O}$ stretch, the single $\mathrm{C}-\mathrm{H}$ (asymmetric $\mathrm{C}-\mathrm{H}$ ) stretch and the double C-H (symmetric $\mathrm{C}-\mathrm{H}$ ) stretch of $\mathrm{CH}_{2} \mathrm{O}^{2+}$, energies of the ground and excited states were plotted at the geometries produced with scans along each internal coordinate starting from the geometry of the neutral minimum of formaldehyde and stretching the corresponding bonds, while all the other
degrees of freedom remain frozen at their initial value. The scans along asymmetric C-H were done using a state average of 10 states complete active space self consistent field with an active space of 8 electrons in 9 orbitals (10SA-CASSCF$(8,9))$ and the cc-pVDZ basis set. The scans along symmetric $\mathrm{C}-\mathrm{H}$ and $\mathrm{C}=\mathrm{O}$ were done at the $\operatorname{CASSCF}(8,9) / \mathrm{cc}-\mathrm{pVDZ}$ level of theory averaged over $4 A_{1}, 2 B_{1}, 2 B_{2}$ and $2 A_{2}$ states. Constrained optimizations along one $\mathrm{C}-\mathrm{H}$ bond optimizing the $\mathrm{S}_{1}$ state were done using a two-state average CASSCF (2SA-CASSCF(8,9)), since the optimizations were not converging when more states were included in the average, and a two-state average will give better description of $\mathrm{S}_{1}$. The $\operatorname{CASSCF}(8,9) / \mathrm{cc}-\mathrm{pVDZ}$ calculations using the various averaging schemes were benchmarked by comparison to EOM-EE-CCSD with two larger basis sets, ccpVTZ and cc-pVQZ. The energies are shown in ESI, $\dagger$ Tables S1 and S2, and confirm that this CASSCF approach is reasonable.

The B3LYP optimizations of formaldehyde geometries were done using the Gaussian $09^{29}$ suite of packages. All CCSD calculations were done with the $\mathrm{Q}-\mathrm{Chem}^{30}$ suite of packages. The CASSCF calculations were performed using COLUMBUS. ${ }^{31-33}$

Electronic state-resolved fragmentation of $\mathrm{CH}_{2} \mathrm{O}^{2+}$ and the kinetic energy releases (KERs) for the different products are calculated with the help of the semi-classical molecular dynamics approach, trajectory surface hopping (TSH). ${ }^{34,35} 200$ initial conditions were generated using the harmonic oscillator Wigner distribution of the $\mathrm{S}_{0}$ minimum of neutral $\mathrm{CH}_{2} \mathrm{O}$, with frequencies at the B3LYP/cc-pV5Z level of theory. The Wigner distribution code implemented in Newton- $\mathrm{X}^{36}$ was used. The evolution of the classical trajectories was then studied separately for 6 singlet states of the dication, in order to get the dynamics and dissociation assuming ionization to each one of these states. The gradients along which the trajectories evolved, their electronic energies and non-adiabatic couplings at each time step, were calculated on-the-fly, with the help of quantum principles by applying 6SA-CASSCF $(8,9) /$ cc-pVDZ level of theory. However, the nuclear motions were treated classically by applying the velocity-Verlet algorithm with a time step of 0.5 fs . The hopping probabilities between non-adiabatic states were dealt with the 'Fewest Switches Surface Hopping (FSSH)' algorithm, ${ }^{37}$ as implemented in Newton-X. ${ }^{38}$ The re-scaling of momentum after a hop was done along the derivative coupling vector in order to conserve the total energy. To deal with frustrated hops, i.e. when a trajectory does not have enough energy for a hop to occur, the momentum was left unaltered along the direction it was already moving. The decoherence correction of Persico and Grannuci ${ }^{39}$ was used with a factor of 0.1 Hartree. ${ }^{40}$

70 of the 200 trajectories for each state were ran for 400 fs , but since the dynamics are practically done by 100 fs , the remaining 130 trajectories were run for 135 fs only. Many trajectories fail by the time they reach 100 fs . The number of trajectories that survived after 100 fs are 29,28 , and 35 , for $S_{0}$, $S_{1}$ and $S_{2}$, respectively, while the numbers for $S_{3}, S_{4}$ and $S_{5}$ are even less, 14, 5 , and 1 trajectories, respectively. This small number of trajectories complicates the statistics when calculating the population on each state, so we only show those up to 100 fs .

### 2.2 Experimental methods

The experimental setup has been described in detail in previous work. ${ }^{41,42}$ Briefly, the output from a commercial amplified Ti:sapphire laser system (KM Labs, $1 \mathrm{~mJ}, 780 \mathrm{~nm}, 1 \mathrm{kHz}$, 30 fs ) is sent into the vacuum chamber and is focused by a concave spherical silver mirror $(f=5 \mathrm{~cm})$ to peak intensities between 40 and $240 \mathrm{TW} \mathrm{cm}^{-2}$ inside a Velocity Map Imaging (VMI) spectrometer. The VMI has a switchable three plate electrostatic lens stack, Microchannel Plates (MCP), phosphor screen, and camera (Tpx3Cam). The 1 ns resolution of the Tpx3Cam can resolve the 3D-vector momenta of ions, or 2-D electron momenta projected on the plane of the detector. The focused laser intensity is calibrated using the VMI to measure the classical $2 \mathrm{U}_{\mathrm{p}}$ cut-off for electrons arising from strong field ionization of argon. ${ }^{43}$

The vacuum system consists of source and spectrometer chambers. The sample, deuterated formaldehyde, obtained by sublimation of paraformaldehyde-d2 (purity 98\%, SigmaAldrich), is heated to $50-60{ }^{\circ} \mathrm{C}$. A skimmed molecular beam of the target $\mathrm{D}_{2} \mathrm{O}$ molecules intersects the laser in the interaction region of the VMI. ${ }^{41}$ The deuterated version of the molecule is chosen to avoid potential contamination with low mass atomic ions like $\mathrm{H}^{+}$.

## 3 Results and discussion

### 3.1 Dynamics on the $S_{1}$ surface

TSH dynamics were run starting from the ground and first five singlet excited states of the dication. Results of how the populations evolve in time for states $S_{1}$ and $S_{2}$ are shown in Fig. 2 while populations for the remaining states are shown in ESI. $\dagger$ When the dynamics are initiated on the $\mathrm{S}_{1}$ state, the population remains on that state for more than 100 fs. After 150 fs only one trajectory has decayed to the ground state. So, there are practically no nonadiabatic transitions occurring. When the population is initially on the $S_{2}$ and higher states, population decays to lower states, as one would expect. Fig. 2 shows the populations for $S_{2}$ where decay to $S_{1}$ and eventually $S_{0}$ occurs rapidly. After 100 fs about $60 \%$ of the population has decayed to the lower states, with $40 \%$ being on $\mathrm{S}_{1}$ and about $20 \%$ on the ground state. This pattern is similar for the other states.

An additional interesting observation when initiating dynamics on $\mathrm{S}_{1}$ is that most of the trajectories show no dissociation. Only 16/200 trajectories fragment to $\mathrm{CHO}^{+}$and $\mathrm{H}^{+}$ (see Table S3 in ESI $\dagger$ ). On the other hand, half of the trajectories on $\mathrm{S}_{2}$ dissociate to a three body channel $\mathrm{CO}^{+}+\mathrm{H}^{+}+\mathrm{H}$. Plots of internal coordinates as a function of time in Fig. 3 show the dissociation patterns for the two states. Trajectories on the $\mathrm{S}_{1}$ surface do not show any breaking of the $\mathrm{C}-\mathrm{O}$ bond, while there is a small number of trajectories that break the C-H bonds. On the contrary, trajectories on the $\mathrm{S}_{2}$ surface show a very fast dissociation along the C-H bonds. As shown in Fig. $3 \mathrm{C}-\mathrm{H}$ dissociation occurs within the first period of their oscillation, and the majority is symmetric. According to Fig. 1 all dissociation channels are exothermic with respect to the $\mathrm{S}_{2}$ surface, and five of


Fig. 2 Populations of 4 singlet states vs time for the trajectories initiated at $S_{1}$ (top) and $S_{2}$ (bottom). The populations on $S_{4}$ and $S_{5}$ are not shown since they remain zero for the whole dynamics.


Fig. 3 Plots of internal coordinates vs. time for the dynamics ran on the $\mathrm{S}_{1}$ (left) and $\mathrm{S}_{2}$ (right) states. The trajectories dissociating to 3 fragments such as $\mathrm{CO}+\mathrm{H}^{+}+\mathrm{H}^{+}$and $\mathrm{CO}^{+}+\mathrm{H}^{+}+\mathrm{H}$ are shown in grey.
them are exothermic when exciting to the $\mathrm{S}_{1}$ surface. Given the results of the dynamics, it is obvious that exothermicity alone cannot predict the dissociation patterns. In the case of $\mathrm{S}_{1}$ specifically, it is intriguing that despite so many channels being energetically accessible minimal dissociation is observed. A more detailed investigation into what determines the dynamics is needed.

### 3.2 Symmetry prevents nonadiabatic transitions from $\mathbf{S}_{\mathbf{1}}$ to $\mathbf{S}_{\mathbf{0}}$

Many of the observations seen in the TSH calculations can be explained by symmetry. Formaldehyde and its dication have $C_{2 v}$ symmetry at their equilibrium geometries, and the electronic states belong to the corresponding irreducible representations. Fig. S9 in ESI $\dagger$ shows the configurations for the electronic states. The ground state of the dication is created by removing two electrons from the $2 \mathrm{~b}_{1}$ orbital leading to a closed shell configuration with $A_{1}$ symmetry. The $\mathrm{S}_{1}$ state is created by exciting an electron from $1 b_{2} \rightarrow 2 b_{1}$, leading to an $A_{2}$ symmetry. $\mathrm{S}_{2}$ is created by an excitation $5 a_{1} \rightarrow 2 b_{1}$, leading to $B_{1}$ overall symmetry, while the symmetries of the other states at vertical ionization are $A_{1}, B_{1}, A_{1}$ for $\mathrm{S}_{3}, \mathrm{~S}_{4}$, and $\mathrm{S}_{5}$, respectively.
$A_{2}$ has unique properties compared to the other irreducible representations in $C_{2 v}$ symmetry. Since the symmetries of $\mathrm{S}_{1}$ and $\mathrm{S}_{0}$ are $A_{2}$ and $A_{1}$, respectively, the nonadiabatic coupling between them should have $a_{2}$ symmetry, which means that an $a_{2}$ vibration is needed to couple the two. But an $a_{2}$ vibration does not exist in formaldehyde. So, there is no nuclear motion that can lead to a coupling between the two states while $C_{2 v}$ symmetry is preserved. This has profound consequences, as we see in the dynamics. Furthermore, the radiative transitions between $A_{2}$ and the $A_{1}$ ground state are also forbidden by symmetry. This creates the conditions for a trapped state, both radiatively and nonradiatively.

Fig. 4 show the dissociation pathways in formaldehyde dication that retain $C_{2 v}$ symmetry. These are either $\mathrm{C}=\mathrm{O}$ breaking or $\mathrm{C}-\mathrm{H}$ symmetric stretch. Along $\mathrm{C}=\mathrm{O}$ stretching, $\mathrm{S}_{1}$ and $\mathrm{S}_{0}$ actually become degenerate at large nuclear separations. If the degeneracy could facilitate nonadiabatic transitions, then the $S_{1}$ population could transfer to $S_{0}$ and possibly lead to further dissociation along other coordinates. But no such hoppings are observed due to symmetry! Along the C-H symmetric stretch the $\mathrm{S}_{1}$ state crosses $\mathrm{S}_{2}$ and $\mathrm{S}_{3}$ and is diabatically correlated with an excited channel leading to $\mathrm{CO}\left({ }^{2} \Pi\right)+\mathrm{H}+\mathrm{H}^{+}$. Again there are no transitions with any other state.

Finally, along the C-H asymmetric stretch coupling with the ground state could occur because the $C_{2 v}$ symmetry is broken. However $S_{1}$ remains more than 5 eV separated from $\mathrm{S}_{0}$ everywhere along the path, so again the coupling will be very small, because of the energy gap this time.

There is the possibility however that geometries deviating from these rigid scans can be accessed, where for example the $\mathrm{C}-\mathrm{O}$ bond is stretched while at the same time symmetry is broken by asymmetric stretch of the C-H bonds. This motion however does not seem important in the dynamics. By examining the trajectories we see that when the C-O bond is stretched the asymmetry between the two $\mathrm{C}-\mathrm{H}$ bonds remains very small, so even when the molecule does not have strictly $C_{2 \mathrm{v}}$ symmetry, it remains close to that symmetry and the nonadiabatic coupling remains small. More details of this analysis can be found in ESI $\dagger$ (Fig. S10).

### 3.3 No fragmentation on excited state surface

Although no transitions to the ground state occur, fragmentation could proceed along the excited state surface without need


Fig. 4 Energies of singlets calculated at the geometries produced along $\mathrm{C}=\mathrm{O}$ stretch (a); symmetric $\mathrm{C}-\mathrm{H}$ stretch with both bonds being stretched (b); asymmetric $\mathrm{C}-\mathrm{H}$ stretch where only one CH is stretched (c). The calculations were done at the CASSCF(8,9)/cc-pVDZ level of theory. The region of vertical excitation is highlighted with blue vertical line. The curve representing the $S_{1}$ state is highlighted with green thick line. In panels ( $a$ and $b$ ) that use symmetry this is the $1^{1} A_{2}$ state, while for panel ( $c$ ) it is the first excited $S_{1}$ across the whole curve.
for decay to the ground state. However, Fig. 4 shows that the barriers for dissociation on the $\mathrm{S}_{1}$ surface are very high (more than 2 eV ) along $\mathrm{C}-\mathrm{O}$ and symmetric $\mathrm{C}-\mathrm{H}$. The barrier along the asymmetric C-H breaking as shown in Fig. 4(c) is lower, so there is some possibility to break one $\mathrm{C}-\mathrm{H}$ bond to produce the $\mathrm{H}^{+}+\mathrm{HCO}^{+}$in its excited state. Since the paths in this figure are
based on rigid scans, the barriers are upper bounds to true barriers. In order to have a better estimate of the actual barrier along the asymmetric $\mathrm{C}-\mathrm{H}$ path we performed constrained optimizations with one $\mathrm{C}-\mathrm{H}$ bond constrained, while the other degrees of freedom were optimized. This path is shown in ESI $\dagger$ (Fig. S2), and leads to a barrier along the C-H bond of 0.8 eV . This explains why the only products seen for 16 out of 200 trajectories are along this pathway and lead to $\mathrm{HCO}^{+}+\mathrm{H}^{+}$.

The non-dissociating trajectories on $\mathrm{S}_{1}$ show some coherent oscillations along all 3 coordinates as shown in Fig. 3, although the $\mathrm{C}-\mathrm{O}$ vibrations lose coherence rapidly after a few oscillations due to coupling between modes.

The dissociation of $\mathrm{CH}_{2} \mathrm{O}^{2+}$ on the ground state surface forms $\mathrm{HCO}^{+}\left({ }^{1} \Sigma^{+}\right)$with linear geometry and $\mathrm{H}^{+}$. However, the geometry of $\mathrm{HCO}^{+}$on its $\mathrm{S}_{1}$ minimum is not linear with the $\mathrm{H}-\mathrm{C}-\mathrm{O}$ angle of $125^{\circ}$. The same has been seen by Weis and Yamashita. ${ }^{44}$ Hence, when dissociation occurs on the first excited state it will lead to a nonlinear $\mathrm{HCO}^{+}$with a symmetry of ${ }^{1} A^{\prime \prime}$ instead of ${ }^{1} \Sigma^{-}$. Similarly, the degenerate second and third excited states of $\mathrm{HCO}^{+}\left({ }^{1} \Delta\right.$ in linear symmetry $)$ split into ${ }^{1} A^{\prime}$ and ${ }^{1} A^{\prime \prime}$ states at the nonlinear $\mathrm{S}_{1}$ minimum. This further suggests that the produced $\mathrm{HCO}^{+}$will be vibrationally excited along the bending mode.

### 3.4 Dynamics on the other singlet states

It is interesting to contrast the dynamics occurring on the $\mathrm{S}_{1}$ surface with that of the $S_{2}$ and higher states. Fig. 2 shows that when the population is initially on the $S_{2}$ electronically excited state there is substantial decay to $\mathrm{S}_{1}$ and $\mathrm{S}_{0}$ within 100 fs. Specifically, about $40 \%$ of the population remains on $S_{2}$ while $40 \%$ decays to $\mathrm{S}_{1}$ and $20 \%$ has reached the ground state after 100 fs. Fig. S8 in ESI $\dagger$ shows the populations for the other states. All the excited states lose more than $50 \%$ of their population within 20 fs . The statistics are not reliable for the higher states beyond 50 fs so we cannot predict the final distribution, but it is clear that radiationless decay is very fast. It should also be noted that when exciting to higher states the population does not get trapped on $\mathrm{S}_{1}$ but it decays further to the ground state, for the most part. This is because all these nonadiabatic transitions break the symmetry, so $\mathrm{S}_{1}$ is not an $A_{2}$ state anymore.

There is also substantial fragmentation observed in the dynamics of higher states. Table S3 in ESI $\dagger$ shows all the fragmentation products for each state. When starting on the $\mathrm{S}_{2}$ state most of the population dissociates via a threebody dissociation to produce $\mathrm{CO}^{+}+\mathrm{H}+\mathrm{H}^{+}$or $\mathrm{CO}+\mathrm{H}^{+}+\mathrm{H}^{+}$, regardless of the state on which fragmentation occurs. This is obvious in Fig. 3 which shows that both of the CH bonds break symmetrically. Fig. 4b shows that $S_{2}$ is strongly exothermic along the symmetric CH stretch coordinate, so that explains why this is the preferred dissociation mechanism. The data indicate that even when there is a nonadiabatic transition from $\mathrm{S}_{2}$ to $\mathrm{S}_{1}$, diabatically the population remains on the $B_{1}$ surface. The $B_{1}$ state dissociates via three body dissociation, while the $A_{2}$ state is bound along that coordinate. Fig. 3 shows that the $\mathrm{C}=\mathrm{O}$ continues to vibrate coherently (significantly longer than in $\mathrm{S}_{1}$ )
after the loss of the hydrogens. We note that it is with a higher frequency, as one would expect since the bond is stronger for $\mathrm{CO}^{+}$. The dominant channel for states $\mathrm{S}_{3}, \mathrm{~S}_{4}$ and $\mathrm{S}_{5}$ is dissociation along the $\mathrm{C}=\mathrm{O}$ bond leading to $\mathrm{CH}_{2}{ }^{+}+\mathrm{O}^{+}$, with $\mathrm{O}^{+}$being produced on its excited ${ }^{2} \mathrm{D}$ state rather than the ground ${ }^{4} \mathrm{~S}$ state because of spin restrictions.

Dynamics on the ground state also predict fast dissociation. Almost all of the trajectories that have not failed lead to $\mathrm{HCO}^{+}+$ $\mathrm{H}^{+}$, since this pathway is more than 6 eV exothermic with a very small barrier on the ground state. Overall, a very small number of trajectories have not dissociated after 100 fs when starting from any other state except $S_{1}$.

### 3.5 Experimental observation of $\mathrm{CD}_{2} \mathrm{O}^{2+}$

As a test of the theoretical predictions, we carried out measurements on $\mathrm{CH}_{2} \mathrm{O}$ as well as $\mathrm{CD}_{2} \mathrm{O}$. Both measurements showed evidence for the parent dication $\left(\mathrm{CH}_{2} \mathrm{O}^{2+}\right.$ or $\left.\mathrm{CD}_{2} \mathrm{O}^{2+}\right)$ in the time of flight mass spectrum. However, the signal for $\mathrm{CH}_{2} \mathrm{O}^{2+}$ suffered from contamination by high energy $\mathrm{O}^{+}$and $\mathrm{CH}_{2}{ }^{+}$ fragments, and for $\mathrm{CD}_{2} \mathrm{O}^{2+}$ the signal was also complicated by the detection of $\mathrm{O}^{+} / \mathrm{CD}_{2}{ }^{+}$fragments, which have the same time of flight (TOF) due to their common mass over charge. In order to clarify the evidence for the formation of a stable dication, we carried out detailed momentum resolved measurements of the fragment ions, which allowed us to distinguish $\mathrm{O}^{+}$and $\mathrm{CD}_{2}{ }^{+}$ from $\mathrm{CD}_{2} \mathrm{O}^{2+}$.

Fig. 5 shows the angular distribution for the ions having TOF corresponding to these fragments with different laser intensities. The variation of the angular distribution with laser intensity reveals multiple contributions to the yield. At low intensities, one can see a clear variation in the yield with angle, which is consistent with $\mathrm{O}^{+}$and $\mathrm{CD}_{2}{ }^{+}$fragments formed from dissociative single ionization. However, for higher laser intensities (bottom three panels of Fig. 5), the yield does not vary with angle, which is consistent with non-dissociative double ionization.

In strong field ionization, single ionization is generally dominant at low intensities. As the intensity increases, higher order ionization becomes more prominent. ${ }^{42,45-49}$ Thus it makes sense that the $\mathrm{O}^{+} / \mathrm{CD}_{2}{ }^{+} / \mathrm{CD}_{2} \mathrm{O}^{2+}$ signal for low intensities is dominated by fragments arising from dissociative single ionization, with Kinetic Energy Release (KER) between 0 and 1.3 eV , while the $\mathrm{O}^{+} / \mathrm{CD}_{2}{ }^{+} / \mathrm{CD}_{2} \mathrm{O}^{2+}$ signal for high intensities is dominated by the dication formed by double ionization, with KER between 1 and 5 eV .

As further evidence for the formation of the stable dication, we consider the KER for fragment ions at the position of the parent dication in the TOFMS. The expectation is that the dication parent should show very low KER since there is no dissociation involved. The KER distribution as a function of laser intensity is shown in Fig. 6. For low intensities ( 0 to $75 \mathrm{TW} \mathrm{cm}{ }^{-2}$ ), dissociative single ionization dominates, producing relatively low energy $\mathrm{O}^{+}$or $\mathrm{CD}_{2}{ }^{+}$fragments. As the intensity goes higher ( 75 to $150 \mathrm{TW} \mathrm{cm}{ }^{-2}$ ), the production of energetic fragments ( 2 to 5 eV ) from dissociative single or double ionization dominates. Finally, for the highest intensities, we see very


Fig. 5 Two dimensional projection of the momentum distribution for $\mathrm{O}^{+}$ $\left(\mathrm{CD}_{2} \mathrm{O}^{2+}\right)$ produced with various laser intensities. The laser polarization is along horizontal direction in all the panels. The momentum range of $\pm 40$ a.u. is displayed at each intensity. The subpanels are ordered with laser peak intensity at (a-i) $43,67,96,120,144,168,192,216$, 240 TW $\mathrm{cm}^{-2}$, respectively. The low KE (center region) change its shape and relative amplitude dramatically as the intensity changes. This change in angular distribution indicates that at different intensity, the low KE $\mathrm{O}^{+}$ $\left(\mathrm{CD}_{2} \mathrm{O}^{2+}\right)$ are coming from different mechanism.
high energy fragments (greater than 5 eV ) being formed, in addition to an increase in very low KER ions. The very high energy fragments can be associated with dissociative double and triple ionization, while the low energy fragments point to the formation of $\mathrm{CD}_{2} \mathrm{O}^{2+}$, which is consistent with the angular distributions at high intensity discussed above.


Fig. 6 KE distribution of $\mathrm{O}^{+}\left(\mathrm{CD}_{2} \mathrm{O}^{++}\right)$fragment as function of laser power (peak intensity). The single ionization's contribution is mostly at the low KE low intensity region ( 0 to 1.3 eV ). The double ionization is thought to be higher KE higher intensity region ( 2.2 to 11 eV ). The even higher ionization channels are showing in the even higher KE even higher intensity. And at really high intensity, low KE region, we see ion yields which are presumably from the non-dissociative double ionization $\mathrm{CD}_{2} \mathrm{O}^{++}$, which coincides at the same mass-to-charge ratio with the $\mathrm{O}^{+}$fragment.

We note that strong field ionization leads to the population of multiple states of the dication, not only $S_{1}$. However, given that the calculations indicate that only $\mathrm{S}_{1}$ is stable, and that our measurements agree with the calculations quantitatively regarding the dissociation energies from other states of the dication, ${ }^{50}$ we believe that our measurements of the dication come from molecules in the $\mathrm{S}_{1}$ state of the dication.

## 4 Conclusions

In conclusion, we have shown that the first excited state of the formaldehyde dication is stable both from decay to the ground state and from dissociation, even though the ground state and higher lying states are directly dissociative. This is a rather unexpected result because in general double ionization of closed shell molecules creates rather unstable species. Furthermore, when these dications are electronically excited they are expected to be even more unstable because of all the extra available energy. A stable excited state when the ground state is dissociative is possible here because of the high symmetry of formaldehyde which restricts the types of vibrations that can couple the different states. One may imagine that other molecules with high symmetry can be found that show similar dynamics. A bound excited state combined with a dissociative ground state can be useful in laser action. Excimer lasers create population inversion because they have a bound excited state, but a dissociative ground state. Emission is not possible in the current system since the $S_{1}$ state has a zero transition dipole moment with the ground state by symmetry. The pair $\mathrm{S}_{0}\left(A_{1}\right.$ symmetry) $\mathrm{S}_{1}$ ( $A_{2}$ symmetry) in formaldehyde dication has both a zero radiative coupling (through the transition dipole moment operator) and radiationless coupling (through the nonadiabatic coupling operator). Since however these two operators are different a system that has zero nonadiabatic coupling but nonzero radiative coupling could create population inversion.

The calculations described here motivate the measurement of dynamics in the stable dication. The analysis of the trajectories in Fig. 3 shows coherent $\mathrm{C}-\mathrm{O}$ oscillations in $\mathrm{S}_{1}$, which could be detected by covariance pump probe measurements of the fragment ion yields. A pump pulse could launch a vibrational wave packet on the $S_{1}$ state of the dication, which could be probed via further ionization to the trication, followed by momentum resolved measurements of the fragment ions in covariance. ${ }^{51}$
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