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method for the correction of self-
absorption by Planck function in laser induced
breakdown spectroscopy

Tobias Völker * and Igor B. Gornushkin

The electron density and temperature of a laser-induced plasma can be determined from the width and

intensity of the spectral lines, provided that the corresponding optical transitions are optically thin.

However, the lines in laser induced plasma are often self-absorbed. One of the methods of correction of

this effect is based on the use of the Planck function and an iterative numerical calculation of the plasma

temperature. In this study, the method is further explored and its inherent errors and limitations are

evaluated. For this, synthetic spectra are used that fully correspond to the assumed conditions of

a homogeneous isothermal plasma at local thermodynamic equilibrium. Based on the error analysis, the

advantages and disadvantages of the method are discussed in comparison with other methods of self-

absorption correction.
1 Introduction

The radiation of a laser-induced plasma contains information
about the chemical composition of the ablated sample, as well
as information about the intrinsic properties of the plasma,
which can be determined using suitable diagnostic methods.
Many of these methods are based on the analysis of the inten-
sities and widths of spectral lines, which in most cases requires
optically thin plasma conditions. However, many lines emitted
by laser-induced plasma are self-absorbed, either due to the
high concentration of emitting atoms or due to the long
absorption path length. To use these lines for plasma diag-
nostics, they must be corrected for self-absorption (SA).

Many methods have been proposed for correction of self-
absorption in laser induced plasma. Amamou et al.1 analyzed
the inuence of self-absorption on the line proles and calcu-
lated correction factors for the heights, widths, and areas of
Gaussian and Lorentzian line proles. Bulajic et al.2 presented
a recursive algorithm based on the method of curves of growth,
which made it possible to extend the calibration-free (CF) LIBS
method to the conditions of optically thick plasma. Sherbini
et al.3 developed a method to correct self-absorption of lines
with a known Stark broadening parameter. The method used
the ratio of the intensities of optically thin and optically thick
lines. Praher et al.4 extended this method to lines with Lor-
entzian proles. They calculated the theoretical dependence of
the ratio of the width of an optically thin line to the width of an
optically thick line as a function of the ratio of the corre-
sponding integral intensities for different optical densities and
rüfung (BAM), Richard-Willstätter-Straße
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f Chemistry 2023
used this dependence to obtain the desired integral intensity of
the optically thin line. Gornushkin et al.5 extended this
approach to more realistic Voigt line proles. Sun et al.6

proposed a method with a specially chosen optically thin line
serving as a reference line; optically thick lines were scaled with
respect to this line. Moon et al.7 placed a mirror behind the
plasma to double the optical path and thus determine correc-
tion factor for self-absorption.

The approach discussed in this paper was described by
Lochte-Holtgreven in 1968.8 Like many other self-absorption
correction methods, the method exploits two simplest solu-
tions of the radiative transfer equation for optically thick and
optically thin plasma layers. It uses an iterative calculation of
the plasma temperature and black body function to nd the
thin line prole expressed in terms of the thick line prole.
Recently, Li et al.9 applied this method to calibration-free LIBS
of titanium alloys. Unfortunately, the error inherent in the
method was not and could not be evaluated because they
worked with experimental spectra. In this case, other errors are
superimposed on this error, caused, for example, by the devia-
tion of the real plasma from the assumptions of homogeneity
and local thermodynamic equilibrium (LTE), the uncertainty in
the values of the spectroscopic parameters, the inaccurately
measured response function, uncontrolled instrumental noise,
etc. Clearly, it is much easier to evaluate the inherent error of the
method when working with synthetic spectra that are fully
consistent with the assumptions on which this method is
based, namely, the assumptions of a homogeneous isothermal
plasma and LTE, and this is the purpose of this work.

This work has four objectives: rst, to provide an explicit
form of the self-absorption correction function; second, to test
the method with synthetic spectra that are fully consistent with
J. Anal. At. Spectrom., 2023, 38, 911–916 | 911
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the mathematical model; third, to perform error analysis to
explore the limitations of the method; and fourth, to discuss the
advantages and disadvantages of the method for practical
applications.
2 Self-absorption correction

The solution of the radiative transfer equation for a homoge-
neous, stationary, and isothermal plasma at local thermody-
namic equilibrium has the form

Il = Bl(1 − exp(−kll)) (1)

where Il is the radiance per unit wavelength along a line-of-
sight, kl is the absorption coefficient, l is the path length and
Bl is the Planck function.

The power of the exponent in eqn (1) denotes optical depth sl
= kll. For small optical depth s � 1 (optically thin condition),
self-absorption is negligible, and eqn (1) is approximated by

IThinl = Blkll (2)

which is accurate to a second term in Taylor expansion series
e−s z 1 − s + O (s2). Error of this approximation rapidly grows
with increasing s.

Eqn (2) is commonly used to construct the Boltzmann plot to
determine the plasma temperature; such plots are also used in
algorithms for calibration-free LIBS analysis.10 The optical
thinness limitation imposed on eqn (2) can be relaxed using the
self-absorption correction methods discussed in the
introduction.

An approach to self-absorption correction via the Planck
function8 is the following: the substitution of kll from eqn (2)
into (1) gives

Il = Bl(1 − exp(−IThinl /Bl)) (3)

Solving this equation for IThinl one obtains

IThinl = −Bl ln(1 − Il/Bl) (4)

This equation shows how the radiation intensity
IThinl emitted by an optically thin plasma can be determined
from the radiation intensity emitted by an optically thick
plasma. Eqn (4) can also be used when two or more overlapping
spectral lines are to be corrected for self-absorption. In this
case, the total radiance Il,S is given by

Il;S ¼ Bl

 
1� exp

 
�
XN
i¼1

kl;i l

!!
(5)

where N is the total number of lines. In the optically thin limit,
eqn (5) is approximated by

IThinl;S ¼ Bl

XN
i¼1

kl;i l (6)
912 | J. Anal. At. Spectrom., 2023, 38, 911–916
Substituting Sikl,il from eqn (6) into (5) leads to an analog of
eqn (4).

IThinl,S = −Bl ln(1 − Il,S/Bl) (7)

To apply the method, the value of the plasma temperature T
is required to calculate the Planck function Bl. In LIBS, it is
common to determine the plasma temperature by the Boltz-
mann plot method; this method assumes optically thin condi-
tions for all atomic and/or ionic transitions used. In reality,
however, some or many of the lines used for the Boltzmann plot
may be distorted by self-absorption.

To overcome this problem, an iterative algorithm can be
used, whose owchart is shown below. For readability, only
variables are shown, while all constants needed to calculate the
plasma temperature and electron density are omitted.

At the rst step of the algorithm, the integral line intensities
IL and widths wL of the selected emission lines are found, which
are necessary for constructing the Boltzmann plot and calcu-
lating the electron density. Only stand-alone lines are used to
minimize errors on IL and wL due to spectral interference. At the
next step, starting from the assumption of the initial tempera-
ture, the electron density ne is found from the emission lines
with known Stark parameters under the assumption of the Voigt
line prole function. Next, the plasma temperature T is deter-
mined from the Saha–Boltzmann plot, constructed using both
atomic and ionic lines. At the last step, spectrum Il,S is cor-
rected using the found temperature T and eqn (7). The proce-
dure is repeated until the change in T between successive
iterations becomes less than the given epsilon or until the
maximum allowable number of iterations is reached. The
smaller the optical depth of the plasma, the faster the algorithm
converges. In the case of using only the Boltzmann plot instead
This journal is © The Royal Society of Chemistry 2023
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Fig. 1 Synthetic spectrum of aluminum alloy before (red) and after
(blue) correction for self-absorption. The black solid line is the Planck
function at 10 000 K.

Table 1 Lines used for the Saha–Boltzmann plota

Ion Wavelength in nm

Al I 211.831, 212.966, 214.556, 215.070,
216.881, 217.403, 220.466, 226.346,
226.910, 236.705, 237.312, 256.798,
265.248, 266.039, 308.215, 309.271, 394.401, 396.152

Al II 281.619
Fe I 248.814
Fe II 238.204, 238.863, 239.924, 240.489,

240.666, 241.052, 241.331, 258.588,
259.839, 260.709, 261.382, 261.762, 273.955, 275.574

Mg I 277.669, 277.827, 278.142, 278.297, 285.213
Mg II 279.553, 280.270
Mn II 259.372, 260.568, 293.305, 293.931, 294.921
Si I 230.306, 243.515, 250.690, 251.432,

251.611, 251.920, 252.411, 252.851, 288.158

a Data are from ref. 14.

Paper JAAS

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
m

aa
rt

 2
02

3.
 D

ow
nl

oa
de

d 
on

 4
/1

1/
20

25
 0

:2
0:

27
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
of the Saha–Boltzmann plot, the calculation of ne can be
omitted.

In the rst iterations, the initial estimates of T may be
unphysical low, so that IThinl,S may exceed the blackbody limit Bl.
Since this is not possible, this situation is avoided by gradually
increasing T in small increments DT until Bl becomes greater
than IThinl,S at each wavelength.

In contrast to the method presented here, Li et al.9 used
a scaling “collection factor” F in eqn (1) and (2), which was
assumed to be constant over the wavelength range. The value of
the factor was optimized by iteratively adjusting the Boltzmann
plot to achieve the best linear t. The use of such a factor was
redundant in the current version of the method, since working
with synthetic spectra does not imply a light collection system.

3 Results and discussion
3.1 Efficiency of self-absorption correction

As already mentioned, the self-absorption correction method is
applied to synthetic spectra that are fully consistent with the
mathematical model. This excludes errors that are undoubtedly
present when working with experimental spectra, caused
mainly by the inadequacy of the model to real plasma, uncer-
tainties in spectroscopic parameters, and systematic errors. The
algorithm for generating synthetic spectra can be found
elsewhere.11,12

The spectra were generated for a hypothetical aluminum
alloy (analog to AlSi10Mg(Cu)) consisting of 87.2% Al, 0.35%
Cu, 0.65% Fe, 0.45%Mg, 0.55%Mn, 0.15% Ni, 0.10% Pb, 10.0%
Si, 0.2% Ti and 0.35% Zn.13 The emission line data (6195 lines in
total) were taken from NIST database.14 The wavelength range
was 200–400 nm with the distance between the nodes of the
spectral grid Dl = 5 pm.

A plasma temperature was assumed to be 10 000 K, total
density 1 × 1017 cm−3, and path length 1 mm. In addition,
white noise with an amplitude of 0.1% of the maximum
intensity of the spectrum was super-imposed on the spectrum.
The simulated spectrum is shown in Fig. 1 before (red) and aer
(blue) self-absorption correction was applied. Also shown is the
spectrum of a blackbody (black) corresponding to a temperature
of 10 000 K.

The emission lines selected for the Saha–Boltzmann plot are
listed in Table 1. To obtain the values needed for the Saha–
Boltzmann plot (line proles and their integral intensities), each
individual line was tted with function of eqn (1). For lines with
an amplitude close to the noise level, wavelet noise reduction was
performed before tting. The integral intensity of the lines was
calculated by the trapezoidal method. The full width at half
maximum (FWHM)was found by linear interpolation of the tted
prole over points with half the maximum line intensity.

Aer calculating the full-widths and areas of the spectral
lines, the electron density and plasma temperature were found,
and a subsequent correction for self-absorption was carried out.

Fig. 2 shows the Saha–Boltzmann plots before and aer self-
absorption correction. The effect of self-absorption is clearly
seen in Fig. 2(a), represented by a spread of points around the
Saha–Boltzmann plot. Aer several corrective iterations, the
This journal is © The Royal Society of Chemistry 2023
relative errors for temperature (found from the Saha–Boltz-
mann plot for Al) and electron density were 0.4% and 0.7%,
respectively. The error is associated with some inaccuracy in
determining the line width and integral intensity due to noise
super-imposed on the spectrum. The self-absorption correction
method required only four iterations; however, the number of
iterations may be less or more depending on the optical thick-
ness of the selected emission lines.

The corrected Saha–Boltzmann plot in Fig. 2(b) corresponds
to the self-absorption corrected spectrum shown in blue in
Fig. 1. Regression lines for all elements in Fig. 2(b) are almost
parallel to each other, which means that each of these graphs
can be used to accurately determine the plasma temperature.
J. Anal. At. Spectrom., 2023, 38, 911–916 | 913
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This example demonstrates that the SA-correction method
based on eqn (7) works well for synthetic spectra; factors
affecting its accuracy are discussed in the following section.
3.2 Error analysis

The method presented in this study requires knowledge of
temperature. The temperature determined experimentally from
the Boltzmann plot or by another method can be compromised
by inaccuracies in the parameters of the spectroscopic lines or
by errors in the calculated integral line intensities. The spectra
are also affected by random noise and, aer processing,
possible inaccuracy in the response function of the optics/
detector registration system. In what follows, the errors in
temperature and intensity measurements are denoted by sT and
sIl, respectively. The uncertainty sIlThin in the intensity IThinl of
a self-absorption corrected spectral line can be estimated by
error propagation. For simplicity, it is assumed that the
measured intensity Il and the estimated temperature T in terms
of the calculated Planck function Bl(T) are uncorrelated.

sIThin
l

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
vIThinl

vT

�2

sT
2 þ

�
vIThinl

vIl

�2

sIl
2

s
(8a)

vIThinl

vT
¼ �B0

l ln

�
1� Il

Bl

�
� IlB

0
l

Blð1� Il=BlÞ (8b)

vBl

vT
¼ B

0
l ¼ 2h2c3

l6kbT2

expðhc=ðlkbTÞÞ
ðexpðhc=ðlkbTÞÞ � 1Þ2 (8c)

vIThinl

vIl
¼
�
1� Il

Bl

��1
(8d)

Fig. 3 shows the relative standard deviation (RSD) sIlThin/I
Thin
l as

a function of optical depth. As an example, a spectral line with
a central wavelength of 300 nm, Stark width of 0.3 nm, Doppler
width of 0.03 nm, and plasma temperature of 10 000 K is used.
The RSD for temperature is assumed to be sT/T= 0.01, 0.1, 1, and
10%, and RSD for intensity sIl/Il = 1% for all cases.

As expected and as seen from Fig. 3, the integral intensity
(area) of the line is less error prone than the peak intensity, since
the wings of the line are less susceptible to self-absorption than
the center of the line, due to the smaller optical thickness in the
line wings. Furthermore, it can be concluded that the tempera-
ture uncertainty is crucial for the range of optical thicknesses in
which a reliable self-absorption correction is possible. The graph
in Fig. 3 shows that if, for example, 5% RSD in the corrected
integral line intensity at 1% RSD in T is required, then the
allowable maximum optical thickness at the center of the line
should not exceed about 2. If 10% RSD in the corrected integral
line intensity is required, then the allowable maximum optical
thickness at the center of the line is increased to about 3.
Fig. 2 Saha–Boltzmann plots for five elements before (a) and after (b)
correction for self-absorption.
3.3 Advantages and disadvantages

The reliability and efficiency of self-absorption correction
methods depend on the credibility of the mathematical models
914 | J. Anal. At. Spectrom., 2023, 38, 911–916
on which they are based. The general basic idea of these
methods is to replace the intensity of an optically thick line with
an equivalent intensity of an optically thin line emitted under
hypothetical optically thin plasma conditions. Common to
these methods is that they use the same eqn (1) and (2) but
perform different algebraic operations on them.

The effectiveness of the methods can be judged based on the
following criteria: (i) the number of parameters required to
implement the method, (ii) the adequacy of the underlying
assumptions of the model, (iii) the ease of implementation and
computation time, and (iv) the correctness of the nal result.
Let us consider there criteria in more detail.
This journal is © The Royal Society of Chemistry 2023
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Fig. 3 Uncertainty of a hypothetical optical thin line after correction
for self-absorption as a function of optical depth due to uncertainties
in the determination of plasma temperature and measured line
intensity.
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(i) To correct self-absorption by the method presented in this
article, only one parameter is needed – temperature. This is
a big advantage over most of the methods presented in the
introduction. Other methods require additional parameters
such as electron density or optical path length. Some methods
also require knowledge of the line prole type (e.g. Lorentz,
Voigt) and its FWHM.

(ii) Regardless of which method is used, the assumptions of
a homogeneous, isothermal, and stationary plasma in local
thermodynamic equilibrium must hold. Since these conditions
are rarely realized in a real plasma, the methods are never
infallible. Similarly, the methods require deconvolution of the
observed spectrum from the instrumental prole. This inverse
problem is ill-posed and may be inaccurate unless special
deconvolution methods such as regularization are used to
obtain reasonable results.15,16 All methods require calibration of
the spectrometer with a standard light source to correct the
detector response function and obtain the true spectrum
emitted by the plasma. Additional inaccuracies arise due to the
nite spectral resolution of spectrometers and various types of
noise, which introduce errors into the exact determination of
linewidths and integral intensities. Soware noise reduction
can distort the original spectral signal; therefore, it is important
to minimize the noise in the initial experimental spectrum. The
presented method is particularly sensitive to noise when lines
close to the blackbody limit are corrected for self-absorption.
This is due to the saturating nature of the function in eqn (4)
near this limit.

(iii) The soware implementation is simple for all methods.
However, it should be noted that the presented method has
a drawback compared to methods in which some of the data
necessary for self-absorption correction can be calculated in
advance and tabulated (see, for example, ref. 5), while other
This journal is © The Royal Society of Chemistry 2023
data, such as integral line intensities and widths are calculated
from the spectrum only once during the entire procedure. In
contrast, in the presented method, the linewidth and integral
intensities are re-measured on the corrected spectrum aer
each iteration; more time is required, which is spent mainly on
tting the line to the function in eqn (1) and adjusting the
baseline. When short processing times are important, such as
in the case of on-line LIBS without calibration, a method such as
ref. 4 should be preferred.

(iv) Unlike the methods mentioned in the introduction,
which allow one to correct only the integral line intensity, the
presented method allows one to correct also the line prole,
which may be important for plasma diagnostics. Correction of
spectrally overlapping lines is also possible.

4 Conclusion

In this work, we further investigate a method for correcting line
self-absorption based on the use of the Planck function and an
iterative numerical calculation of the plasma temperature. Like
other methods, it is based on a simple solution of the radiative
transfer equation for a homogeneous, stationary, and
isothermal plasma at local thermodynamic equilibrium. This
method only requires knowledge of the plasma temperature
and does not require knowledge of other parameters such as
line shape function, linewidth, or electron density (if one
prefers to use a Boltzmann plot instead of a Saha–Boltzmann
plot to determine the temperature). Like many other methods,
it requires deconvolution of the original spectrum from the
instrumental function and calibration of the optical system
with a standard light source to obtain a true spectrum emitted
by the plasma.

An analysis of the error revealed a functional dependence of
the method error on the optical thickness. For the case under
study, the method is applicable for optical thicknesses at the
line centers up to s0 = 3, if 10% RSD is acceptable for the cor-
rected integral intensity, provided that the measurement error
of the plasma temperature does not exceed 1% RSD.

As applied to the experimental spectra, further errors can be
expected due to the incomplete correspondence of the experi-
mental plasma to the mathematical model. Application of the
method to calibration-free LIBS of real samples will be the
subject of a subsequent publication.
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