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Tackling data scarcity with transfer learning: a case
study of thickness characterization from optical
spectra of perovskite thin filmst
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Transfer learning (TL) increasingly becomes an important tool in handling data scarcity, especially when
applying machine learning (ML) to novel materials science problems. In autonomous workflows to
optimize optoelectronic thin films, high-throughput thickness characterization is often required as
a downstream process. To data scarcity and enable high-throughput thickness
characterization, we propose a transfer learning workflow centering an ML model called thicknessML
that predicts thickness from UV-Vis spectrophotometry. We demonstrate the transfer learning workflow

surmount

from a generic source domain (of materials with various bandgaps) to a specific target domain (of
perovskite materials), where the target-domain data are from just 18 refractive indices from the
literature. While featuring perovskite materials in this study, the target domain easily extends to other
material classes with a few corresponding literature refractive indices. With accuracy defined as being
within-10%, the accuracy rate of perovskite thickness prediction reaches 92.2 + 3.6% (mean + standard
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DOI-10.1039/d2dd00149g deviation) with TL compared to 81.8 + 11.7% without. As an experimental validation, thicknessML with TL
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yields a 10.5% mean absolute percentage error (MAPE) for six deposited perovskite films.

1 Introduction

The recent advances in robotic automation in research labora-
tories have enabled autonomous high-throughput experimen-
tation (HTE) workflows for synthesis, screening, and
optimization of new materials."™® These HTE workflows can
generate new materials in thin-film form at a record rate (e.g.,
a few minutes per sample),"** and therefore downstream
materials characterization and data analysis must match the
elevated throughput. To accelerate data analysis and knowledge
extraction in HTE, ML algorithms are used together with rapid
characterization techniques.”?® For materials in thin-film
form, film thickness is among the most essential and yet chal-
lenging parameters to measure in a high-throughput non-
destructive manner.*>*

The state-of-the-art characterization method is optical spec-
troscopy. However, despite its rapid measurement, optical
spectroscopy requires a manual fitting of optical models (a
parametric description of the material's wavelength-resolved
refractive indices) to obtain thickness. This manual fitting for
a new material is slow ranging from a few tens of minutes to
hours per sample, and it usually requires much experience on
top of trial and error. The refractive indices of different material
classes fall into different distributions (domains), reflected by
different numbers and types of optical models typically used.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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For each specific domain (material class), especially newly
developed materials such as lead-halide perovskites, readily
available refractive-index data are few. This data scarcity poses
difficulty to replacing the manual model fitting with the high-
throughput ML model across domains (material classes).

To counter the data scarcity prevalent in many materials
science applications, the use of transfer learning is gradually
rising nowadays. Notable examples lie heavily in materials
property prediction, where the learning transfers across
properties,”** across modes of observation, e.g., from calcu-
lated properties to experimental ones,*** and across different
materials systems,* e.g., from inorganic materials to organic
polymers,*® or from alloys to high-entropy alloys.** Following
the same rationale, thin film thickness characterization also
presents itself as a suitable field for transfer learning to over-
come data scarcity across material classes.

To demonstrate high-throughput thickness characterization
with ML across material classes, we propose in this work the
following high-throughput transfer learning workflow (Fig. 1) to
automatically characterize thickness, i.e., predict film thickness
from optical spectra. Without loss of generality, we select lead-
halide perovskites as our ultimate material class (target
domain) for prediction. Lead-halide perovskites are a family of
ABX; semiconductors with excellent optoelectronic properties,
e.g., for photovoltaics, light-emitting diodes, and photodetec-
tors. To ultimately predict thickness for perovskite films, the
workflow relies on a transfer learning from the source domain
(once-off pre-training) to the target domain (retraining for every
individual target domain) as shown in Fig. 1a. The source
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domain contains generic semiconductor refractive indices; we
parametrically simulate 702 refractive indices from a single
optical model (Tauc-Lorentz) commonly used for optical
materials with an absorption bandgap. We then simulate the
optical reflectance/transmittance with 10 thicknesses for every
refractive index, constructing a training dataset of 702 x 10.
The source domain is “big data”. The target domain contains 13
perovskite semiconductor refractive indices that are experi-
mentally fitted found in the literature. We then repeat the
optical reflectance/transmittance simulation with 10 thick-
nesses per refractive index, obtaining a training dataset of 13 x
10. The target domain is “small data”. Note that the source
domain has over 50 times more training data than the target
domain. In practice, this chosen perovskite target domain
represents the typical data-scarce bottleneck of newly developed
materials. This transfer learning workflow enables the target
domain to easily extend to other data-scarce material classes
with a few literature refractive indices of that material class.

Transfer learning entails two stages of training—(I) once-off
pre-training on the source domain and (II) once-every-target-
domain retraining. Each training stage features the same
model named thicknessML. thicknessML takes optical reflection
(R) and transmission (7) spectra as input and outputs thickness
(d) and optionally wavelength-resolved refractive indices as
shown in Fig. 1b. We denote the real and imaginary parts of
refractive indices as n and k respectively.

With the two-stage transfer learning, thicknessML predicts
the perovskite film thickness with a mean absolute percentage
error (MAPE) of 4.6 & 0.5% compared to a MAPE of 7.4 + 4.2%
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Fig.1 Transfer learning and the thickness-predicting ML model. (a) Transfer learning workflow—from generic (source domain) to specific (target
domain). The source domain contains generic semiconductor refractive indices (simulated and thus of big data). The target domain contains
specific (perovskite) refractive indices (experimentally fitted found in the literature and thus of small data). The numbers at the bottom right of
domains denote the number of data, number of refractive indices (materials) x number of thicknesses per refractive index (thicknesses per
material). (b) Inputs and outputs of the thickness-predicting model named thicknessML. R and T are respectively the reflectance and the
transmittance in UV-Vis-NIR spectrophotometry. d is the thickness. n and k are the real and the imaginary part of the refractive index. thick-
nessML is first pre-trained in the source domain and then transferred to (retrained in) the target domain.
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from direct learning (no transfer learning). When validated on
six experimentally deposited methylammonium lead iodide
(MAPDI;) perovskite films, thicknessML achieves 10.5% MAPE
from retraining on only eight most dissimilar literature refrac-
tive indices whose perovskite compositions contain no
methylammonium.

2 Results and discussion
2.1 Preparation of source and target datasets

For ML datasets, the inputs are wavelength-resolved optical
spectra of reflection and transmission. Denoting the wave-
length as A, the optical spectra are respectively R(4) and T(4) for
reflection and transmission. The outputs (or labels in super-
vised ML terminology) are thickness d, and optionally
wavelength-resolved refractive indices n(1) and k(A). The
refractive index is complex, and n and k denote the real and
imaginary parts respectively, namely #(1) = n(A) + ik(%). In
physics, the order is inversed, where thickness d (an extensive
property of a material) and the refractive index (an intensive
property of a material) are inputs, and the optical spectra are
outputs (an optical response given by a material film). There-
fore, the ML model in essence needs to learn the inverse of the
physical optical response. Note that the to-be-learnt physical
response is universal for all materials (across material classes).
The source/target domains (material classes) only appear due to
different underlying distributions of an output (label), namely

Table 1 The source dataset and the target dataset
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the refractive index. The different refractive index distributions
are a manifestation of the different underlying governing
parametric optical models in different material classes.

To facilitate transfer learning, we build the source dataset to
be generic; practically, we simulate refractive indices with the
Tauc-Lorentz (TL) optical model, universal for materials with
a band gap. The simulation of refractive indices is analogous to
the simulation of materials (possessing the simulated refractive
index). Paired with different thicknesses, a set of simulated #, k
spectra (a simulated material) can yield the respective optical R,
T spectra. This is analogous to measuring the optical response
of a batch of thin films (different thicknesses) made of the same
material (the same simulated refractive index spectra). The
optical response is simulated by the physical transfer-matrix
method (TMM). Without loss of generality, we adopt 0° inci-
dent angle and a 1 mm glass substrate in the TMM simulations.

In the source dataset, we simulate 1116 n(), k(1) spectra by
sampling a grid of parameter values (for 4, C, E,, and E,, with
a fixed ¢.. = 1) of a single TL optical model with A ranging from
350 to 1000 nm. The A range was chosen to be a common subset
of frequent ranges in UV-Vis measurements and reported
literature. The 1116 n, k spectra of the source dataset are divided
into 702, 302, and 112 for the training, the validation and the
test set respectively. Then we randomly choose 10 thicknesses
per pair of n, k spectra (per simulated material) in the training
and the validation set, and 50 thicknesses per n, k spectra in the
test set to obtain the corresponding R, T spectra. The larger

Source dataset

Training set Validation set Test set

Number of n, k spectra 702 302 112
Number of d per n, k spectra 10 10 50
Resulting number of R, T spectra 702 x 10 302 x 10 112 x 50
Target dataset

Training set Test set
Transfer learning vs. direct learning
Number of n, k spectra 13 5
Number of d per n, k spectra 10 (500 for direct learning) 50
Resulting number of R, T spectra 13 x 10 (13 x 500 for direct 5 x 50

learning)
Transfer learning with varying training data quantities
Number of n, k spectra X(0=x=17) 18 — X
Number of d per n, k spectra 10 50
Resulting number of R, T spectra 10X (18 — X) x 50

Training set

Experimental validation
Number of n, k spectra

Number of d per n, k spectra
Resulting number of R, T spectra

1336 | Digital Discovery, 2023, 2, 1334-1346

8 (not containing
methylammonium)
10

8 x 10
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number of d per pair of n, k spectra in the test set gives a more
stringent and thus reliable evaluation of how well ¢thicknessML
performs. The range of d is 10-2010 nm. Three different
training-validation-test splits are performed for three ensemble
runs, and the randomly selected thicknesses for the same n, k
spectra differ in the three splits.

In the target dataset, we obtain 18 perovskite 7(2), k(1) spectra
from the literature.>*” The 18 n, k spectra of the target dataset are
divided into 13 and 5 for the training and the test set. The vali-
dation set is not used in the target dataset due to data scarcity. We
follow the same convention and simulate the corresponding R, T
spectra with the number of d per n, k spectra of 10 and 50
respectively in the training and the test set. To compare with direct
learning (no transfer), we also build a dataset for direct learning by
assigning 500 d per n, k spectra for training while maintaining the
50 d per n, k spectra for test. The extremely large number of
assigned d per n, k spectra is to compensate for the small number
of n, k spectra available, ensuring enough training data in learning
from scratch. Five training-test splits are performed for ensemble
runs. To study transfer learning with varying data quantities, we
also build training-test splits with increasing numbers of training
n, k spectra from 0 to 17, with the corresponding rest (18 - number
of training n, k spectra) in the test set. In these datasets, we
preserve the number of d per n, k spectra in the training (10) and
the test set (50) as well as the five training-test splits. To prepare for
the experimental validation on six deposited MAPbI; films, we
build the target training dataset by selecting the more distinct
perovskite materials (not containing methylammonium) out of the
18 literature materials. We follow the number of d per n, k spectra
in the training as well as the five training-test splits. We capture
the details of the datasets in Table 1.

3 Model: thicknessML

The whole framework of the thickness-predicting model thick-
nessML is shown in Fig. 2. For thicknessML, we propose a con-
volutional neural network (CNN) architecture.®®* CNNs are
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originally developed for image processing and can capture local
spatial information (neighboring pixels) as well as correlation
among channels, such as RGB as channels. We used a CNN here
to capture R and T segments at adjacent wavelengths and thus
capture some spatial features like hills and valleys of R(1) and
T(2), which are closely related to thickness d. We concatenated R
and T channel-wise to capture the correlation.

Aside from a straightforward RT-to-d architecture, we also
explore a multitask learning (MTL) architecture, where n(A) and
k(2) are additional outputs with d. This is inspired from physics
where the determination of d (from R and 7) is closely related to
the concurrent determination of n and k. Therefore, we reflect
such concurrent determinations with MTL, concurrent learning
of multiple tasks. In MTL, if the tasks are related, the model
benefits from concurrent learning to be more accurate and is
less likely to overfit to a specific task (in other words, the
learning is more generalized).**> As a result, we concurrently
learn to predict d as our main task, and n, k as auxiliary tasks in
our MTL implementation. The straightforward RT-to-d archi-
tecture, framed in a compatible language, becomes single task
learning (STL).

In this study, we use the term “thicknessML” to refer to both
the ML model per se and the encompassing framework
(including the UV-Vis operation) depending on context.

3.1 Stage I: pre-training on the generic source dataset

We tabulate the pre-training performance of thicknessML (STL
and MTL) in Table 2 and give some visual performance of
thicknessML-MTL in Fig. 3. For d prediction, STL achieves 89.2%
accuracy (5.0% MAPE) and MTL 83.3% accuracy (8.0% MAPE).
We consider a prediction “accurate” if the prediction deviates
less than 10% from the actual value, and the accuracy (%)
records the prediction accuracy ratio (what is the proportion of
accurate predictions). The choice of defining such an accuracy
follows that we intuitively give a larger tolerance of inaccuracy
(deviation) to thicker films as the relative error stays small. The
performances in Table 2 are averaged across three ensemble runs

=) =
BS &
a2 .83
aOx3 =
Fully connected (FC) ./
e _’: !
block

) (K] Optional%

Fig. 2 thicknessML framework: thicknessML receives the R(2) and T(2) spectra and outputs d (and n(2), k(1)) for single task learning (multitask
learning). Input R and T spectra first go through four convolutional and max pooling layers for feature extractions and then get flattened to be
passed to three fully connected (FC, also “Dense” in Keras** terminology) and dropout layers, where mappings from extracted features to task
targets are drawn. The three dedicated FC blocks for d, n(4), and k() correspond to MTL implementation. STL implementation has the same
architecture without the two FC blocks for n(A) and k(4). (The adopted incident angle in UV-Vis is 0°. The inclined beams are drawn to achieve
better visual clarity.) The detailed hyperparameters are recorded in Section S1 thicknessML hyperparameters in the ESI.T
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Table 2 Pre-training performance of thicknessML: recording the
average of three ensemble runs

d n k
(<10% deviation) (<10% deviation) (<10% deviation)

STL
MTL

89.2%

83.3% 94.2% 26.8%

(three data splits). We observe that STL slightly is better than
MTL, which contradicts that MTL promotes more generalized
learning and better accuracy. To understand this result, we look
at the trade-off between a generalized learning and a task-specific
learning: a generalized learning is less likely to overfit and thus
may improve performance; however, compared to a task-specific
learning, a generalized learning may have worse performance by
scattering learning capacity across various tasks (thus losing
focus on the intended main task). We believe that thicknessML-
MTL in the pre-training has a slightly worse performance due to
scattered learning capacity. Further improvements may be
gained by a more focused learning on d prediction in the MTL

(a) Dataset (pre-training)

( )
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Big data
702x10
1

¢ i
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nk dpernk
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setting, realized by increasing the proportion of d-prediction loss
in the overall loss function. For n and k predictions in MTL,
accuracies reach 94.2% and 26.8% respectively. Here we expand
the accuracy definition to within-10%-deviation quantified
across wavelengths on average because n and k are wavelength-
resolved. We note the relatively poor performance of k predic-
tion, and we attribute it to several reasons:

e Many k values on larger wavelengths are near or at zero, e.g.,
on the magnitude of 10 2 This makes the percentage-based
within-10%-deviation accuracy definition unduly stringent. A
different choice of absolute-error-based accuracy definition may
reflect the k prediction performance more appropriately.

e The many near-zero and at-zero k values bias the output
data distribution unfavorably.

e The prediction of wavelength-resolved values is naturally
harder than the prediction of a scalar value.

We acknowledge the k prediction limitation of thicknessML-
MTL and caution potential users to place more confidence in
the d prediction than the n, k prediction when using thicknessML
in the MTL setting. Overall, we recommend potential users to
use thicknessML in the STL setting for better performance.

(b)
2000

d prediction

-—
(o]
o
o

1000

500

Predicted d [nm

0 1000
Actual d [nm]

R, T reconstruction

2000

© 0.8
g 0.6
n ' &
%0'4 —— true value &
O o2 e predicted value

400 600 800 1000

Wavelength A [nm]

Fig. 3 Pre-training performance of thicknessML-MTL on the test set, showing the best result out of three ensemble runs. (a) The pre-training
dataset: showing the size of training data. (b) Predicted d vs. actual d: the diagonal line indicates perfect prediction, and the two side lines +10%
deviation. (c) The d, n, and k prediction of an arbitrary sample, where dots denote predictions and lines actual values. (Dots are plotted with 5 nm 2
increments for better visual clarity. Actual predictions are with the same 1 nm A increment as the actual n, k spectra.) (d) R, T reconstruction from
predicted d, n, k using TMM: dots denote predictions and lines actual input R, T spectra.

1338 | Digital Discovery, 2023, 2, 1334-1346

© 2023 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2dd00149g

Open Access Article. Published on 13 juli 2023. Downloaded on 22/10/2025 10:43:19.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

Fig. 3 offers some visual performance of thicknessML-MTL:
(1) (a) d prediction is considered accurate if it falls between the
two side diagonal lines denoting 10% deviation from perfect
prediction (predicted value = actual value) as shown in Fig. 3b.
(2) An example of thicknessML-MTL outputting predicted d, n,
and k is shown in Fig. 3c; and the optical response R and T can
be reconstructed from the predicted d, n, and k to compare with
the actual values as shown in Fig. 3d.

3.2 Stage II: transfer learning to the perovskite target dataset

Transfer learning takes the pre-trained model (a warm start
from the pre-trained weights instead of random initialization)
and let weights continue to train partially or fully on a new
dataset (retraining). Through the pre-trained model weights,
transfer learning® allows knowledge learnt in the pre-trained
task to be transferred to a related new task with much less
data and training. In our case, the pre-trained weights carry the
knowledge of an inverse mapping of TMM, from R, and T'to d, n,
and k, and the retraining further adapts the mapping to
a dataset comprising perovskite materials whose underlying
oscillator models are specific.

We propose and run two types of transfer learning: (1) full-
weight retraining, to continue updating the weights of both con-
volutional and FC blocks, and (2) partial-weight retraining, to
freeze the weights of the convolutional block (unchanged feature
extraction), while updating the FC block. To provide a baseline, we
also implement a case of direct learning/training from scratch
(from random initialized weights as in pre-training). We first
validate the use of transfer learning by comparing against direct
learning as shown in Table 3 and Fig. 4b. In this transfer learning
vs. direct learning comparison, we use different datasets—for
transfer learning, we split the 18 literature n, k spectra into 13 and
5 for training and test (paired with 10 and 50 d per n, k spectra
respectively); for direct learning, we preserve the same n, k spectra
split (13-5) but pair with 500 and 50 d per n, k spectra respectively
for training and test. The details of the datasets are described in
Table 1 and the section preparation of source and target datasets.
Transfer learning achieves better accuracy (higher mean) and
precision (smaller spread) than direct learning regardless of MTL
or STL. Within transfer learning, full-weight retraining of the STL
setting has the highest performance. We observe that although
certain individual runs of direct learning can surpass the transfer
learning performance, direct learning is largely affected by
specific training-test splits (certain runs having extremely low
performance). We point out that the current comparison is based
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on a 50 times difference in the training data size between transfer
learning and direct learning. To conclude, we justify the use of
transfer learning (better performance achieved with less data).

To consider whether the 13-5 training-test split of the n, &
spectra yields reasonable results and to study the effect of the
retraining data size on the transfer learning, we conduct transfer
learning with an increasing number of retraining n, k spectra.
The results are shown in Fig. 4c and d. Here we take an
increasing number of retraining n, k spectra from 0 to 17 and
leave the rest (in the 18 literature n, k spectra) to test. We preserve
the 10 and 50 d per n, k spectra respectively for the training and
the test set throughout. The details of the dataset are described
in Table 1 and the section preparation of source and target
datasets. We observe that the initial transfer at 0 training n, k
(without retraining) only yields 50+% and 70+% d accuracy for
MTL and STL respectively. Full-weight retraining encounters an
initial drop for MTL (or a minimal increase for STL) in perfor-
mance before showing performance rise with the increase of
training data size, while partial-weight retraining immediately
shows steady performance rise. However, with larger training
data sizes (>11 training n, k) full-weight retraining eventually
becomes better than partial-weight retraining and yields better
d accuracies. To explain full-weight retraining vs. partial-weight
retraining, we look at the difference in the weights to update—
compared to partial-weight retraining, full-weight retraining has
more weights to update. Thus full-weight retraining is more
flexible. Flexibility has both pros and cons: when the number of
retraining n, k is small, flexibility more easily steers thicknessML
away from the optimal weights (an initial drop or a minimal
increase in accuracy); when the number of retraining n, k
becomes large enough, flexibility offers a higher learning
capacity, and thus a better accuracy. Overall, we recommend the
STL implementation in the transfer learning workflow paired
with either partial-weight retraining (when the number of
retraining n, k is smaller) or full-weight retraining (when the
number of retraining n, k is larger). We follow this recommen-
dation in our ensuing experimental validation.

We reiterate the goal of thicknessML, to characterize film
thickness across materials classes in high throughput, and we
evaluate the transfer learning performance in this section
accordingly. Note that thicknessML-STL after transfer learning
starts to approach a high d accuracy, e.g., 90% d accuracy, as
shown in Fig. 4c and d rapidly with only 1 retraining n, k (taking
the better of full-weight and partial-weight retraining). Around
90% d accuracy is achieved when there are =9 retraining n, k

Table 3 Transfer learning vs. direct learning results. The better-performing STL results are reported. The results are recorded in a format of mean

+ standard deviation. The best performing results are in bold

Transfer learning

Partial-weight retraining Direct learning

Full-weight
retraining
d accuracy® 92.2 + 3.6% (STL)
d MAPE 4.6 £ 0.5% (STL)

90.0 + 2.9% (STL)
4.9 + 0.6% (STL)

76.9 + 23.7 (STL)
10.0 + 9.6% (STL)

“ This is the proportion of accurate d predictions, where accuracy is defined as within 10% deviation.
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Fig. 4 Transfer learning performance of thicknessML. (a) The transfer learning dataset, showing the size of training data. (b) Transfer learning vs.
direct learning on predicted d accuracy (%, evaluated on the test set) shown in a box plot: the box plot records the d accuracies of each model in
the ensemble runs (3 pre-trained models x 5 data splits). This transfer learning is full-weight retraining due to its better performance. The
retraining data are as described in (a). (Table 1 records the dataset in more detail) To study transfer learning with varying data quantities, we
record d accuracy vs. the number of training n, k spectra (out of a total of 18) of (c) full-weight retraining and (d) partial-weight retraining. Solid
lines and spreads denote the mean and standard deviation of the performance (d accuracy) from the 3 x 5