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Sparse modeling based Bayesian optimization for
experimental design†

Ryuji Masui,*a Unseo Lee,a Ryo Nakayama *b and Taro Hitosugi b

The efficient optimization of high-dimensional synthesis parameters using Bayesian optimization (BO) remains

challenging in recent materials exploration. Sparse-modeling-based BO is a powerful method for optimizing

high-dimensional synthesis parameters. However, previous methods, such as BO using an automatic relevance

determination kernel, cannot explore various materials. This study proposes a sparse modeling-based BO using

the maximum partial dependence effect (MPDE). The optimization performances of the proposed and

conventional BOs are compared using model functions to simulate materials synthesis in a high-dimensional

search space. Compared to conventional sparse estimation methods using ARD kernels, Bayesian optimization

with MPDE allows the materials researcher to easily set the threshold for sparse estimation, leading to

optimization with fewer trials. This is because, in MPDE, the scale of threshold is the same as the materials’

properties, allowing an intuitive setting to ignore synthetic parameters that affect, for example, only up to 10%

of the target value at most. Therefore, BO using MPDE is expected to facilitate the exploration of materials in a

high-dimensional search space and is applicable to automatic and autonomous experiments utilizing robots.

1. Introduction

High-throughput prediction and the synthesis of new materials are
paramount for realizing a sustainable society. The combinations of
elements include over 1060 possible candidates for new materials,
and the synthesis of materials composed of multiple elements is in
progress.1–3 Complex experimental procedures and enhanced equip-
ment have increased the number of controllable synthesis para-
meters. Therefore, the optimization of high-dimensional synthesis
parameters in a small number of trials is a formidable challenge
because materials synthesis experiments incur significant financial
and temporal costs. Thus, there is a strong demand for efficient
optimization of high-dimensional synthesis parameters.

Bayesian optimization (BO) has recently been applied to mate-
rials synthesis to efficiently optimize synthesis parameters.4–11

Moreover, BO has been combined with robotics to realize auton-
omous materials synthesis, which enhances the efficiency of
materials exploration.12–18 In our previous research, we simulated
synthesis condition optimization using model functions with one-,
two-, and three-dimensional synthesis parameters.19,20 Our results
indicated that the number of trials required for optimization
tended to grow exponentially with an increase in the dimension-
ality of the synthesis parameters. The cost of the experiments

limited the number of feasible experiments. For instance, in thin-
film synthesis using vapor deposition, a single researcher typically
synthesizes no more than 50–100 samples per month. Materials
researchers have carefully selected important synthesis parameters
from several candidate parameters to optimize synthesis conditions
based on their knowledge and experience. Although BO can effi-
ciently optimize the parameters, researchers must choose the
important ones for BO. Consequently, in such a conventional
approach, researchers are constrained by common sense and pre-
conceptions, which limit their exploration to a small fraction of the
vast search space. Novel materials such as conductive polymers have
been developed using unconventional experimental processes and
parameter ranges.21 Therefore, excessive reliance on common sense
and preconceptions in material exploration reduces the opportu-
nities to discover high-performance functional materials hidden in
unexplored search spaces.

Sparse modeling can facilitate the extraction of only critical
synthesis parameters from high-dimensional parameters without
human intervention. It is a widely adopted approach in machine
learning that assumes that only a few inputs significantly con-
tribute to the output among the numerous input variables.22–24

For instance, in a practical material synthesis, tuning only the
critical parameters (e.g., composition, temperature, and pressure)
that strongly affect the target variables (e.g., material properties
and yield) is expected. Therefore, tuning unimportant parameters
that have a negligible impact on the optimization process is
undesirable. Sparse modeling can extract important synthesis
parameters and facilitate optimization. An automatic relevance
determination (ARD) kernel (ARD-BO) can automatically narrow
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down high-dimensional synthesis parameters by considering
sparsity.25 In ARD-BO, by setting a threshold for a hyperparameter
of ARD kernel, referred to as a length scale, synthetic parameters
that do not affect the target variable are categorized as unimpor-
tant, thus facilitating the automated extraction of important
parameters. However, materials researchers encounter difficulties
in intuitively setting an appropriate threshold value owing to the
influence of unimportant synthetic parameters on properties and
yields being small but not zero.

This study proposes and demonstrates a sparse modeling-
based Bayesian optimization using the maximum partial depen-
dence effect (MPDE), referred to as MPDE-BO. MPDE quantifies the
significance of the contribution of each synthesis parameter
to the material properties or yield. The synthesis condition optimiza-
tion is simulated using MPDE-BO with model functions resembling
materials synthesis. When one of the four synthesis parameters
is an unimportant parameter of the material properties, MPDE-
BO successfully reduces the number of trials required for
optimization to approximately one-third of that of the general
BO with a radial basis function (RBF) kernel (RBF-BO). This
result corresponds to the number of trials wherein unimportant
parameters are removed in advance. Thus, MPDE-BO can dra-
matically reduce the number of trials required for optimization
when the synthesis parameters have four or more dimensions.
Moreover, MPDE-BO can automatically choose synthesis para-
meters instead of common knowledge or preconceptions,
thereby inducing serendipitous materials synthesis.

2. Methods
2.1. Generation of model functions

BO is an optimization method for black-box functions.26,27 The
workflow for optimizing synthesis conditions based on BO is as
follows. (1) Experiments were conducted to obtain data on explana-
tory variables (synthesis parameters) and objective variables (physi-
cal properties or yield of the obtained material). (2) A prediction
model for the objective function was created using techniques such
as Gaussian process regression based on experimental data. (3) An
acquisition function used to determine the next set of synthesis
conditions based on the predicted results from step 2. The synthesis
conditions are optimized by sequentially repeating steps 1–3. The
details of the BO are provided in the ESI.†

The BO requires many trials for optimization as the number
of synthetic parameters increases. In certain instances, the synth-
esis parameters include unimportant parameters that have a minor
influence on the properties or yields, particularly in a high-
dimensional search space.28 In BO, for conditions of both large
predicted mean m and large variance s2 (i.e., unexplored synthesis
conditions), the search process is conducted to find the global
optimum without being trapped in local optima. The RBF-BO
method explores synthesis conditions lacking surrounding experi-
mental data, regardless of the influence of synthetic parameters on
the properties or yields. Accordingly, when the synthesis para-
meters include unimportant parameters, RBF-BO tends to choose
synthesis conditions that only change the unimportant parameters

that have minimal impact on the properties or yields. Therefore,
RBF-BO may continue to search around the local optimum by
continuously changing only the unimportant parameters, thus
failing to reach the global optimum (Fig. 1).

The model functions used in this study include unimportant
parameters within the synthesis parameters to evaluate the BO
performance (Fig. 1). The model functions based on the
multivariate mixture of Gaussian functions satisfied the follow-
ing criteria. (1) It is a smooth function with multiple local
optima. (2) It exhibits finite interactions among explanatory
variables (synthesis parameters). (3) Both important and unim-
portant synthesis parameters are included. (4) It could repre-
sent the width of the process window (Pw) during materials
synthesis.

In previous studies, we modeled materials synthesis with
different Pw values using multivariate mixed Gaussian functions
(combining isotropic Gaussian functions).19,20 The background of
modeling using isotropic Gaussian functions is explained in the
ESI.† Let Pw represents the range of synthesis conditions that yield
the desired material properties. For a large Pw, determining the
optimal synthesis conditions is easy. Whereas in the case of a small
Pw, optimization becomes challenging. We assumed thin-film synth-
esis using the sputtering method, where the parameters are the
oxygen partial pressure and sputtering power, all of which are
important parameters influencing the material properties. Based
on the literature values, we set Pw for temperature, oxygen partial
pressure, and sputtering power at 100 1C, 1.0 � 10�4 Pa, and 10 W,
respectively.12,29,30

When considering the number of important synthesis para-
meters d as d Z 1 and the number of unimportant ones as s Z
0, the search space x can be defined as x = xd � xs, where xd = [0,
M]d, xs = [0, M]s, and M is the resolution of the search space
corresponding to the number of grids for each parameter.
Assuming that important and unimportant parameters do not
have interaction, the model function is defined as follows:

f (x) = fd(xd) + fs(xs) (1)

where xd and xs represent the d and s-dimensional vectors corres-
ponding to important (xd) and unimportant (xs) parameters
extracted from x, respectively. To realize multimodal model func-
tions (i.e., to introduce local optima in the model functions), the
function fd : xd 7! R for the important parameters xd is defined by
a combination of d + 1 Gaussian functions as follows.

fd xdð Þ ¼ a0N m0; s0
2Id

� �
þ
Pd
i¼1

aiN mi; si
2Id

� �
(2)

s:t: mi � mj
�� ��

2
4 max 2si; 2sj

� �
for i; j � 1 (3)

where Id is the d-dimensional identity matrix. The first term
a0N m0; s

2Id
� �

represents a gentle variation spreading across the
entire xd using a sufficiently small coefficient a0 and a sufficiently
large variance s0

2. The second term comprises a Gaussian function
and introduces multimodality (multiple local optima in the material
properties). Eqn (3) is a constraint that sufficiently separates the
peaks of each Gaussian function. For the function fs: xs 7!R for the
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unimportant parameters xs, a single Gaussian function is used to
represent a gentle variation spreading across the entire xs;
fs xsð Þ ¼ asN ms; ss

2Is
� �

, where Is is the s-dimensional identity matrix.
When s = 0, fs(xs) = 0, and the model function f (x) = fd(xd). The model
function used in this study satisfies the above properties.

2.2. Bayesian optimization based on sparse estimation using
the maximum partial dependence (MPDE-BO)

Here, the quantification of the importance of each synthesis para-
meter and ignoring unimportant parameters can help reduce

unnecessary trials around the local optima. One proposed method
uses an ARD kernel.31

kARD x; x0jsARD; ‘1:Nð Þ ¼ sARD2 exp �1
2

PN
i¼1

xi � x0i
� �2

‘i2

 !
(4)

The ARD kernel includes hyperparameters such as covariance sARD
2

and lengthscale ci for each synthetic parameter (i = 1, . . ., N). The
details of the ARD kernel are provided in the ESI.† By setting a
threshold of ci, the synthesis parameters can be classified into
important and unimportant parameters. However, in actual materials

Fig. 1 (a) Example of model function, where two synthesis parameters (temperature and pressure) are important, and one synthesis parameter (power) is
unimportant. The process window is Pw = (100 1C, 1 � 10�4 Pa, 10 W). The color maps represent the objective variables (physical property values). (b)
Characteristic searching process in Bayesian optimization (BO) using the RBF kernel (RBF-BO).
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synthesis, even unimportant synthesis parameters affect the proper-
ties or yields, and it is unlikely that they have no impact. In such
cases, the intuitive determination of the appropriate threshold for ci

in the ARD kernel is challenging.
We focus on MPDE to quantify the importance of each synthesis

parameter. Algorithm 1 presents the pseudocode for MPDE-BO. A
simple method for evaluating the importance of explanatory variables
involves using a partial dependence plot (PDP); however, PDP is
unsuitable for materials synthesis because it cannot correctly evaluate
the importance of interactions among explanatory variables.32 The
interactions between synthesis parameters are often observed in
materials synthesis, and the proposed model can model such cases.
For example, during the synthesis of metal oxides, changes in
temperature and oxygen partial pressure lead to changes in the
thermodynamically most stable phase, oxygen vacancies, crystallite
size, and crystal orientation, which in turn affect the material proper-
ties. In one of our model functions shown in Fig. 1(a), when the
synthesis temperature is 400 1C, an oxygen partial pressure of 9.0 �
10�4 Pa provides a relatively high property value of 0.7. Whereas, for a
synthesis temperature of 1000 1C, the property at the oxygen partial
pressure of 9.0� 10�4 Pa is low, and the global maximum value of 1.0
is obtained at 5.0 � 10�4 Pa. The use of an individual conditional
expectation (ICE) is effective when interaction exists in explanatory
variables.33 MPDE is an indicator obtained from the ICE and shows
the maximum change in the target variable (e.g., properties or yields)
when only the focused synthesis parameter is varied. Further details
on the PDP, ICE, and MPDE are provided in the ESI.†

Algorithm 1. Maximum partial dependence-based sparse
Bayesian optimization
Require: An objective function f, a total evaluation budget T, an
initial dataset D0 = {(xi, yi)|xi A x, yi = f (xi), i = 1, . . ., n}, a
threshold E‘ for the ARD length scale, a threshold Ee for max-
imum partial dependence effect.

Ensure: Approximate maximum x� ¼ argmax
x2x

f ðxÞ.

1: Construct an ARD kernel-based Gaussian process (GP) model
f̂0 with D0.
2: for t = 1, 2, . . . T do
3: Let ci be the lengthscale of the ARD kernel for each element i.

4: Calculate MPDE be�i from f̂t�1 and Dt�1 for each element
(each synthesis parameter) i.

5: Partition (x

>

, x>) by thresholding (‘i o E‘ and be�i 4 Ee)

x

>

: dense subspace, x>: sparse subspace, x = x

>

" x>.
6: Find x

>

t by optimizing the acquisition function

q:xt ¼ argmax
x2x

q xj f̂ t�1
� �

.

7: Choose x>t by random sampling in x>.

8: xt = x

>

t + x>t .

9: Augment the data Dt = Dt�1,{(xt, f (xt))}.
10: Reconstruct the GP model f̂t by updating the kernel hyper-
parameters with Dt.
11: end for
12: return the maximum data point x* in Dt.

2.3. Experimental settings

We set the resolution of the search space to M = 50, which
corresponds to the number of grids for each synthesis para-
meter. The number of important explanatory variables (synth-
esis parameters) was limited to d r 4. The functions of the
important synthesis parameters fd(xd) are expressed as eqn (2)
where (a0, a1, a2, a3, a4) = (0.3, 1.2, 0.6, 0.7, 0.7), (s0, s1, s2,
s3, s4) = (20, 5, 5, 6, 6). For example, considering sputter thin-
film synthesis with d = 3, the synthesis temperatures, pressures,
and sputtering power were limited to 200–1200 1C, 1.0–11 �
10�4 Pa, 100–200 W, respectively, and the width of one grid
corresponded to 20 1C, 0.2 � 10�4 Pa, and 2 W, respectively. s1

represents the Pw for the maximum value peak; Pw = (Pw for
temperature, Pw for pressure, and Pw for power) = (100 1C, 1.0 �
10�4 Pa, 10 W). s2 and s3 correspond to Pw for local optimum
peaks; Pw = (100 1C, 1.0 � 10�4 Pa, 10 W) and (120 1C, 1.2 �
10�4 Pa, 12 W), respectively. The mi = (i = 1, . . ., d) in eqn (2) for
each Gaussian function were obtained by random sampling
from the subspace xd = [0, M]d, ensuring that mi satisfied the
distance conditions described in eqn (3). Thus, the peak positions
of the global and local maxima were random for each model
function and were sufficiently separated to avoid overlapping the
global and local maxima. The changes in the unimportant synth-
esis parameters fs(xs) are expressed as eqn (2), where a5 = 0.1, ss =

25, and with the means ms for the Gaussian functions set to
M

2
for each component. When the unimportant synthesis para-
meters xs varied, the change in property values across the entire
search space was less than 10%.

We performed a BO for the model functions using ten initial
points selected through random sampling. The number of
experiments required to achieve a value of 90% or more of
the optimal value f x�ð Þ ¼ max

x2X
f ðxÞ were compared. To mini-

mize the effect of the different mi selected by random sampling,
the 90th percentile value of the number of experiments
required for optimization was defined over 100 objective func-
tions with distinct mi as N90.19,20 Further, N90 was used as an
evaluation metric of the algorithms in this study.

We compared the following three algorithms.
1. RBF-BO: BO using RBF kernel (Algorithm S1).
2. ARD-BO: BO using ARD kernel for sparse estimation

(Algorithm S2).
3. MPDE-BO: BO using MPDE for sparse estimation

(Algorithm 1).
RBF-BO used the EI as the acquisition function. In ARD-BO

and MPDE-BO, xd which maximizes the EI were the values of
important parameters in subsequent trials. The values of
unimportant parameter xs were selected via random sampling
from the search space of each parameter, not by BO, which
reduces uncertainty and improves the accuracy of sparse esti-
mation. The threshold of ci for ARD-BO was set to ec = 100, and
that of MPDE for MPDE-BO was set to ee = 0.1. Based on our
group’s previous research, we used 6 and 1 as the initial values
for ci and sARD, respectively, for ARD-BO and MPDE-BO. These
values are updated each time by performing gradient-based
optimization using GPy’s optimization method.
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3. Results

Table 1 presents N90 using RBF-BO, ARD-BO, and MPDE-BO
when the search space is fixed in four dimensions. The number
of important synthesis parameters (d) and unimportant synth-
esis parameters (s) are varied as (d,s) = (2,2), (3,1), (4,0). When
s = 1, 2, ARD-BO and MPDE-BO successfully reduce N90 com-
pared with RBF-BO. The smaller the N90 values, the higher the
performance of the algorithm. For instance, when (d,s) = (2,2),
N90 of MPDE-BO (= 36) is approximately half that of RBF-BO (=
104) and less than that of ARD-BO (= 40). Similarly, for (d,s) =
(3,1), N90 of MPDE-BO (= 103) is approximately half that of RBF-
BO (= 198). These results indicate that with increase in the
number of unimportant synthesis parameters (s), MPDE-BO
becomes more efficient in the search for optimal synthesis
conditions. A plausible reason for the MPDE-BO requiring fewer
experimental trials than ARD-BO is as follows. As described in
the Methods section, sparse estimation with ARD encounters
challenges in quantifying the importance of parameters when
unimportant synthesis parameters (s) are varied following the
function, fs, where the physical properties gradually change
along the xs direction. In contrast, MPDE enhances the accuracy
of sparse estimation, further reducing unnecessary experiments.
When (d,s) = (4,0), wherein all synthesis parameters are impor-
tant, all algorithms exhibit approximately the same N90 = B300.
This result is considered reasonable because the ARD kernel is a
generalization of the RBF kernel. Moreover, the only difference
between ARD-BO and MPDE-BO is the method of sparse estima-
tion, and MPDE-BO is easier for materials researchers to set the
threshold for sparse estimation. Since MPDE has the same scale
as the material properties, it allows researchers to set thresholds
based on prior experience in materials research—for example, to
ignore parameters that cause approximately 5% or 10% changes
in the target property. Although the prediction models are
essentially identical for ARD-BO and MPDE-BO, the difference
in N90 is caused by the threshold setting for sparse estimation.
Therefore, MPDE-BO can optimize the synthesis conditions with
fewer trials comparable to ARD-BO, where the threshold value
was skillfully set by data scientists.

Next, we discuss whether an increase in unimportant para-
meters results in unnecessary experimental trials. Table 2 pre-
sents N90 when (d,s) = (2,0), (2,2) and (3,0), (3,1), where the
number of important parameters is fixed to d = 2 and 3, and the
number of unimportant parameters (s) is changed. For RBF-BO,
as s increases a substantial increase is observed in N90 (N90 for

(3,0) = 84 and N90 for (3,1) = 198). In contrast, MPDE-BO
exhibits only a modest rise in N90 (N90 for (3,0) = 90, N90 for
(3,1) = 103). This result can be attributed to achieving a high-
precision sparse estimation with minimal trials. In addition,
when comparing RBF-BO and other sparse estimation algo-
rithms (ARD-BO and MPDE-BO) in the case of s = 0, even when
the synthesis parameters do not include unimportant para-
meters, no additional trials are performed for sparse estimation
((d,s) = 4,0) in Table 1, and (d,s) = (2,0), (3,0) in Table 2.

Fig. 2 shows the histograms of the number of experiments
for each algorithm when ((d,s) = 3,1). Overall, ARD-BO and
MPDE-BO require fewer optimization trials than RBF-BO with-
out sparse estimation. ARD-BO and MPDE-BO avoid the unne-
cessary trials that only change the unimportant parameters. In
this study, MPDE-BO is the most efficient algorithm for opti-
mizing synthesis conditions.

Next, to understand the number of trials required for sparse
estimation, we explain the MPDE trace when the search space has
four dimensions (Fig. 3). The horizontal and vertical axes repre-
sent the number of trials and MPDE values for each synthesis
parameter calculated in each trial. The solid and dashed lines
represent di and s4�i (i = 2, 3, 4), corresponding to the important
and unimportant parameters, respectively. In addition, the
threshold for an MPDE of 0.1 is indicated with a dotted line.
When (d,s) = (2,2), (3,1), the MPDE values for important para-
meters tend to increase with an increase in the number of trials
(Fig. 3(a) and (b)). The values for unimportant parameters
decrease and fall below the threshold of 0.1 after approximately
10 trials. Therefore, MPDE successfully quantifies the impor-
tance of synthesis parameters and classifies synthesis para-
meters into important and unimportant parameters within
approximately ten trials. In addition, when all parameters are
important ((d,s) = (4,0)), the MPDE values for all synthesis
parameters increase significantly, surpassing the threshold of
0.1 by a sufficient margin (Fig. 3(c)). Hence, the MPDE-BO does
not mistakenly classify important parameters as unimportant.

4. Discussion

The MPDE-BO proposed in this study reduces the number of
trials by automatically narrowing down only the important
synthesis parameters, even when all synthesis parameters are
considered. MPDE-BO aids in narrowing the synthesis para-
meters without relying on common sense or preconceptions of

Table 1 N90 for RBF-BO, ARD-BO, and MPDE-BO, when the search
space is fixed to four dimensions. RBF-BO, ARD-BO, and MPDE-BO
correspond to Bayesian optimization (BO) using RBF kernel, BO using
ARD kernel for sparse estimation, and BO using MPDE kernel for sparse
estimation, respectively. Moreover, d and s represent the number of
important and unimportant synthesis parameters, respectively

(d,s) RBF-BO ARD-BO MPDE-BO

(2,2) 104 40 36
(2,1) 198 124 103
(4,0) 323 304 297

Table 2 Change in N90 when the number of unimportant synthesis
parameter s is increased. d represents the number of important synthesis
parameters. RBF-BO, ARD-BO, and MPDE-BO correspond to Bayesian
optimization (BO) using RBF kernel, BO using ARD kernel for sparse
estimation, and BO using MPDE kernel for sparse estimation, respectively.
N90 for (d,s) = (3,1), (2,2) are shown again from Table 1 for comparison

(d,s) RBF-BO ARD-BO MPDE-BO

(2,0) 24 26 26
(2,2) 104 40 36
(3,0) 84 90 90
(2,1) 198 124 103
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researchers. Furthermore, combining the MPDE-BO with
autonomous experiments using robots increases the number
of feasible experiments and significantly improves the speed at
which new materials are synthesized.

Compared to ARD-BO, MPDE-BO is superior in terms of
threshold setting for sparse estimation. In this study, the MPDE
threshold was set at 0.1, which corresponds to about 10% of the
change in physical property values (B1). The range of changes
in physical properties that needs to be considered sparse should
vary depending on the target material and physical properties.
Therefore, setting the threshold for sparse estimation in ARD-
BO has been difficult. In contrast, in MPDE-BO, materials
scientists can intuitively set the appropriate threshold. Since
the MPDE values are calculated for each trial, the threshold
value can be flexibly changed by monitoring the trace plot of
the MPDE during the experiments.

Furthermore, MPDE-BO is valuable for estimating the num-
ber of experiments required for optimization, which aids in the
creation of the experimental schedule. If the number of trials
needed to optimize the synthesis conditions is predicted,
the material inventory, time, and financial costs required to
synthesize new materials can be estimated. As the number of
important synthesis parameters increases, the number of trials

necessary for optimization rises exponentially.20 Therefore,
evaluating the number of important synthesis parameters aids
in the estimation of the total number of trials. In contrast to
conventional BO, the MPDE-BO proposed in this study facil-
itates a precise estimation of the number of important synthesis
parameters with fewer trials by observing the transition of the
MPDE during experiments. Thus, MPDE-BO can help estimate
the total number of trials required for optimization. Moreover,
using MPDE-BO, materials researchers can assess the comple-
tion of optimization within a feasible number of experiments
during early trials. If optimization is impossible within a viable
number of trials, researchers should reconsider the research
goal. Setting a proper research goal is essential for effectively
utilizing BO in materials research, where the knowledge and
experience of materials researchers are still required. Thus, the
MPDE-BO can contribute to developing experimental plans that
reduce waste in materials inventory, time, and financial costs.

5. Conclusions

This study proposes sparse-modeling-based BO using MPDE to
optimize the synthesis conditions of materials. The method

Fig. 2 Number of trials required to determine the global maximum of the model function of (d,s) = (3,1) using (a) RBF-BO, (b) ARD-BO, and (c) MPDE-
BO, where d and s represent the number of important and unimportant synthesis parameters, respectively. RBF-BO, ARD-BO, and MPDE-BO correspond
to Bayesian optimization (BO) using RBF kernel, BO using ARD kernel for sparse estimation, and BO using MPDE kernel for sparse estimation, respectively.
Each histogram was obtained using 100 model functions with the same value of Pw but different peak positions.

Fig. 3 Trace plot of MPDE when the search space is four dimensions. The number of important and unimportant synthesis parameters are denoted as d
and s, respectively. (d,s) is varied as (a) (2,2), (b) (3,1), and (c) (4,0). Solid and dashed lines represent di (solid line) and s4�i (dashed line) (i = 2, 3, 4)
corresponding to important and unimportant parameters, respectively. In addition, the threshold for MPDE of 0.1 is indicated with a dotted line.
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successfully reduces the required number of trials to approxi-
mately one-half of conventional BO (RBF-BO) when one of the
four synthesis parameters exerts a minor influence on the
material properties, which is comparable to ARD-BO with a
successful threshold setting. The proposed method automati-
cally selects the important synthesis parameters and reduces
the number of trials required for optimization when the synth-
esis parameters have four or more dimensions. Materials
researchers can easily set an appropriate threshold of MPDE,
which is an advantage over ARD-BO, because the threshold of
MPDE corresponds to the maximum change in the properties
or yields when only the focused synthesis parameter is varied.
Thus, this method paves the way for materials exploration in
high-dimensional search spaces.
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