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ine learning classification of PFAS
in environmental water samples: a blinded test of
performance on unknowns†

Tohren C. G. Kibbey, *a Denis M. O'Carroll, b Andrew Safulko c and Greg Coyled

The ability to identify the origin of detected PFAS in environmental samples is of great interest. This work

used a blinded test to explore the ability of a recently-developed multiclass classification approach to

classify unknown PFAS water samples based on composition. The approach was adapted from previous

work to identify similarities between the patterns of unknown samples and classes defined by the

compositions of samples from more than one hundred different PFAS data sources, in addition to

making an overall assessment of whether PFAS is likely of AFFF or non-AFFF origin. Methods permitting

the use of data with different subsets of analyzed PFAS components allowed for the use of a training

dataset of more than 13 000 samples from a highly diverse range of sites. For this work, researchers at

Brown and Caldwell (BC) provided a set of 252 unknown samples to researchers at The University of

Oklahoma (OU) and The University of New South Wales (UNSW) for classification. Unknown samples

were provided by clients of BC, and also included a number of artificial sample compositions created to

test the ability of a rejection method to identify samples too unlike the training dataset for accurate

classification. Unknown samples were de-identified and placed in random order prior to being sent to

OU and UNSW researchers. Only after classification results had been sent by OU and UNSW researchers

to BC researchers did BC provide the actual sample descriptions to OU and UNSW. Results showed

extremely strong performance of the method, both in terms of its ability to identify similarities between

unknown samples and samples of known origin, and its ability to make more subtle distinctions between

sample origin, such as, for example, recognizing unknown samples from an airport wastewater

collection system as being compositionally similar to known samples in another airport wastewater

collection system. A rejection algorithm was tested and found to be able to identify artificial sample

compositions as different from those in the training dataset, a critical feature of a practical supervised

machine learning application, necessary to avoid misclassification of unknown samples that are unlike

those in the training dataset.
Environmental signicance

Per-and polyuoroalkyl substances (PFAS) are ubiquitous environmental contaminants, frequently detected in environmental samples worldwide. The ability to
determine the original source of PFAS in any given sample is of great interest, because the information could be used to focus remediation efforts to create the
greatest potential benet, as well as contribute to source identication and control efforts. This work explores the use of multiclass supervised machine learning
for classication of water samples based on composition. The work was designed as a blinded test, where classications were conducted on a test dataset whose
origins were unknown to researchers conducting the classications. Results show extreme promise for the ability of machine learning to recognize patterns in
PFAS from a variety of sources.
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Introduction

Per- and polyuoroalkyl substances (PFAS) are ubiquitous
environmental contaminants, frequently detected in environ-
mental samples at sites around the world. Because of their
favorable physicochemical properties, particularly in applica-
tions requiring interfacial activity, PFAS have been widely used
since the mid-twentieth century in a wide range of industrial
and consumer applications. Because many of the PFAS
© 2024 The Author(s). Published by the Royal Society of Chemistry
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compounds of regulatory concern are highly recalcitrant to
degradation, they persist in the environment, and PFAS from
ve-plus decade old sites are regularly detected. The lack of
degradation means that even strongly-adsorbing PFAS can
exhibit substantial environmental mobility with time, and can
be transported far from their original source. The use of PFAS
over multiple decades and across somany different applications
means that PFAS detected in a given environmental sample
could potentially come from many different candidate sites.

The ability to determine the original source of PFAS in any
given sample is of great interest, because the information could
be used to focus remediation efforts to create the greatest
potential benet, as well as contribute to source identication
and control efforts. Information about the most likely source
could reduce site investigation costs, allowing for more rapid
and targeted remediation efforts.

Previous work by the authors provided a preliminary inves-
tigation of the use of supervised machine learning for classi-
cation of PFAS, both in water1,2 and non-water (e.g., biota, soil,
sediment)3 samples, based on PFAS composition. That early
work focused on the use of binary classication to distinguish
between PFAS from AFFF (aqueous lm-forming foam, used in
re suppression applications) and non-AFFF sources. The idea
of identifying PFAS source by composition is made possible by
the fact that hundreds of different PFAS components have been
detected in the environment, and formulations used in
different applications have made use of different combinations
of PFAS components. The challenge of identifying source from
composition comes from the fact that due to differential
mobility and transformation of some PFAS precursors, PFAS
composition can vary signicantly in space, even at a site where
a relatively narrow range of formulations is known to have been
used.1,2 The hypothesis driving the work was that although
compositions resulting from any initial formulation can differ
substantially from the original composition, the environmental
behaviors that produce the different compositions (differential
adsorption and transport of components, transformation of
precursors) are the same everywhere, so a machine learning
classier trained to recognize the family of compositions
resulting from a particular formulation will recognize that
pattern wherever it exists. This hypothesis was strongly sup-
ported by the results of the work, which found that supervised
machine learning exhibited great promise for distinguishing
between AFFF and non-AFFF sources, even for difficult subsets
of sample types.2 Recent work by Stults et al.4 testing supervised
machine learning for PFAS source identication in sh found
similarly promising results for multiclass classication (i.e.,
distinguishing between PFAS from multiple source types).

The work described here uses an approach modied from
methods used in earlier work to conduct simultaneous multi-
class and binary classication of PFAS from unknown sources.
The work involved training multiclass classiers based on PFAS
concentration data from 13 572 individual water samples, and
then testing the ability of the classiers to classify 252 unknown
water samples. The machine learning components of the work
were conducted by the authors at The University of Oklahoma
(OU) and The University of New South Wales (UNSW) in
© 2024 The Author(s). Published by the Royal Society of Chemistry
a blinded test using unknowns provided by authors at Brown
and Caldwell (BC) from their own completely separate client
data sources. This paper describes the methods used both for
classication, and for rejection of unknowns likely not repre-
sented by the training set, a critical aspect of any PFAS classi-
cation method to avoid misclassication of unknowns that are
too different from those used to train the classier.
Methods
Unknowns

Most previously-reported work exploring supervised machine
learning classication of PFAS based on composition has relied
on splitting datasets into training and test sets, using training
sets to train machine learning classiers, and then testing
classier performance on test sets. For example, in recent work,
Kibbey et al.2 split an 8040 sample dataset into two parts,
training it on one 4020 sample subset, and using the trained
classier to classify the remaining 4020 samples. (Earlier
preliminary work by the same authors tested the approach with
a smaller, 1197 sample dataset.1) While this approach does
provide insight into whether classiers can identify patterns
needed to classify PFAS sources, the fact that training and test
samples come from the same sites means that it is possible that
some of the observed classication performance results from
similarities at a given site. While Kibbey et al.2 found that
removing specic sites being tested from the training set had
little effect on classication performance in most cases, the use
of test and training sets split from the same original dataset
leaves open the question of how well classication will work on
unknown samples from completely different sites.

In contrast to earlier work, this work was designed from the
start as a blinded test of classication performance, and did not
involve splitting a single dataset into test and training sets.
Rather, researchers from BC assembled an unknown dataset
containing a total of 252 sample compositions, and provided
the unknown dataset to researchers from OU and UNSW for
classication. Researchers from OU and UNSW had no knowl-
edge of how many sites the unknowns were taken from, or what
types of samples were included, beyond the vague under-
standing that the samples were largely provided by clients of
BC. Sample data were provided to OU and UNSW in an Excel le,
anonymized and placed in random order by BC. Only aer the
samples were classied by OU and UNSW and the classication
results sent to BC, did BC provide details about the unknown
sample data sources to OU and UNSW for analysis of classi-
cation performance.

One of the challenges with supervised machine learning
classication is that without inclusion of separate rejection
algorithms, unknowns will be assigned to a class, even if they
are completely unlike anything in the dataset used to train
classiers. For this reason, the unknown sample data provided
by BC also included a small number of articial PFAS compo-
sitions, created by BC researchers, to allow testing of a rejection
algorithm to identify data too different from the training data-
set to allow accurate classication. OU and UNSW researchers
Environ. Sci.: Adv., 2024, 3, 366–382 | 367
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had no advance knowledge of the number of articial sample
compositions included in the unknown dataset.

The input le of unknowns used in this work is provided in
the accompanying online ESI Section† in the form originally
provided by BC, along with classication results from OU and
UNSW researchers, and nally a le containing the corre-
sponding details on each sample, as sent by BC aer classi-
cation had been completed by OU and UNSW researchers.
Classication approach

All coding for this work was conducted in Python 3.10.9, using
machine learning classiers from Scikit-Learn version 1.2.1.5

Classication of unknowns was conducted using the Random
Forest classier. The Random Forest classier and its variants
are methods that involve creation of an ensemble of decision
trees.6 Previous work found the Random Forest method to be
among the best approaches for binary classication of PFAS
samples into AFFF/non-AFFF classes,2 so it was selected for this
work. For this work, the method was used to make multiclass
classications (classication of unknowns into one of multiple
classes), and then additional calculations were subsequently
used to estimate the probability that each unknown sample was
of AFFF or non-AFFF origin, as described below.

The multiclass approach used for this work is novel, in that
the classes are the individual data sources in the training
dataset, split into AFFF and non-AFFF fractions. For the training
set used here, that results in 125 separate classes. The primary
question to be answered by the multiclass classication is:
What known site has samples that exhibit patterns most similar
to those observed in each unknown sample? The advantage of
this approach is that it provides insights into the possible
origins of a particular environmental PFAS unknown, without
being susceptible to errors in labels in the training set as in the
case of binary classication algorithms previously studied.
While multiclass classication is well-suited to recognizing
patterns in PFAS from any origin, the fact is that, with the
exception of AFFF-impacted sites, sites known with high
certainty to have been impacted by a single PFAS source
composition are relatively rare. As such, comprehensive,
accurately-labeled environmental training data for many types
of specic PFAS applications could be difficult to acquire. The
multiclass approach used here sidesteps this problem, essen-
tially reporting the known site or dataset that is most reminis-
cent of the patterns observed in each unknown sample.

For this work, the Random Forest method made use of
hyperparameters determined through initial validation in
earlier work.1 Most critically, the method was used with 1000
estimators (separate trees in the ensemble t to different
subsets of the training set created by bootstrapping), and
balanced class weighting. Internal testing against a small set of
samples of known origin not in the training set prior to analysis
of unknowns found that balanced weighting was essential for
this method of multiclass classication based on more than
a hundred classes of widely varying sizes, simply because
without balanced weighting, larger classes had a dispropor-
tional impact on classication. Note that the need for balanced
368 | Environ. Sci.: Adv., 2024, 3, 366–382
weighting also precluded the use of many other classiers in
this work. All classier parameters beyond those mentioned
above were default values for the Scikit-Learn version used; as
with earlier work, classications with the method were found to
be highly insensitive to Random Forest parameters within
reasonable ranges. Note that nal classications reported in
this work were the result of averaged probabilities from ten
separate classications with different random number seeds,
which are used to both scramble the training set prior to
training, and as an input to the Random Forest method to
randomize the creation of decision trees. This is important
because, like many machine learning classiers, the training of
a Random Forest classier can result in different models
depending on the order of the training data.

In addition to using multiclass classication to identify
training data subsets that most closely match unknown sample
ngerprints, the work also used the cumulative multiclass
probabilities to estimate the overall probability that each
unknown sample was of AFFF origin, an approach that is
quantitatively similar to the binary classication used previ-
ously by the authors.
Training dataset and preprocessing

Previous work by the authors used the concentrations of 8
(ref. 1) or 10 (ref. 2 and 3) PFAS components (i.e., individual
PFAS compounds in a mixed composition) as machine learning
features. Supervised machine learning requires all data to have
the same specic features (in this case, PFAS components), so
the dataset sizes were limited by the subset of sample data that
could be acquired with data for the same components. Because
of changes in PFAS analytical methods over time, as well as the
growing need to quantify more compounds, older datasets oen
contain data for fewer PFAS components, a fact that compli-
cates their use for classication.

Methods of replacing missing data are known as imputation.
While a number of different imputation methods are some-
times used to allow data sets with missing features to be used
for supervised learning, it is important to emphasize that the
validity of these methods for classication is more based on
their effect on the overall classication behavior of a specic
model, rather than any physical basis; that is, regardless of
algorithm, it is impossible to determine the concentration of
a PFAS component that was not quantied. Rather, imputation
can allow data with missing features to be used in classication
without overly skewing the resulting classication results. For
this work, missing values (i.e., PFAS components that were not
analyzed) were replaced with zero concentration. Several other
approaches were tested in preliminary internal testing (i.e.,
prior to receipt of unknowns from BC), including the MIA
(“missingness incorporated in attributes”) method,7,8 as well as
two other noniterative approaches and one iterative approach.
The MIA method, which is most suited to decision trees,
involves creation of two new features for each feature contain-
ing missing data, one with missing data replaced with +inf, the
other with missing data replaced with −inf. Noniterative
methods tested based on the Scikit-Learn SimpleImputer
© 2024 The Author(s). Published by the Royal Society of Chemistry
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involved replacement of missing values with the mean or
median value for that feature, while the experimental Scikit-
Learn IterativeImputer, an iterative training method that tries
to determine likely values based on other component values,
was also tested. Ultimately, the replacement of missing values
with zero concentrations appeared to produce the most
predictable, consistent behavior in testing, as indicated by the
ability to correctly identify classes for test samples of known
origin when values are removed. The likely reason for this is
that assigning a zero concentration to unmeasured components
introduces bias more consistently than the other imputation
methods available for comparison. The use of imputation
allowed a much larger training dataset of 13 572 samples to be
used compared with previous work, potentially increasing the
types of data represented in the training set. Furthermore, the
use of imputation allowed far more PFAS components to be
considered as features than in previous work. In this work,
a total of 30 PFAS components were considered as features – far
more than the 8 (ref. 1) or 10 (ref. 2 and 3) in previous work. (A
list of the components considered as features is included in the
accompanying ESI Section.†) The benets of the expanded
training set and expanded number of components considered
appear to outweigh the approximations introduced by imputa-
tion, although imputation always carries the risk that it will
inuence classication in some specic cases.

As was done in previous work by the authors,1–3 all compo-
nent concentrations below detection limits were replaced with
zeroes in both the training dataset and the dataset containing
the unknowns, an approach that is essentially equivalent to
placing all non-detects into a single bin for each component.
For a full discussion of the justication for and implications of
this approach, see Kibbey et al.1 Note that Stults et al.4 used
substitution with a value related to the detection limit with
success; it is likely that supervised machine learning classi-
cation is relatively insensitive to the handling of non-detects
due to the fact that PFAS component concentrations oen
vary over orders of magnitude.

For this work, a new normalization method was used,
different from those used in previous work. Previous work2

explored the use of component concentrations and mass frac-
tions as features, both untransformed, and aer logarithmic
transformation. All transformations worked similarly well for
Random Forest and related classiers, but for some classiers
logarithmic scale transformation produced better results. In
this work, the features are PFAS component concentrations,
normalized to the maximum component concentration in each
sample, i.e., b in eqn (1):

bi;k ¼
Ci;k

max0# j\n

�
Cj;k

� (1)

where i and j are indices of the individual components in
sample k (n is the number of components). An advantage of this
transformation is that the resulting values are not skewed by
components that were not analyzed. For example, the highest
concentration component in a sample will have a value of 1.0,
and lower concentration components in the same sample will
be scaled to the high concentration component. If two different
© 2024 The Author(s). Published by the Royal Society of Chemistry
analyses of the same sample analyze for different subsets of
components, the values of b for measured components should
be the same for both, provided the highest concentration
component is analyzed in both cases (something that is
frequently true). In contrast, if samples are transformed to mass
fraction, all component values will be different, because the
total measured mass will differ.

Specic data sources included in the training dataset are
shown in Table 1. Full details for the data sources, including
web links to original data, are included in the accompanying
online ESI Section.† Note that with only a few exceptions, the
data used to train the classiers used in this work are publicly
available on the Internet; in some cases, although data are
public, they must be requested from the originating
organization.

The data sources in Table 1 are broken down into high-
certainty AFFF sources (military, non-military), high-certainty
non-AFFF sources (coatings, metal plating, tannery, other),
and mixed data sources (landll, wastewater treatment plant,
other). High-certainty data sources are those where an original
source is known and highly likely to be the primary contributor
to the detected PFAS in water samples. In contrast, mixed
sources are those where there may be multiple original
contributors, or where there is less certainty about the origin,
for example when samples are low concentration surface water
samples far from conrmed sources. In the cases of landlls
and wastewater treatment plants, in particular, note that they
may receive PFAS from a range of primary sources, and the mix
of primary sources may differ entirely from one site to the next.
As such, identifying a sample as similar to something found in
landll or wastewater treatment plant data is not the same as
identifying a sample as belonging to a specic original source
(e.g., AFFF, metal plating). However, the ability to identify
a specic data source where a similar PFAS ngerprint is
observed may nevertheless provide useful clues to the origin of
the PFAS in the unknown sample.
Autoclassication

Because the origins of the individual samples in mixed data
sources (Table 1) are not known (and may, in fact, vary signi-
cantly from sample to sample), for purposes of estimating the
probability that unknown samples are of AFFF origin, an auto-
classication method was used to classify the individual
samples from mixed data sources as likely AFFF or non-AFFF.
The method iteratively removed each mixed source from the
training set and classied its samples against all remaining
samples. For this work, K-nearest neighbors classication9 was
used with n = 15 neighbors, and weighting calculated from the
inverse of distance, a weighting method that favors more-
similar samples. Using this approach, classications
converged in 6 iterations for the data set used here. It is
important to note that the resulting AFFF/non-AFFF assign-
ments made using this iterative procedure are approximate, and
are primarily intended to allow samples from mixed sources to
be used in determining the probability that unknown samples
are of AFFF origin.
Environ. Sci.: Adv., 2024, 3, 366–382 | 369
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Table 1 Data sources used to train classifiers. Details for all sources are provided in the accompanying online ESI Section. GW = groundwater;
SW= surface water; WWTP=wastewater treatment plant; LF= landfill; ON= onsite data; OFF= offsite data. Note that many data sources, such
as landfills and wastewater treatment plants, correspond to sites that are not the original PFAS source, but rather accumulate PFAS frommultiple
original PFAS sources. As is described in the text, for this work, iterative autoclassification is used to estimate AFFF contributions

Data Source Country # AFFF # non-AFFF % AFFF

High certainty AFFF data sources
Military ALBATROSS_GW AU 79 0 100%

ALTUS_GW US 36 0 100%
AMBERLEY_OFF_GWSW AU 88 0 100%
AMBERLEY_ON_GWSW AU 126 0 100%
BANDIANA_OFF_GW AU 11 0 100%
BANDIANA_ON_GW AU 41 0 100%
BLAMEY_GW AU 8 0 100%
CAIRNS_GW AU 110 0 100%
CAIRNS_SW AU 21 0 100%
CALIFGAMA_GW (Military) US 12 0 100%
DARWIN_GW AU 259 0 100%
DND_Site-B_GW CA 101 0 100%
DND_Site-C_GW CA 57 0 100%
DND_Site-C_SW CA 16 0 100%
DND_Site-E_GW CA 161 0 100%
DND_Site-E_SW CA 8 0 100%
DND_Site-G_GW CA 319 0 100%
DND_Site-G_SW CA 374 0 100%
DND_Site-H_GW CA 205 0 100%
DND_Site-H_STORMWATER CA 45 0 100%
DND_Site-H_SW CA 408 0 100%
DND_Site-I_GW CA 112 0 100%
DND_Site-I_SW CA 17 0 100%
EASTSALE_ON_GW AU 75 0 100%
HOLSWORTHY_OFF_GW AU 10 0 100%
HOLSWORTHY_ON_GW AU 32 0 100%
JERVISBAY_GW AU 60 0 100%
JERVISBAY_SW AU 114 0 100%
JERVISBAY_TANK_SW AU 7 0 100%
LAVARACK_OFF_GW AU 28 0 100%
LAVARACK_OFF_SW AU 61 0 100%
LAVARACK_ON_GW AU 58 0 100%
LAVARACK_ON_SW AU 38 0 100%
OAKEY_OFF_GW AU 57 0 100%
OAKEY_ON_GW AU 75 0 100%
OAKEY_SW AU 17 0 100%
PEARCE_GW AU 50 0 100%
RICHMOND_GW AU 69 0 100%
ROBERTSON_DRY AU 7 0 100%
ROBERTSON_WET AU 11 0 100%
SINGLETON_OFF_GW AU 14 0 100%
SINGLETON_ON_GW AU 41 0 100%
STIRLING_GW AU 471 0 100%
STIRLING_SW AU 28 0 100%
TOWNSVILLE_OFF1_GW AU 141 0 100%
TOWNSVILLE_OFF2_GW AU 27 0 100%
TOWNSVILLE_ON_GW AU 190 0 100%
WAGGA_GW AU 40 0 100%
WILLIAMS_GW AU 10 0 100%
WILLIAMTOWN_GW AU 473 0 100%
WILLIAMTOWN_SW AU 369 0 100%

Non-military ALY_2020_SW US 52 0 100%
CLARENDON_GW_OFF US 39 0 100%
CLARENDON_GW_ON US 6 0 100%
CALIFGAMA_GW (Airport) US 332 0 100%
HAMILTON_AIRPORT_GWSW CA 9 0 100%
MARINETTE_OFF_GW US 634 0 100%
MARINETTE_ON_GWSW US 72 0 100%
PDX_GW US 118 0 100%
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Table 1 (Contd. )

Data Source Country # AFFF # non-AFFF % AFFF

PDX_SW US 24 0 100%
QH3_CONCENTRATE AU 28 0 100%
QH3_GW AU 33 0 100%
QH3_SEWER AU 168 0 100%
QH3_SW AU 179 0 100%
QH3_WWTP AU 348 0 100%
STOCKHOLM-ARLANDA_GW SE 26 0 100%

High-certainty non-AFFF data sources
Coatings BENNINGTON_GW US 0 1042 0%

CENTRE_SW US 0 97 0%
GADSDEN_SW US 0 175 0%

Metal plating CALIFGAMA_GW (metal plating) US 0 182 0%
DU-WEL_DBS_VAS_GW US 0 14 0%
DU-WEL_MW_GW US 0 18 0%
DU-WEL_RES_OFF_GW US 0 53 0%
DU-WEL_VAS_OFF_GW US 0 40 0%
DU-WEL_VAS_ON_GW US 0 102 0%

Tannery WOLVERINE_HS_GW US 0 99 0%
WOLVERINE_TA_GW US 0 108 0%
WOLVERINE_TA_SW US 0 14 0%

Other CAPEFEAR_SW US 0 456 0%
GOBELIUS_SKIING SE 0 8 0%

Mixed data (AFFF/non-AFFF estimated by iterative autoclassication – see text)
Landll BENSKIN_2012_LF_GW CA 2 9 18%

BUSCH_2010_LF_WWTP DE 5 15 25%
CALIFGAMA_GW (LF_MSW) US 323 343 48%
CALIFGAMA_GW (LF_Other) US 27 7 79%
FUERTES_2017_LF_GW ES 2 4 33%
GALLEN_2017_LF_GW AU 77 20 79%
GOBELIUS_LF_GWSW SE 16 7 70%
HARRAD_2019_LF_GW IE 12 36 25%
HEPBURN_2019_LF_GW AU 10 3 77%
HUSET_2011_LF_GW US 1 5 17%
LANG_2017_LF_GW US 4 81 5%
YAN_2015_LF_GW CN 0 5 0%

WWTP CALIFGAMA_GW (WWTP) US 588 1036 36%
VTWWTF_EFF_WWTP US 13 114 10%
VTWWTF_INF_WWTP US 28 92 23%
WANG_2020_WWTP CN 20 13 61%
YAN_2015_LF_WWTP CN 1 19 5%

Other CALIFGAMA_GW (CPS) US 420 90 82%
CALIFGAMA_GW (fuel/renery) US 137 12 92%
CALIFGAMA_GW (industrial) US 6 1 86%
CALIFGAMA_GW (NPDES) US 24 11 69%
GOBELIUS_2018_FIRE_GWSW SE 173 9 95%
GOBELIUS_IND_GWSW SE 73 15 83%

Total 9217 4355 13572
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Rejection

An important part of the work was the addition of a rejection
algorithm to identify cases where unknown samples were too
different from anything in the training dataset to be accu-
rately identied; a risk with supervised learning is that
without additional checks, classiers will always assign
unknowns to a known class, even in cases where the unknown
is unlike anything in the training dataset. While having
a large training dataset spanning as many sources as possible
© 2024 The Author(s). Published by the Royal Society of Chemistry
can increase the likelihood that an unknown will be repre-
sented in the training dataset – and so will be accurately
classied – the risk always exists that a novel unknown
sample will be misclassied. For this work, the sum of the
square distance between each unknown (m) and each sample
(k) in the identied class (n is the number of samples in the
identied class) was calculated, and the minimum for each
unknown determined:
Environ. Sci.: Adv., 2024, 3, 366–382 | 371
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ssdmin;m ¼ min0# k\n

"X
i

�
bi;k � bi;m

�2#
(2)

eqn (2) is essentially a measure of how similar the unknown
ngerprint is to a known ngerprint, with lower values indi-
cating a closer match. (A value of zero would indicate an exact
match.). Values larger than approximately 3.0 correspond to
substantial differences, and are a strong indicator that the
unknown sample is not actually a match for the assigned class;
samples for which the value for ssdmin corresponding to the
highest probability class exceeds this value were marked as
UNLIKE TRAINING SET. Thresholds of 0.5 and 2.0 were used to
indicate LOW and VERY LOW CERTAINTY classications,
respectively – indicators that the most similar training example
within the highest probability class is a relatively weak match
for the unknown sample, but the classication may still be
correct. Note that these thresholds were selected based on
internal testing prior to classication of unknown samples from
BC. Internal testing involved classication of multiple articial
samples generated by OU and UNSW researchers (generated
using a range of methods different from those ultimately used
by BC), and observation of the ranges of magnitudes of ssdmin

for those samples in comparison with actual internal test
samples from known sources, but not in the training dataset.
For the purposes of this work, the actual selected threshold
values were identied based on subjective observation of typical
ssdmin values in internal test results; it was anticipated that
ultimate application of the rejection algorithm to future
unknown samples might require tuning of these thresholds.

As a part of this work, BC included a number of articial
sample compositions in the unknown data, to provide a test of
the ability of this simple rejection approach to identify samples
not in the training dataset. The number of articial samples
included was unknown to OU and UNSW authors.

Results and discussion

The test dataset of 252 unknowns provided by BC ultimately
included 230 individual sample compositions from a total of 10
specic sites, as well as 22 articial sample compositions
created by BC using two different methods. The sites included
two airports, one industrial site, municipal wastewater inuent
at seven municipal wastewater treatment plants, six from one
utility, and one from another. As mentioned previously, the data
from all sites were scrambled in the le sent to OU and UNSW
researchers; for purposes of discussion, unknown samples are
sorted into the individual known categories in the subsequent
sections.

Tables 2–4 show the classication results for the three sites
where AFFF is expected to be the dominant contributor to PFAS
contamination. Tables 2 and 3 correspond to the two airports,
while Table 4 corresponds to an industrial site where AFFF was
used to extinguish a re. Each row in each table corresponds to
a sample from the unknown dataset. The Test ID is the identi-
cation code provided to OU and UNSW researchers by BC
researchers, while the Plot ID is a number corresponding to the
table order of samples; all plots generated during classication
372 | Environ. Sci.: Adv., 2024, 3, 366–382
have been included with the accompanying online ESI Section,†
and were renamed following classication to include both the
Plot ID and the Test ID. In addition to the site type, description,
and sample date, the table also indicates the number of
components in the unknown sample for which concentrations
are above detection limits (NNZ; number nonzero). Classica-
tion results shown include the class identied from the training
dataset as the most like the unknown (C1), the SSDmin value for
that class (eqn (2)), a certainty ag indicating the likelihood that
the unknown may not be represented in the training dataset,
and a calculated overall probability that the sample is of AFFF
origin, determined from the sum of the resulting Random
Forest probabilities for the classes in the training set that are
categorized as being of AFFF origin, as described in the Clas-
sication approach section. Note that full details of the classi-
cation results for all unknown samples are included in the ESI
Section,† including the assigned random forest probabilities for
all 125 classes, as well as the calculated SSDmin values (eqn (2))
for the top three classes identied for each unknown sample,
and full b distributions (eqn (1)) for each of the unknowns, as
well as the closest three samples within each of the top three
classes (C1, C2, C3) for each unknown. Finally, plots comparing
b distributions for each of the 252 unknowns with the closest
samples within the top three identied classes for each
unknown are included.

From Tables 2–4, it is apparent that the vast majority of
unknown samples from the two airports and the industrial site
are identied as being similar to AFFF-associated classes
(indicated by “(A)” in the class name). In the case of Airport 1,
the top class matches for 38 of the 44 unknown samples are
AFFF-associated classes, and in 41 of 44 cases (93%) at least two
of the top three matches are AFFF-associated classes (ESI†).
Furthermore, 43 of 44 (97.7%) samples have PAFFF (the esti-
mated probability that the sample is of AFFF origin) greater
than 0.5, and the one site below 0.5 is only slightly below it, at
0.47. In the case of Airport 2, the top class matches for 95 of the
109 samples are AFFF-associated classes, and in 106 of 109
cases (97%) at least two of the top three matches are AFFF-
associated classes (ESI†). Furthermore, all 109 (100%) samples
have PAFFF greater than 0.5. In the case of Industrial Site 1, the
top site matches for all 45 of the 45 samples are AFFF-associated
classes, and all 45 (100%) samples have PAFFF greater than 0.5.

It is interesting to note how the types of samples at the two
airports and one industrial site are captured in the classica-
tions. In the case of Airport 1, samples cover a range of waste-
water samples collected from a central li station, as well as
stormwater and wastewater samples from holding ponds. Note
that 13 of the Airport 1 samples are identied as being similar to
either sewer samples from the Brisbane, Australia airport (the
QH3_Airport_SEWER classication), or wastewater treatment
plant samples from the Brisbane, Australia airport (the
QH3_Airport_WWTP classication), meaning that these
samples at Airport 1 are reminiscent not just of AFFF samples,
but of AFFF samples specically associated with an airport
wastewater collection system. (For full descriptions of all of the
sources in the classications in Tables 2–6, see the list of
Training Dataset Sources in the ESI.†)
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 3 Classification of data from Airport 2. Only the first 45 unknown samples are shown; see ESI for the full tablea

Plot ID Test ID Site Description Sample date NNZ C1 SSD1 Certainty ag PAFFF overall

A2–001 T-66 Airport 2 Groundwater 03/12/2021 11 QH3_Airport_WWTP_(A) 0.002 96%
A2–002 T-109 Airport 2 Groundwater 30/11/2021 14 CALIFGAMA_WWTP_GW_(nA) 0.021 73%
A2–003 T-108 Airport 2 Groundwater 01/12/2021 16 QH3_Airport_WWTP_(A) 0.227 87%
A2–004 T-246 Airport 2 Groundwater 03/12/2021 17 QH3_Airport_WWTP_(A) 0.173 90%
A2–005 T-185 Airport 2 Groundwater 18/01/2022 11 QH3_Airport_WWTP_(A) 0.153 82%
A2–006 T-11 Airport 2 Groundwater 24/05/2022 23 CALIFGAMA_MSW_Landll_GW_(nA) 0.324 52%
A2–007 T-195 Airport 2 Groundwater 23/05/2022 14 CALIFGAMA_Airport_GW_(A) 0.100 81%
A2–008 T-211 Airport 2 Groundwater 24/05/2022 23 QH3_Airport_WWTP_(A) 0.092 80%
A2–009 T-217 Airport 2 Groundwater 24/05/2022 23 CALIFGAMA_Airport_GW_(A) 0.105 84%
A2–010 T-214 Airport 2 Groundwater 25/05/2022 9 CALIFGAMA_WWTP_GW_(nA) 0.003 73%
A2–011 T-194 Airport 2 Groundwater 25/05/2022 10 CALIFGAMA_Airport_GW_(A) 0.111 90%
A2–012 T-172 Airport 2 Groundwater 01/06/2022 18 CALIFGAMA_WWTP_GW_(A) 0.001 91%
A2–013 T-138 Airport 2 Groundwater 31/05/2022 10 CALIFGAMA_Airport_GW_(A) 0.072 92%
A2–014 T-28 Airport 2 Groundwater 01/06/2022 18 CALIFGAMA_CPS_GW_(A) 0.054 99%
A2–015 T-236 Airport 2 Groundwater 01/06/2022 21 DND_Site-G_Military_SW_(A) 0.227 80%
A2–016 T-153 Airport 2 Groundwater 01/06/2022 14 CALIFGAMA_Airport_GW_(A) 0.331 90%
A2–017 T-10 Airport 2 Groundwater 02/06/2022 16 CALIFGAMA_WWTP_GW_(nA) 0.354 58%
A2–018 T-79 Airport 2 Groundwater 01/06/2022 4 CALIFGAMA_WWTP_GW_(A) 0.027 79%
A2–019 T-188 Airport 2 Groundwater 02/06/2022 10 CALIFGAMA_Airport_GW_(A) 0.102 89%
A2–020 T-53 Airport 2 Groundwater 02/06/2022 12 CALIFGAMA_Airport_GW_(A) 0.531 LOW

CERTAINTY
88%

A2–021 T-146 Airport 2 Groundwater 01/06/2022 23 CALIFGAMA_Airport_GW_(A) 0.138 77%
A2–022 T-123 Airport 2 Groundwater 01/06/2022 7 CALIFGAMA_Airport_GW_(A) 0.105 88%
A2–023 T-48 Airport 2 Groundwater 01/06/2022 23 CALIFGAMA_Airport_GW_(A) 0.050 94%
A2–024 T-2 Airport 2 Groundwater 01/06/2022 23 CALIFGAMA_Airport_GW_(A) 0.047 94%
A2–025 T-205 Airport 2 Groundwater 01/06/2022 23 CALIFGAMA_Airport_GW_(A) 0.123 86%
A2–026 T-170 Airport 2 Groundwater 31/05/2022 14 CALIFGAMA_Airport_GW_(A) 0.044 95%
A2–027 T-113 Airport 2 Groundwater 31/05/2022 12 QH3_Airport_WWTP_(A) 0.019 98%
A2–028 T-201 Airport 2 Groundwater 02/06/2022 10 CALIFGAMA_Airport_GW_(A) 0.126 88%
A2–029 T-131 Airport 2 Groundwater 31/05/2022 14 QH3_Airport_SW_(A) 0.089 89%
A2–030 T-49 Airport 2 Groundwater 31/05/2022 12 CALIFGAMA_Airport_GW_(A) 0.029 94%
A2–031 T-116 Airport 2 Groundwater 31/05/2022 11 CALIFGAMA_Airport_GW_(A) 0.041 94%
A2–032 T-233 Airport 2 Groundwater 27/05/2022 12 CALIFGAMA_Airport_GW_(A) 0.003 93%
A2–033 T-78 Airport 2 Groundwater 27/05/2022 17 CALIFGAMA_Airport_GW_(A) 0.079 86%
A2–034 T-124 Airport 2 Groundwater 26/05/2022 16 QH3_Airport_GW_(A) 0.148 97%
A2–035 T-30 Airport 2 Groundwater 26/05/2022 13 CALIFGAMA_Airport_GW_(A) 0.012 95%
A2–036 T-74 Airport 2 Groundwater 26/05/2022 14 CALIFGAMA_Airport_GW_(A) 0.046 94%
A2–037 T-252 Airport 2 Groundwater 26/05/2022 15 QH3_Airport_GW_(A) 0.089 87%
A2–038 T-127 Airport 2 Groundwater 25/05/2022 12 QH3_Airport_GW_(A) 0.066 94%
A2–039 T-218 Airport 2 Groundwater 25/05/2022 14 CALIFGAMA_Airport_GW_(A) 0.050 94%
A2–040 T-135 Airport 2 Groundwater 24/05/2022 23 QH3_Airport_WWTP_(A) 0.138 91%
A2–041 T-182 Airport 2 Groundwater 24/05/2022 23 QH3_Airport_WWTP_(A) 0.015 96%
A2–042 T-72 Airport 2 Groundwater 24/05/2022 23 QH3_Airport_WWTP_(A) 0.253 80%
A2–043 T-54 Airport 2 Groundwater 23/05/2022 9 CALIFGAMA_WWTP_GW_(A) 0.373 82%
A2–044 T-160 Airport 2 Groundwater 23/05/2022 11 QH3_Airport_WWTP_(A) 0.132 84%
A2–045 T-159 Airport 2 Groundwater 27/05/2022 15 CALIFGAMA_Airport_GW_(A) 0.031 97%

a NNZ = number of nonzero PFAS components in the unknown. C1 = class from training dataset most like the unknown sample; (A) = AFFF-
associated subset; (nA) = non-AFFF-associated subset. SSD1 = SSDmin for this unknown corresponding to class C1. Certainty ag = indicator of
the likelihood that the unknownmay not be represented in the training dataset. PAFFF overall= estimated probability that sample is of AFFF origin.
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In the case of Airport 2, samples are groundwater samples,
and are identied as similar to range of largely airport-
associated AFFF classes, although in some cases they are also
identied as similar to other AFFF-associated classes, such as
wastewater treatment plant inuent and effluent of AFFF origin,
or military sites.

In the case of industrial site 1, the top matches for the
unknown samples are all AFFF-associated classes, although
374 | Environ. Sci.: Adv., 2024, 3, 366–382
the top classes are generally different from those at Airport 1
or 2, with large numbers of samples matched to offsite resi-
dential well data near an AFFF manufacturing facility in
Wisconsin (MARINETTE_OFF_AFFF-Mfg_GW_(A)), as well as
landll leachate data from Australian landlls (GAL-
LEN_2017_Landll_GW_(A)), a dataset10 that appears to be
dominated by PFAS of AFFF origin, as indicated by auto-
classication results (Table 1).
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 4 Classification of data from industrial site 1a

Plot ID Test ID Site Description Sample date NNZ C1 SSD1 Certainty ag PAFFF overall

I1-001 T-247 Industrial Groundwater 15/11/2022 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.007 93%
I1-002 T-12 Industrial Groundwater 15/11/2022 8 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.020 95%
I1-003 T-181 Industrial Groundwater 15/11/2022 8 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.009 94%
I1-004 T-17 Industrial Groundwater 15/11/2022 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.018 99%
I1-005 T-184 Industrial Groundwater 03/11/2021 8 PDX_Airport_GW_(A) 0.041 69%
I1-006 T-161 Industrial Groundwater 09/06/2021 8 GALLEN_2017_Landll_GW_(A) 0.122 91%
I1-007 T-29 Industrial Groundwater 11/08/2022 9 GALLEN_2017_Landll_GW_(A) 0.051 94%
I1-008 T-40 Industrial Groundwater 09/06/2021 8 GALLEN_2017_Landll_GW_(A) 0.009 97%
I1-009 T-177 Industrial Groundwater 11/08/2022 9 GALLEN_2017_Landll_GW_(A) 0.009 96%
I1-010 T-142 Industrial Groundwater 11/08/2022 9 GALLEN_2017_Landll_GW_(A) 0.006 97%
I1-011 T-33 Industrial Groundwater 10/06/2021 8 GALLEN_2017_Landll_GW_(A) 0.016 96%
I1-012 T-224 Industrial Groundwater 09/08/2022 8 GALLEN_2017_Landll_GW_(A) 0.014 96%
I1-013 T-8 Industrial Groundwater 10/06/2021 8 GALLEN_2017_Landll_GW_(A) 0.008 96%
I1-014 T-60 Industrial Groundwater 09/08/2022 8 GALLEN_2017_Landll_GW_(A) 0.009 97%
I1-015 T-31 Industrial Groundwater 03/09/2020 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.045 99%
I1-016 T-180 Industrial Groundwater 08/06/2021 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.016 99%
I1-017 T-97 Industrial Groundwater 08/06/2021 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.012 99%
I1-018 T-207 Industrial Groundwater 11/08/2022 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.022 99%
I1-019 T-115 Industrial Groundwater 08/06/2021 6 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.095 98%
I1-020 T-1 Industrial Groundwater 10/08/2022 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.212 87%
I1-021 T-158 Industrial Groundwater 03/09/2020 8 GALLEN_2017_Landll_GW_(A) 0.056 90%
I1-022 T-227 Industrial Groundwater 03/09/2020 8 GALLEN_2017_Landll_GW_(A) 0.066 89%
I1-023 T-203 Industrial Groundwater 10/06/2021 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.356 80%
I1-024 T-37 Industrial Groundwater 10/08/2022 8 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.238 89%
I1-025 T-83 Industrial Groundwater 08/06/2021 9 MARINETTE_ON_AFFF-Mfg_GWSW_(A) 0.219 95%
I1-026 T-47 Industrial Groundwater 10/08/2022 7 MARINETTE_ON_AFFF-Mfg_GWSW_(A) 0.213 88%
I1-027 T-69 Industrial Groundwater 09/06/2021 8 GALLEN_2017_Landll_GW_(A) 0.034 94%
I1-028 T-168 Industrial Groundwater 11/08/2022 8 PDX_Airport_GW_(A) 0.178 94%
I1-029 T-239 Industrial Groundwater 07/06/2021 8 GALLEN_2017_Landll_GW_(A) 0.010 95%
I1-030 T-21 Industrial Groundwater 10/08/2022 8 GALLEN_2017_Landll_GW_(A) 0.026 91%
I1-031 T-5 Industrial Groundwater 07/06/2021 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.035 98%
I1-032 T-192 Industrial Groundwater 12/08/2022 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.009 99%
I1-033 T-148 Industrial Groundwater 09/06/2021 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.006 99%
I1-034 T-122 Industrial Groundwater 10/08/2022 7 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.015 99%
I1-035 T-129 Industrial Groundwater 12/08/2022 8 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.102 86%
I1-036 T-250 Industrial Groundwater 09/08/2022 9 MARINETTE_ON_AFFF-Mfg_GWSW_(A) 0.001 85%
I1-037 T-16 Industrial Groundwater 11/08/2022 9 GALLEN_2017_Landll_GW_(A) 0.007 97%
I1-038 T-23 Industrial Groundwater 03/09/2020 9 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.065 92%
I1-039 T-26 Industrial Groundwater 09/06/2021 8 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.031 96%
I1-040 T-126 Industrial Groundwater 10/08/2022 8 MARINETTE_OFF_AFFF-Mfg_GW_(A) 0.025 96%
I1-041 T-119 Industrial Surface water 12/08/2020 10 GALLEN_2017_Landll_GW_(A) 0.099 82%
I1-042 T-120 Industrial Surface water 12/08/2020 12 MARINETTE_ON_AFFF-Mfg_GWSW_(A) 0.557 LOW

CERTAINTY
79%

I1-043 T-117 Industrial Surface water 12/08/2020 12 GALLEN_2017_Landll_GW_(A) 0.128 82%
I1-044 T-178 Industrial Surface water 12/08/2020 11 GALLEN_2017_Landll_GW_(A) 0.164 82%
I1-045 T-173 Industrial Surface water 24/08/2020 13 MARINETTE_ON_AFFF-Mfg_GWSW_(A) 0.097 85%

a NNZ = number of nonzero PFAS components in the unknown. C1 = class from training dataset most like the unknown sample; (A) = AFFF-
associated subset; (nA) = non-AFFF-associated subset. SSD1 = SSDmin for this unknown corresponding to class C1. Certainty ag = indicator of
the likelihood that the unknownmay not be represented in the training dataset. PAFFF overall= estimated probability that sample is of AFFF origin.
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It is important to note that the classication method used
here effectively functions as a similarity checker, looking for
classes whose sample compositional patterns are consistent
with those in each unknown sample. As such, it is reasonable to
anticipate that some samples at the classes identied as
matches for the unknown samples will be quite similar in
composition to the unknown samples. Fig. 1 compares the
unknown composition with that of the closest matching
© 2024 The Author(s). Published by the Royal Society of Chemistry
samples from each of the top three classes identied through
classication for four selected unknown samples from each of
the three AFFF-dominated sites (Airport 1, Airport 2, Industrial
Site 1). Note that Fig. 1 shows only 12 samples for purposes of
discussion, selected to illustrate the range of different compo-
sitions observed, and the matches to samples in identied
classes; plots for all 198 samples from the three sites are
included in the accompanying ESI Section.† It is interesting to
Environ. Sci.: Adv., 2024, 3, 366–382 | 375
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Fig. 1 Component distributions (b) in selected unknowns at three AFFF-dominated sites, shownwith closest matching known distributions in the
top three selected classes from the training set, as identified by Random Forest classification. The blue bars are the unknown samples (indicated
with code T-__), while the orange, green and red bars correspond to the first, second and third identified classes (C1, C2, C3), respectively. Note
that plots corresponding to all unknowns are included in the accompanying online ESI.†
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observe that the compositions at the three sites in Fig. 1 vary
considerably between samples at each site, as well as between
the sites. Not only do PFAS compositions change as a result of
differential transport and the transformation of precursors,1

but many sites have histories of use of more than one AFFF,
resulting in mixed compositional signatures. Fortunately (from
a classication standpoint) AFFF has been so widely used that
even these mixed signatures are recognizable by comparison
with existing environmental data. The AFFF formulations used
at Airport 1 are unknown, although many of the samples are
dominated by 6 : 2 FTS. Unknown samples are identied by
376 | Environ. Sci.: Adv., 2024, 3, 366–382
classication as being similar to samples from an AFFF release
at the Brisbane Airport where Angus Tridol S3 was released, so it
is probable the main formulation used at Airport 1 is compo-
sitionally similar to that formulation. Like Airport 1, many
samples at Airport 2 are dominated by 6 : 2 FTS, but many also
show evidence of PFOS and PFHxS. There is a known history of
use of newer AFFFs at Airport 2, including T-Storm C6 foams
and Buckeye Platinum 3% AFFF, as well as historical use of
legacy PFOS-based AFFFs. For the industrial site, it is important
to note that the original sample data for the site did not include
any analyses for PFAS compounds to the le of PFHxA or to the
© 2024 The Author(s). Published by the Royal Society of Chemistry
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right of PFOS in the plot, so if other compounds are present (e.g.
6 : 2 FTS), they would not appear in the distributions. This
difference may at least in part explain the largely different
subset of identied classes compared with the two airports,
although the identied classes are still predominantly of AFFF
origin. Note that many sites for which experimental data have
been measured over a span of years oen exhibit differences in
the number of analyzed compounds over time, oen with fewer
compounds analyzed in older data. Taking into account the
differences in compounds analyzed, the compositions at the
industrial site are reminiscent of those at Airport 2, although
PFOA is more prominent in some of the industrial site
compositions. The AFFF used to extinguish the re at the
industrial site is thought to have been National Foam Universal
Gold.

Table 5 shows the classication results for samples taken
from the inuents of seven different wastewater treatment
plants. Because wastewater treatment plant inuents come
from multiple sources, there is a high likelihood that they will
consist of PFAS from multiple, mixed sources. Not surprisingly,
a large fraction of the unknowns in Table 5 are identied as
Fig. 2 Component distributions (b) in selected unknowns from three d
closest matching known distributions in the top three selected classes f
blue bars are the unknown samples (indicated with code T-__), while th
identified classes (C1, C2, C3), respectively. Note that plots correspondin

378 | Environ. Sci.: Adv., 2024, 3, 366–382
being similar to samples from other mixed sources, including
wastewater treatment plant data sources and landll leachate
data sources. The overall AFFF probability for these mixed
samples is likely inuenced by the highest concentration
contributors to the mixtures, although more work is needed to
better understand how classication is inuenced by mixture
composition. (It should be noted that one of the unknown
samples (T-46) contained no detected PFAS, so classication is
not possible; this is indicated in the Certainty Flag column.)

Fig. 2 compares the unknown composition with that of the
closest match from each of the top three classes identied
through classication for three selected samples from each of
three plant inuents. Note that Fig. 2 shows only 9 samples for
purposes of discussion, selected to illustrate the range of
different compositions observed, and thematches to samples in
identied classes; plots for all 32 samples from the three sites
are included in the accompanying ESI Section.† One of the
interesting features of all of the inuents is the temporal vari-
ability of compositions for a given plant. Some of the plants,
such as Utility 1 Plant 3 inuent, appear to be dominated by
AFFF sources, although the compositions at Utility 1 Plant 3 are
ifferent municipal wastewater treatment plant influents, shown with
rom the training set, as identified by Random Forest classification. The
e orange, green and red bars correspond to the first, second and third
g to all unknowns are included in the accompanying online ESI.†

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Component distributions (b) in selected randomly-generated synthetic unknown samples, generated using two different methods. Note
that all of the artificial samples exhibit substantial differences from any training set samples. The blue bars are the unknown samples (indicated
with code T-__), while the orange, green and red bars correspond to the first, second and third identified classes (C1, C2, C3), respectively. Plots
corresponding to all unknowns are included in the accompanying online ESI.†
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different from those in Fig. 1. Other plant inuents such as the
Utility 2 Plant inuent tend to be dominated by non-AFFF
sources, although in the case of the Utility 2 Plant inuent,
most of the classications are to autoclassied mixed sources.

An important part of this work was exploring a rejection
algorithm to identify unknown samples not sufficiently repre-
sented in the training dataset for accurate classication. The
challenge with classication algorithms such as the Random
Forest method is that the calculated probabilities for all
training set classes add to 100%, even if, in reality, the unknown
sample is entirely unlike anything in the training set. Table 6
shows classication results for articial compositions
380 | Environ. Sci.: Adv., 2024, 3, 366–382
generated by BC using two different methods. Articial 1
samples had compositions calculated by randomly selecting
another sample from the unknown dataset, and then process-
ing the concentrations of the components in that sample to
replace any non-zero detected concentration with a value of
500 ng L−1 minus the original concentration normalized to 500
by scaling between the minimum and maximum concentration
in the sample. This method yielded something with a compo-
sition different from actual samples, but with the same set of
detected components. Articial 2 samples were simply gener-
ated randomly with values between zero and 100 ng L−1.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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From Table 6, it is apparent that SSDmin values for the arti-
cial samples are generally greater than most of the values in
Tables 1–5 for the actual unknown samples. All of the Articial 2
samples are correctly identied as UNLIKE TRAINING SET,
while the Articial 1 samples are mostly identied as either
VERY LOW CERTAINTY or UNLIKE TRAINING SET, although
three are agged as LOW CERTAINTY.

Fig. 3 shows some example compositions for selected arti-
cial samples from Table 6, along with compositions of the
closest match from each of the top three classes identied
through classication. It's easy to see why the Articial 2
samples are agged as UNLIKE TRAINING SET, because they
genuinely look nothing like any of the closest matches in the
training set. Most of the Articial 1 samples do look quite
different from the closest matches (for example, T-14 and T-156
in Fig. 3), although a few – oen those with a small number of
nonzero compounds, such as T-102 – look somewhat similar to
existing samples, so are agged as LOWCERTAINTY. This is not
necessarily a problem with the rejection algorithm, but rather
simply a reection of the fact that if a sample composition looks
similar to something in the training set – even if it was arti-
cially generated – there is no mathematical way to identify it as
an articial sample.

It is important to discuss the results of this work within the
broader context of PFAS forensics, where the objective is iden-
tication of the original source associated with PFAS detected in
environmental samples. Methods explored by others have
included a number of different approaches, many focused on
searching for specic compounds or combinations of
compounds unique to a specic source of PFAS, or using
multivariate statistical methods to look for patterns in PFAS
from different sources (e.g. (ref. 4 and 11–16)). Some proposed
methods have potential pitfalls, such as susceptibility to
changing PFAS composition with transport or transformation of
precursors, or potential challenges associated with detection
limits, where specic compounds are too low in concentration
to be detected in some samples. For this reason and others, it
has been suggested (e.g. (ref. 13)) that source identication
should ideally be based on multiple lines of evidence. The
method described in this work can be thought of as providing
a very direct additional line of evidence for source identica-
tion, by looking for similarities between unknowns and existing
environmental samples of known origin. This work builds on
earlier supervised learning work studying binary classication
of PFAS between AFFF and non-AFFF sources,1–3 illustrating that
the same underlying idea that works for binary classication
also works for multiclass classication to distinguish between
multiple sources. Because the method is trained on thousands
of actual environmental samples, the resulting classication
automatically takes into account compositional changes that
result from differential transport and precursor transformation.
Both the method itself and the accompanying rejection method
could be thought of a reality check on any PFAS forensics
method, in that if an identied source is, in fact, correct, then it
is highly likely that there are other environmental samples with
similar compositions to the unknown sample associated with
the same type of source elsewhere. The absence of evidence that
© 2024 The Author(s). Published by the Royal Society of Chemistry
this is the case may be taken as an indicator that a proposed
source assignment is suspect.

Conclusions

The results of this work show that supervised machine learning
provides a highly-capable tool for identifying unknown PFAS
samples based on composition. The approach tested made use
of the Random Forest method for multiclass classication, with
the individual classes dened based on individual existing data
sources. The method effectively functions as a similarity
checker, looking for known sites whose compositional patterns
are the closest match to those in each unknown sample. The
method was found to be able to recognize samples of AFFF
origin at sites with a known history of AFFF use, in some cases
making more subtle distinctions in classication. For example,
despite signicant variability in sample compositions across
and between airport sites, samples from airports were largely
identied as being similar to samples from other airports, and
some samples from an airport wastewater collection system
were even identied as looking like samples from another
airport wastewater collection system. In the case of municipal
wastewater treatment facility inuents, where the inuent
composition varies widely over time and between facilities, and
is likely to result from a changing mixture of different original
sources, the classier identied a large fraction of unknown
samples as being similar to samples from other mixed sources,
such as wastewater treatment plants or landll leachates,
although some exhibited distinct AFFF signatures.

While the use of mixed data sources (e.g., data from waste-
water treatment plants or landll leachates) to train classiers
appears to work well in classication, and sidesteps the
substantial challenges associated with nding sufficient single-
application non-AFFF environmental data for a training set, the
obvious limitation of the approach is that one wastewater
treatment plant inuent, for example, may ultimately be clas-
sied as looking like another wastewater treatment plant
inuent. Unless more is known about the inuent in the
training set, this result may or may not be useful. As such,
future work aimed at learning more about the true origins of
mixed data could be extremely valuable. For example, data
collected from within a wastewater collection system close to
known sources could be extremely valuable for providing more
insight in classications. Similarly, it is probable that
a machine learning classier could be trained to identify
specic dominant AFFF types in different samples, or even
specic mixtures of dominant types, if enough information
could be obtained about AFFF types used in training set data
sources.

The ability to reject samples as not in the training dataset is
a critical component of the use of machine learning for PFAS
classication, because most supervised classiers will assign
unknowns to a known class, even in cases where they are quite
different from all known sets. The rejection method tested here
appears quite promising, and was able to accurately ag
articially-generated samples as being unlike those in the
training dataset.
Environ. Sci.: Adv., 2024, 3, 366–382 | 381
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In the broader context of PFAS forensics for source identi-
cation, the results of this work could be thought of as a reality
check, providing a direct line of evidence as to the likely origin
of a particular unknown sample. If the proposed sample source
type identied by any forensic method is correct, it is highly
likely that other examples of the same composition will be
present in other environmental samples. Both the method used
here and the accompanying rejection method are designed to
look for this evidence.
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