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Connecting the dots for fundamental
understanding of structure—photophysics—
property relationships of COFs, MOFs, and
perovskites using a Multiparticle Holstein
Formalism

Raja Ghosh @ *? and Francesco Paesani () *2>¢

Photoactive organic and hybrid organic—inorganic materials such as conjugated polymers, covalent organic
frameworks (COFs), metal-organic frameworks (MOFs), and layered perovskites, display intriguing
photophysical signatures upon interaction with light. Elucidating structure—photophysics—property
relationships across a broad range of functional materials is nontrivial and requires our fundamental
understanding of the intricate interplay among excitons (electron—hole pair), polarons (charges),
bipolarons, phonons (vibrations), inter-layer stacking interactions, and different forms of structural and
conformational defects. In parallel with electronic structure modeling and data-driven science that are
actively pursued to successfully accelerate materials discovery, an accurate, computationally inexpensive,
and physically-motivated theoretical model, which consistently makes quantitative connections with
conceptually complicated experimental observations, is equally important. Within this context, the first
part of this perspective highlights a unified theoretical framework in which the electronic coupling as
well as the local coupling between the electronic and nuclear degrees of freedom can be efficiently
described for
Hamiltonians. The second part of this perspective discusses excitonic and polaronic photophysical
signatures in polymers, COFs, MOFs, and perovskites, and attempts to bridge the gap between different
research fields using a common theoretical construct — the Multiparticle Holstein Formalism. We
envision that the synergistic integration of state-of-the-art computational approaches with the
Multiparticle Holstein Formalism will help identify and establish new, transformative design strategies that

a broad range of quasiparticles with similarly structured Holstein-style vibronic

will guide the synthesis and characterization of next-generation energy materials optimized for a broad
range of optoelectronic, spintronic, and photonic applications.

transistors,*'® wearable technology,'**® flexible displays,**>*
photolithography,**® and chemosensors and bioprobes.****”

A fundamental understanding of excited-state phenomena and
the elementary mechanisms that govern photophysical and
charge transport processes of multifunctional materials is
crucial for new scientific breakthroughs and future technolog-
ical innovations. Fueled by the discovery of polymer-based light
emitting diodes (OLEDs),"? organic materials continue to find
increasing commercial value, with a broad range of applications
in photovoltaics,>® organic spintronics,”** field effect
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In addition to traditional one-dimensional semiconducting
polymers, the discovery of 2D covalent organic frameworks
(COFs) in 2005 (ref. 28) has sparked renewed interest in organic
electronics. COFs represent an emerging class of porous organic
materials that offer a range of unique advantages compared to
traditional polymeric materials, such as morphological preci-
sion and positional control of diverse functional building
blocks.”*** Tremendous efforts are currently focused on taking
advantage of the structural diversity, crystallinity, and porosity
of various COF structures for potential cutting-edge applica-
tions in biomedicine and bioimaging,**** drug and gene
delivery,** gas and energy storage, photocatalysis,**** and
ion conduction.®** Despite the presence of intrinsic porosity,
which hinders the efficient movement of charges, COFs have
also found applications as semiconducting materials.**7>
Energy and charge migration in COFs happen through the
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efficient transport of excitons and polarons, respectively, either
along the framework backbone (i.e., through bond) or between
the m-stacked layers (i.e., through space).

While the facile synthesis of organic materials makes opto-
electronic devices inexpensive compared to their inorganic
counterparts, structural and conformational disorder often
leads to poor conductivity and low mobility.”””” Despite being
environmental friendly, organic thermoelectric materials also
suffer from low conductivity, Seebeck coefficient, and power
factor.” The flexibility of self-assembling organic and inorganic
building units to form hybrid organic-inorganic frameworks
offers the possibility to combine unique photophysical and
electronic properties that are absent in either of the individual
building blocks.”®®® The combination of high conductivity in
the inorganic components with stronger light-matter interac-
tions and higher quantum efficiency of the organic components
has proved to be an effective approach which have resulted in
much improved electrical, optical, and transport properties.****
Over the last decade, hybrid organic-inorganic materials, such
as metal-organic frameworks (MOFs) and layered perovskites,
have received widespread interest for potential applications in
various fields of chemistry and materials science.*** Although
MOFs are generally considered as insulating materials, recent
studies have reported promising results on the synthesis of
intrinsically conducting MOFs.”**” The field of layered perov-
skites has exploded in the last decade, and two-dimensional
(2D) perovskites have emerged as promising candidates for
next generation solar cells owing to record power conversion
efficiencies which vastly outperform the efficiencies achieved by
organic based materials.”®*"*

The design and synthesis of new materials presents
a formidable challenge since chemical manipulation and
framework diversity, in principle, allow for myriads of possible
structural combinations that enable the fine tuning of optical,
electronic, and transport properties. From an experimental
viewpoint, establishing efficient synthetic routes for synthe-
sizing novel electronic materials tailored for specific applica-
tions remains the main obstacle.

To overcome some of the challenges, computational
predictions of new multifunctional materials has been
bolstered primarily due to the development of new algorithms
and the availability of supercomputers which readily enable the
treatment of large number of molecules within a reasonable
time frame. Various computational and theoretical approaches,
ranging from quantum Monte Carlo (QMC) to molecular
dynamics (MD) simulations and density functional theory (DFT)
have been utilized to gain new insights into the complicated
electronic structure of organic and hybrid materials.'® For
example, DFT in combination with tight-binding modeling has
been extensively employed to investigate the nature of flat
bands,'** electronic structure, structural defects,'®” effects
of doping,'® and interlayer stacking interactions'® in 2D COFs.

Skillful exploration of data through data-mining and big
data approaches as well as electronic structure modeling have
greatly benefited the fields of MOFs and perovskites.'*>*¢**
Machine learning and high throughput techniques have been
routinely employed to screen the chemical space of hybrid
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materials with the goal of proposing new MOF and perovskite

structures that are suitable for industrial applications,
including but not limited to catalysis,’***** gas storage and
separation,” and optoelectronics.””**®* While materials

modeling based on data-driven approaches has achieved some
remarkable success in predicting electronic properties (e.g.,
band gaps, charge densities, electronic couplings, oscillator
strengths, etc.), the development of a rigorous theoretical
framework that utilizes the calculated properties to make
quantitative connections with state-of-the-art ultrafast spec-
troscopy measurements will further help accelerate materials
discovery.

Within this context, the majority of optoelectronic, charge
transport and storage, and photonics applications involve the
fundamental photophysical process of absorption and emission
of light. Excited state processes of technologically relevant
organic and hybrid materials such as polymers, COFs, MOFs,
and perovskites are mainly governed by the quantum mechan-
ical behavior of mobile quasiparticles, such as Frenkel, charge-
transfer, and Wannier-Mott excitons, polarons and bipolarons,
trions, and the interaction of mobile quasiparticles with intra-
and inter-molecular vibrational modes."*™** These vibronic
effects, which arise from the coupling of the electronic transi-
tions with the nuclear vibrational motion, play a central role in
determining the photophysical response of organic*****” and
hybrid materials™***** as well as influence the excited state
dynamics in chemical and biological systems.'* % It is there-
fore not surprising that any progress in the design of novel
materials warrants a robust theoretical methodology that can
provide an in-depth understanding of how the complicated
interplay between photons, excitons, polarons, bipolarons,
phonons, and spins influences the photoinduced excited state
processes of a broad range of semiconducting materials.

Despite significant recent progress, two main challenges still
persist which involve a quantitative understanding of how
electron-phonon coupling and defects influence the electronic,
optical, and transport properties of functional electronic
materials. Although, excited state properties of materials can be
modeled using linear-response time-dependent density func-
tional theory (LR-TDDFT) or the Bethe-Salpeter equation
(BSE),"** the presence of a large number of atoms in 2D mate-
rials makes the application of LR-TDDFT and BSE computa-
tionally very demanding (however, recent advances do look very
promising**>'¢?). Moreover, electron-phonon coupling and
different forms of electronic and conformational defects play
fundamental roles in determining the photophysical response
and, consequently, the transport properties of most organic and
hybrid materials. Although, LR-TDDFT/BSE approaches have
been successfully employed to investigate the photophysical
response of MOFs, 67171 COFs, 1411727174 and
perovskites,'3%1*>1757182 tg the best of our knowledge, none of the
existing methodologies simultaneously take into account
aggregation, electronic coupling, strong electron-phonon
coupling, and crystalline disorder on equal footing.

An exact treatment of electron-phonon coupling is
a pressing challenge since the Hilbert space for most quantum
systems grows exponentially with increasing system size and
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number of molecules. Overcoming this computational
complexity involves the inevitable approximation of sacrificing
the quantum description of the nuclei, which reduces to treat-
ing the nuclear motion adiabatically by employing the Born-
Oppenheimer approximation (BOA). First-principles calcula-
tions based on the BOA such as finite differences and density
functional perturbation theory have been used to interpret
optical properties, charge transport, and defects in semi-
conductors.”® However, this perspective highlights photo-
physical processes in which the nuclear vibrational kinetic
energies are not negligible and undergo rapid nuclear reorga-
nization, which therefore necessitates the explicit inclusion of
nuclear quantum effects and, consequently, invalidates the
BOA. In this regard, it should be noted that excellent non-
adiabatic approaches, including mixed quantum-classical
descriptions, have been successfully employed to investigate
the photophysical processes and excited state dynamics of
various systems."®* %

Coarse-graining is another efficient strategy to quantitatively
describe electron-phonon coupling in large, non-rigid
“vibronic” systems. Since the pioneering work by Drude,****
Sommerfield,””> Hubbard,"® Heisenberg,’** Holstein>***
among others, coarse-grained tight-binding model Hamilto-
nians have been successfully employed to investigate the elec-
tronic, optical, and transport properties of semiconducting
materials.'**1°%1*72t  The major approximation typically
employed in tight-binding modeling involves simplifying the
complicated many-body electronic system to an one-electron or
single orbital model. In Holstein-based approaches, another
major simplification is the harmonic oscillator approximation
which considers the nuclear displacements as coupled
quantum harmonic oscillators. Such simplifications are
however not sufficient for practical applications, since the exact
diagonalization becomes computationally intractable for large
“vibronic” systems, which is the focus of this perspective. For
example, the Holstein model can be exactly solved only for a few
sites. Besides various approaches proposed in the literature to
address this problem, including hierarchial equations of
motion,”**>* one potential solution is to specifically choose an
accurate basis set for the diagonalization of the Holstein
Hamiltonian. In this context, the multiparticle basis set, pio-
neered by Philpott,>*® developed and glorified by
Spano,'**'*7272? and employed by others®'*>"* has proved to be
an excellent choice for diagonalizing the Holstein Hamiltonian.
Multiparticle modeling of the Holstein Hamiltonian quickly
becomes computationally expensive with increasing dimen-
sions of the material unit cell, which is particularly relevant in
the case of porous frameworks such as COFs and MOFs. In this
context, taking advantage of sparse matrix techniques and MPI
parallelization on multinode clusters, we have shown that it is
possible to extend the application of multiparticle modeling to
large “vibronic” 3D systems, with negligible loss of
accuracy.>'**7

The article is organized as follows: in Section 2 we briefly
discuss the MHF. Section 3 highlights the photophysical
signatures of Frenkel, charge-transfer, and Wannier-Mott
excitons in organic (polymers and COFs) and hybrid (MOFs and
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perovskites) materials. The role of “excitonic polarons”, ie.,
excitons dressed with intramolecular vibrations is also dis-
cussed. Special emphasis is placed on understanding how
several factors, such as the nature of aggregation, packing
arrangement, particle size, relative humidity, and defects
determine the UV-vis to near-IR spectral response of donor-
acceptor (D-A) COFs. The exciton fine structure observed in
layered perovskites, which is a topic of considerable
speculation,’>*'*** s also discussed. Section 4 focuses on the
importance of mid-IR photophysical response of polarons and
the correlations between mid-IR signatures and polaron
coherence lengths. The similarity in the spectral response of
polarons in polymers, COFs, MOFs, and perovksites is high-
lighted, and relevant factors affecting charge transport are
reviewed. It is a daunting task to provide a comprehensive
review that includes all relevant references on photophysical
processes observed in organic and hybrid materials and this
perspective only focuses on select photophysical signatures that
are intriguing from the point of view of the MHF. Although
previous reviews and perspectives have separately focused on
optoelectronic ~ processes in  organic and  hybrid
materials,******>?¢ to the best of our knowledge, no prior studies
have attempted to provide an interpretation of the photo-
physical signatures of both organic and hybrid organic-inor-
ganic materials using a common theoretical platform - the
Multiparticle Holstein Formalism.

2 Theoretical framework

The Multiparticle Holstein Formalism (MHF) is based on
coarse-grained Holstein-style Hamiltonians in which electronic
coupling, electron-phonon coupling, electrostatic interactions,
and different forms of long- and short-range defects are treated
on “equal footing” without invoking the BOA. The key advan-
tage of the MHF is the nonadiabatic treatment of the electron—
phonon coupling which allows for a fully quantum-mechanical
treatment of both the kinetic and potential energies of the
nuclei, thus bypassing the conventional BOA. The creation of
neutral excitations (e.g., excitons) or charged excitations (e.g.,
polarons) in conjugated organic molecules, which are active
components in MOFs, COFs, and oligothiophene based perov-
skites, is accompanied by significant nuclear relaxation, the
bulk of which occurs along the aromatic to quinoidal stretching
vibrational mode having a frequency that lies in the range
between 0.15 eV and 0.18 eV."7**"**” This local nuclear relaxa-
tion energy plays a central role in the photophysical and
transport properties, examples of which will be discussed in the
context of COFs, MOFs, and 2D perovskites later in the
perspective. What truly distinguishes our approach is an
essentially exact (albeit numerical) treatment of the Holstein
Hamiltonian using a multiparticle basis set>*® to obtain accurate
eigenstates and energies important for the construction of
absorption (and PL) lineshapes. The Hamiltonian can be
modified to include different forms of electronic and structural
defects which are ubiquitous in light absorbing semiconducting
materials. The MHF has been very successful in accounting for
the spectral properties of molecular aggregates and

© 2023 The Author(s). Published by the Royal Society of Chemistry
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crystals,
COFs,***?*"” and layered perovskites
IR) and UV-vis spectral regions.

conjugated polymers,
242 in the mid-infrared (mid-

2.1 Frenkel exciton

In the subspace containing a local Frenkel excitation (see
Fig. 1a), where the nth repeat unit in the lattice denoted by |n)
hosts an electron-hole pair (i.e., a Frenkel exciton), the Hamil-
tonian (with 7 = 1) can be divided into electronic and vibronic
contributions,

Hrg = Hpg-o1 * Hrgvib (1)

with the purely electronic part of the Hamiltonian given by

Hypo = wo- oZ\n Yl + T lm) (n] + ) (ml} (2)

mn

and the vibrational energies and vibronic coupling are given by

HEgqip = wvinbfbn + vain(bn+ + b, + A) ‘I’l) (n| (3)

In eqn (2), the first term represents the energy of the Frenkel
exciton. Exciton transport between neighboring sites |n) and |m)
is governed by long-range intermolecular Coulomb coupling as
well as a short-range superexchange contribution which mainly
arises due to wavefunction overlap between the adjacent chro-
mophores. The coupling values are generally derived from
atomic transition charge densities and can be calculated using
TDDFT methods.”**>** Upon electronic excitation, Frenkel
excitons in 7-conjugated organic molecules couple very strongly
to the aromatic to quinoidal vibrational mode, ., with
frequency in the range between 1200 and 1500 cm ™ '. The two
terms in eqn (3) account for the vibronic coupling where the
operators create (annihilate) a vibrational quantum of energy
on the nth unit in the ground state (S,) of the corresponding

Frenkel Exciton

A) = |I||I||i||1||1|§|
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potential energy well. The strength of the electron-phonon
coupling is governed by the Huang-Rhys (HR) factor, A%, and the
nuclear relaxation energy upon vertical Franck-Condon excita-
tion is given by A’w.p. 4> is a dimensionless quantity that
determines the relative displacement of the minima of the
ground and excited potential well along the intramolecular
vibrational coordinate (Fig. 1b). In the case of excitons in
conjugated polymers, the value of 2> generally lies between 1
and 2.2%

2.2 Charge-transfer exciton

In closely packed structures, such as polymers, COFs, and
MOFs, where the inter-chain/inter-framework m-stacking
distances lie in the range between 0.30 nm and 0.40 nm, there
exists significant m-orbital overlap between the HOMO and
LUMO of neighboring m-conjugated units. In such circum-
stances, local Frenkel excitations dissociate into charge-transfer
states, with the electrons and the holes residing on neighboring
units, as shown schematically in Fig. 1a. As a consequence,
considering only long-range intermolecular Coulomb coupling
is not sufficient to accurately describe the underlying physics of
the system, and short-range superexchange contributions
arising from wavefunction overlap need to be considered. To
account for the role of intermolecular charge-transfer, the
Frenkel-Holstein Hamiltonian described in eqn (1) can be
extended and the total Hamiltonian is given by

Hiot1 = Hrg + Her (4)
where Hgy is given in eqn (1) and the appropriate vibronically-
coupled charge-transfer Hamiltonian (with # = 1) can be
divided into electronic and vibronic contributions,

Her = Herel t Hervib (5)

with the purely electronic part given by

3
Polaron oo 2
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Fig. 1

(a) Simplified view of various forms of neutral and charged excitations. (b) Nuclear potential well corresponding to the aromatic to

quinoidal stretching mode, Q, in the ground and excited electronic states for each isolated molecular unit. w, refers to the vibrational energy
and the nuclear relaxation energy is denoted by 32wy (c) Schematic showing one-particle states, i.e., vibronic excitations (top panel) and two

particle states, i.e., vibronic/vibrational exciton pair.

© 2023 The Author(s). Published by the Royal Society of Chemistry

Chem. Sci., 2023, 14, 1040-1064 | 1043


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2sc03793a

Open Access Article. Published on 16 november 2022. Downloaded on 06.02.2026 17.12.47.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Chemical Science

Here = Z Z {lf,‘nﬂ,|n)<n, n+s|+ h.c.}

n s=-1,1

33 s, n+he ©)

n s=-—1,1

+Z Z EV(I?,ZJrsln? n +S><}’l, n-+ S‘

n s=—1,1
and the vibrational contribution given by

Heryip = 0yip Z {2 (bs" + b, + 1)

ns=-1,1

A2 (buss "+ bprs +22) i, n4s)(n, n+s| (7)

where the charge-transfer excitations are limited to nearest
neighbors. The charge-separated state is denoted by |n, n + s),
with sites |n) and |n + s) hosting a cation and an anion,
respectively. In eqn (6), the first two terms account for nearest-
neighbor hopping of the electron and the hole, respectively, and
Ecr determines the energy of the charge-separated state. In
addition to the ground-state nuclear potential, there exist three
excited-state nuclear potentials corresponding to the fragment's
electronic states representing a Frenkel-like excitation, a cation,
and an anion, respectively. As shown in Fig. 1b, all potentials
are assumed to have identical curvature but are generally shif-
ted relative to the ground state potential based on the value of
HR factors. For Frenkel-like excitations, the HR factor is defined
as A%, while the HR factors for the cations and anions are A,% and
A_?, respectively, as shown in eqn (7). A 2wy and A_*wyp
determine the cationic and anionic nuclear relaxation energies
respectively. Both vibronic coupling and charge-transfer medi-
ated interactions strongly influence the photophysical and
transport properties of the organic molecules, which are the
primary building blocks of COFs and are also active compo-
nents in organic-inorganic hybrid materials.

2.3 Polaron

Analogous to the case in Frenkel excitons, eqn (1) can also be
efficiently used to describe polarons. Unlike in the case of
excitons, where the nth unit in eqn (2) denotes an electron-
hole pair, the nth unit for polarons in eqn (2) indicates
a charge as shown in Fig. 1a. In addition, differently from
excitons, in the case of polarons, charge transport between
sites |n) and |m) is primarily governed by the charge resonance
integral, ¢, ,, which can be evaluated by electronic structure
methods.>”**® Finally, while the exciton model retains the
local HOMO and LUMO for each site |n), only the local HOMO
for each repeat unit, |n), is retained in the case of polarons, as
shown in Fig. 1a. For both excitons and polarons, the first term
in eqn (2) determines the energy of the excited state of the
isolated unit which hosts the exciton/polaron relative to the
ground state which contains no excitons or polarons. In the
case of excitons, wy_o in eqn (2) refers to the adiabatic energy
required to create an electron-hole pair, while in the case of
polarons, wq_q refers to the ionization energy required to create
the hole. However, just like in the exciton model, creation of
polarons is also accompanied by significant nuclear relaxation
along the dominant aromatic-quinoidal stretching coordinate.

1044 | Chem. Sci, 2023, 14, 1040-1064
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The value of A% in the case of polarons is approximately half of
the exciton value.***

2.4 Multiparticle basis set

The main computational challenge is to obtain accurate
eigenstates of the Holstein-based Hamiltonians in light of an
essentially infinite basis set arising from an unlimited number
of allowed vibrations. The “trick” is to zero in on the sub-basis
which accurately represents the optically allowed states and
build in additional basis functions in a systematic manner. To
this end, we can employ a multiparticle basis set, in which the
basis set can be truncated to include all one-, two-, ..., s-particle
states.”®® In the multiparticle approach, each basis function
contains information about the location of the vibronically
excited chromophore as well as additional purely vibrationally
excited molecules.

A single-particle basis state which can either be a single hole
or a single exciton (Fig. 1a), is denoted as |n, V) to indicate that the
hole or the exciton resides on the nth unit with a v vibrational
quanta in the shifted (S,) potential well (Fig. 1c). All the
remaining units are in their vibrationless ground states, which
implies that the units have filled HOMOs with no vibrations in
the S, well. In a two-particle basis state, denoted as |n, ¥; n'v'), the
nth unit is ionized with v vibrational quanta in the S, potential
well, while the unit at n’ is electronically neutral, with v > 0
vibrational quanta in the unshifted S, potential well. All the
remaining units are in their vibrationless ground states. Three,
four, and higher particle states with three or more monomer
excitations (electronic plus vibrational) can also be included. As
expected, the basis set grows exponentially with increasing
number of units. Fortunately, for most practical applications,
accurate solutions of the Holstein-style Hamiltonians can be
obtained by truncating the multiparticle basis set to contain only
one and two particle states. The total number of vibrations, Vyax,
is capped to a maximum of 4 which is sufficient to obtain
converged absorption and emission spectra.*”**

Within the two particle approximation, the eigenstates of the
Hamiltonian in eqn (4) can be expanded in the local multipar-
ticle basis set composed of both Frenkel and CT multiparticle
states basis as

|'pa> = Z Z Cn$,~,a|l’l, ‘7>+ Z

§ N a
1
Lmv;n Rl

-
n,v;nvy

w i=01,... N A

ap, . -

+E E g E yyrsy- ", v n 4 5,97)
n vt=0,1,..s=+1,+2,...v==0,1,...

(8)

where the first two terms in eqn (8) represent one and
two particle Frenkel excitons. The last term in eqn (8),
|n, v'; n +s,v7), denotes two particle charge separated state in
which site |n) which hosts a cation has v* vibrational quanta in
the shifted, excited potential well while site |n + s) which hosts
an anion has v~ vibrational quanta in the shifted excited
potential well.

The multiparticle basis set can be similarly extended to
describe correlated multiple excitations such as bipolarons,**
biexcitons, trions, tripolarons, which are currently under

© 2023 The Author(s). Published by the Royal Society of Chemistry
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investigation. It should be noted that the multiparticle basis set
is not a convenient basis set in the regime of strong electronic
coupling since it requires the inclusion of higher particle states.
In such scenarios, the exciton-phonon basis set, which has
been successfully employed in earlier studies,******>** is a more
appropriate basis set.

2.5 Defects

Inhomogeneous polarizing environments such as structural
and lattice imperfections, that is ubiquitous in most organic
and hybrid materials, can localize quasiparticles (i.e., elec-
trons and holes) in deep traps. Different forms of common
inhomogenities in materials can arise from variations in
nearest-neighbor m-stacking distances and torsional angles
within the functional groups of the molecular building blocks.
Static defects in materials can be efficiently described by
considering random distribution of Gaussian site energy
fluctuations having a standard deviation ¢.>*® The presence of
defects in most materials have a profound effect on the spec-
tral signatures and charge transport properties of organic and
hybrid materials, and can be accounted phenomenologically
by incorporating diagonal and off-diagonal disorder in the
model. The effective Hamiltonian describing defects can be
written as

Hasteers = ) _Daln)(n] + Y Ad(lm) (] + [m)(m]) ()

m.n

where 4, is obtained by selecting the energy fluctuations from
a Gaussian distribution with standard deviation ¢
1 A,z
A) = —o0oex
p( ’1) \/E p 20_2

(10)

Similarly, AJ,, , refers to random deviations in the electronic
couplings which arise due to random changes in the separation
between neighboring units. As detailed in ref. 229 and 250, the
degree of disorder can be spatially correlated with the two
extreme limits being long-range (i.e., infinite spatial correlation)
and short-range (i.e., no spatial correlation). In the limit of
short-range disorder, for every disorder configuration, every
unit in the lattice is assigned a random energy from a Gaussian
distribution having standard deviation ¢ (eqn (10)). In the
opposite extreme of long-range disorder, within each disorder
configuration, all the units in the lattice are assigned identical
energy detunings. Knapp have further shown that the long- and
short-range disorder can be distinguished by tuning the spatial
correlation length.>**

2.6 Absorption

Since the discussion in Sections 3 and 4 is focused on excitonic
and polaronic photophysical signatures in organic and hybrid
materials, we briefly discuss the absorption in the far to mid-IR
and UV-vis spectral region. For both Frenkel excitons (FE), and
polarons (p), the absorption spectrum corresponding to an
ensemble of disordered lattice sites is generally expressed as

© 2023 The Author(s). Published by the Royal Society of Chemistry
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(11)

Arpp)(0)= <Zf[FE(P) Wis [hw — (E,- — EGFE(P))]>

C

where the bracket (...) represents an average over an ensemble
of disorder configurations, and the oscillator strength, ;") is
given by

SR = (B = EGTH ) (il Mesw)| Gere) | (12)
here, |Ggg(p)) is the ground-state wavefunction of both polarons
and excitons with energy Es"*®), and the sum extends over all
one-exciton or one-polaron eigenstates, |y;), with energies, E;
found through the diagonalization of the total Hamiltonian in
eqn (1). In the case of Frenkel excitons, the transition is from
a ground state which contains no excitons to a state which
contains single excitons. In the case of polarons, the transition
instead takes place from a ground state, which already contains
a hole, to an excited state which contains a hole. Therefore, the
ground state in the case of a polaron is the lowest eigenstate of
the Hamiltonian in eqn (1). Hence, Frenkel excitons absorb in
the UV-vis, while polarons absorb in the mid-IR spectral region.
For a more elaborate discussion regarding the optical properties
of excitons and polarons within the MHF, we refer readers to
ref. 250.

3 Photophysics of excitons
3.1 Excitons in COFs

Several research groups have successfully employed the strategy
of aligning donor (D) and acceptor (A) building blocks in order
to modulate the optical, electronic, and transport properties of
various COF structures. Since providing a comprehensive review
of the optical properties of D-A COFs is not the goal of this
section, we only focus on selected photophysical signatures in
the UV-vis energy region and emphasize direct correlations
between the spectral features and potential applications
including photothermal activity, electrochromism, light har-
vesting, framework stability, nature of aggregation, and energy
and charge transport. Within this context, an important
research question can be raised: is it possible to unravel the
complex interplay among electronic coupling, vibronic
coupling, electrostatic interactions, and different forms of
defects through the interpretation of well defined spectral
signatures? More specifically, can distinct spectral signatures
be identified that can be used as efficient screening protocols
for synthesizing new COF-based structures for desired
applications?

Effect of aggregation. Distinct optical signatures for H- and J-
aggregation, based on the Frenkel exciton theory,**** which
involves the point dipole approximation of Coulomb coupling,
was first introduced by Kasha.**?% In the case of H-
aggregation, where the transition dipole moments between
the adjacent chromophores maintain a “side-by-side” arrange-
ment, positive Coulomb coupling results in a blue shift of the
main absorption peak compared to the absorption of the
monomeric unit. In J-aggregates, the dipoles in the adjacent
chromophores maintain a “head-to-tail” arrangement that
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leads to negative Coulomb coupling and a red shift of the main
absorption band compared to the monomer.>*>%

While 2D COFs are usually described as eclipsed layered
structures, experimental and computational studies have
provided convincing evidence that the layers are slightly offset
from one another.”***”* Moreover, relatively broad peaks in the
powder X-ray diffraction patterns do not rule out the possibility
of small offsets in the inter-layer stacking arrangement.””*
Within this context, highly crystalline solid-state J-aggregate
imine-linked COFs, which not only enable prolonged lifetime
of singlet excitons but also facilitate exciton delocalization and
stabilization of the excited species, have been synthesized by the
Bein group.””® The incorporation of porphyrin and thienothio-
phene units as molecular building blocks result in the forma-
tion of J-aggregate stacks having unprecedented COF domain
sizes (up to 100 nm). H-aggregate COFs exhibiting high charge
mobility have also been reported.>”

Apart from the wusual Kasha signatures predicting
aggregation-induced spectral shifts between coulombically
coupled chromophores, additional vibronic signatures to
differentiate between H- and J-aggregates were introduced by
Spano.**® More specifically, it was shown that the ratio of the
first two vibronic peaks referred to as A; (0-0) and A, (0-1)
decreases with increasing exciton bandwidth for H-aggregates
but increases for J-aggregates.™® While long-range intermolec-
ular Coulomb coupling predicts aggregation-induced blue and
red shifts for H- and J-aggregates, respectively, such a scheme
breaks down in closely m-stacked systems, due to significant
wavefunction overlap and the emergence of short-range inter-
molecular charge transfer (ICT) between the neighboring
chromophores.'*>??” In such scenarios, assigning the type of
aggregation based on spectral shifts may be misleading, and the
nature of aggregation can be reliably predicted from the
evolution of the vibronic signatures in the UV-vis absorption
and emission lineshapes. Theoretical simulations based on the
Hamiltonian shown in eqn (4) that explicitly includes short-
range ICT have showed that the interference between long-
range Coulomb coupling and short-range superexchange
contributions result in a rich array of possible aggregate types
(HH, HJ, JH, and ]J type aggregates) with contrasting photo-
physical signatures and transport properties.*®> HJ type aggre-
gates in particular has been extensively investigated in the case
of conjugated polymer films and molecular aggregates.””*>%*

The experimental realization of H- and J-type aggregation
have been observed in COF-5 that exhibits large exciton diffu-
sion lengths.™® While a red shift was observed in the absorption
spectrum of COF-5, which indicates J-type aggregation, the
change in vibronic ratios in the emission spectrum suggested
a H-type coupling.™® H and ] aggregation have also been re-
ported in TAT COF, which was described as non-fluorescent J-
type class of aggregates.'*

Coexistence of H and ] aggregation in COFs have been
previously observed in literature, but have not been discussed in
detail to date. For example, perfectly stacked COF structures
were synthesized by the Jiang group by combining phthalocya-
nine units with benzene diboronic acid.”®” Owing to the well-
ordered arrangement of the m-stacked phthalocyanine units,
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NiPc COF exhibits enhanced light-harvesting capability in the
visible and near-IR spectral regions, which facilitates efficient
charge carrier transport. Although referred to as H-aggregate,
the UV-vis absorption spectrum of NiPc COF displays J-type
vibronic signatures. In particular, the absorption band (“B”
band) of NiPc COF (Fig. 2a) at 380 nm is blue-shifted by 32 nm
compared to the monomer precursor [(MeO)gPcNi]. Although
this blue shift indicates the formation of phthalocyanine H-
aggregates within the stacked COF structure, the Q bands of
the NiPc COF, which are observed at 635 and 686 nm, are red-
shifted by 12 nm from those of the [(MeO)gPcNi] monomer.
More importantly, the ratio of the intensities of the 0-0 and 0-1
vibronic peaks is larger in the case of the NiPc COF compared to
the monomer (Fig. 2a), which is a well defined signature of J-
type aggregation.”®

In ref. 258, the Jiang group used electron-donating metal-
lophthalocyanines and electron-accepting diimide derivatives
as building blocks for the synthesis of D-A COFs (Fig. 2b),
resulting in the formation of “super-heterojunctions” that
display long-lived charge separation and exhibit remarkable
photochemical properties. Compared to the phthalocyanine
monomeric units, the UV-vis absorption measurements of the
COF structures (Dcyupc—Apyrpi) displayed blue-shifted B bands,
indicating H-aggregation. On the other hand, a red shift was
observed in the low energy absorption bands of the COF
structures compared to the imide building blocks, indicating J-
aggregation (Fig. 2c). From the experimental observations, it
was concluded that the COF structure is able to merge the
absorption of the separate building blocks, which results in
a broader absorption profile. However, in-depth theoretical
investigations may provide deeper insights since perylene dii-
mide (PDI) aggregates alone display two asymmetrically
broadened absorption bands on transformation from one
aggregate form to the other, with one band being red shifted
and the other being blue shifted relative to the absorption of the
monomeric unit.>?*?862%1

In this context, the steady state absorption and emission
spectra of two PDI derivatives were theoretically investigated
using the Frenkel-CT/Holstein Hamiltonian in ref. 243. The
Frenkel-CT/Holstein Hamiltonian shown in eqn (4) was able to
reproduce the salient spectroscopic signatures of both the PDI
derivatives. The authors concluded that the band splitting
observed in PDI aggregates primarily arises due to the coupling
between Frenkel and charge-transfer excitons in the resonant
regime, which is driven by intermolecular electron and hole
transfer. Theoretical investigations based on the MHF in ref.
243 also shed light on how the vibronic spectral features of the
two main bands in the UV-vis absorption of PDI aggregates are
governed by the interplay between long-range Coulomb
coupling and shortrange superexchange CT-mediated
couplings. Hence, to obtain a detailed understanding of the
factors that govern the photophysical response of COFs, it is
important to simplify the problem by reducing the frameworks
into their isolated monomeric components, which would allow
for a systematic analysis of the evolution of the UV-vis spectral
signatures from the isolated monomeric units to the aggregated
monomers and 3D frameworks.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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(@) H- and J-type bands observed in UV-vis absorption of NiPc COF (solid black). Although referred to as H-aggregates, the ratio of the

intensities of the vibronic peaks lo_o/lg_1 is greater in NiPc COF compared to the (MeO)gPcNi monomer (dotted black) suggesting J-type
aggregation.?” Copyright 2011 John Wiley & Sons, Inc. (b) Schematic of segregated bicontinuous t-columnar arrays observed in COFs.2%® (c) UV-
vis observation observed in Dupc—Ap) COFs also display H- and J-type signatures in the UV-vis.?*® (d) UV-vis absorption of DPP-based donor—
acceptor COFs directly correlates with the COF particle size.*” (b) and (c) Reprinted with permission from ref. 258. Copyright 2015 American
Chemical Society. (d) Reprinted with permission from ref. 47. Copyright 2021 American Chemical Society.

Effect of COF particle size. In a recent study, Schiff-based
reactions were used to synthesize a series of size-controllable
nanoscale COFs (DPPC, DPPN, DPPB) with uniform and
spherical morphology.*” This was achieved by incorporating
D-A building blocks based on diketopyrrolopyrrole (DPP) units,
which resulted in a broad absorption profile that extended into
the near-IR (Fig. 2d). Additionally, the UV-vis spectral response
showed a positive correlation with COF particle size, and the
maximum of the absorption spectrum red-shifted from 768 to
824 nm with increase in particle size from 400 nm to 800 nm.
Interestingly, besides the observed red shift relative to the DPP
building block, the spectral lineshapes of the corresponding
COFs dramatically differ with increasing particle size and
display the emergence of a featureless broad peak centered
around 600 nm (Fig. 2d).

Effect of electrochromism. Electrochromism is a property
that describes reversible color changes of a material in response
to an externally applied electric current. The Bein group paired
electron deficient isoindigo-based building blocks with
electron-rich pyrene motifs to synthesize highly crystalline
imine linked D-A COFs that absorb light throughout the visible
and near-IR energy range.”*® The absorption spectrum of the
COF films displays a dominant near-IR band followed by
a lower-intensity UV-vis band at a higher energy. A red shift in
the absorption spectrum was observed depending on the choice

© 2023 The Author(s). Published by the Royal Society of Chemistry

of the molecular building blocks.”* In a follow-up study using
similar D-A-D motifs and incorporating modified thienoi-
soindigo building blocks, Bessinger et al. synthesized a series of
highly efficient, fast-switching, and stable electrochromic 2D
COFs (Fig. 3a).>* Positive correlations of the UV-vis and near-IR
spectral response with electrochromic properties were reported.
The electrochemical oxidation of py-ttTII COF was associated
with the bleaching of the main absorption band in the neutral
COF structure which was accompanied by the simultaneous
emergence of new spectral features in the near-IR energy range
(Fig. 3b). The first and second oxidation steps produced spectral
features at 1000 and 900 nm which were attributed to the
formation of polarons and bipolarons, respectively. These
results indicate the need to identify spectral signatures that can
be efficiently used to differentiate polarons, bipolarons, and
excitons in neutral and oxidized COF structures.

Effect of relative humidity. Li et al. reported a strategy for
engineering the bandgap of 2D COFs by introducing D-A units
into the COF framework.>** Triphenylamine and salicylidenea-
niline building units were used to synthesize 2D COFs that
exhibit eclipsed stacking arrangement and excellent nonlinear
optical limiting behavior. It was also found that the UV-vis
spectral signatures of the COF structures were sensitive to the
adsorption of moisture. In order to monitor the correlations
between the spectral response and band-gap narrowing, the UV-
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D-A COFs.* (a) and (b) Reprinted with permission from ref. 292. Copyright 2021 American Chemical Society. (c) Reprinted with permission from
ref. 293. Copyright 2017 American Chemical Society. (d) Reprinted with permission from ref. 294. Copyright 2018 American Chemical Society. (e)
Reprinted with permission from ref. 295. Copyright 2019 American Chemical Society. (f) Reprinted with permission from ref. 141. Copyright 2021

American Chemical Society.

vis measurements were performed as a function of relative
humidity. While the absorption spectrum for dry or fully wetted
TF-TAPA COF remained unchanged with increasing relative
humidity, the absorption spectrum for Sa-TAPA further red-
shifted to the near-IR, with distinct color change from red to
black (Fig. 3d). This red-shift was attributed to conformational
changes in the framework which was further confirmed by FT-
IR and NMR studies. The observed sensitivity of the UV-vis
spectral signatures to the uptake of moisture and stability of
the COF structure emphasizes the importance of investigating
the role of structural and conformational disorder on the pho-
tophysical response of COFs as well as how disorder affects the
electronic properties of COFs.

Effect of metal center. In order to investigate the effect of
metal centers, two structurally and morphologically similar -
conjugated 2D COFs based on Zn- and Cu-phthalocyanine
macrocycles and pyrazine linkers were synthesized by Wang
et al.>* Although the incorporation of different metal centers
results in distinct spectral signatures in the UV-vis as shown in
Fig. 3e, it was demonstrated that changing the metal center
from Zn to Cu in the phthalocyanine moiety has negligible
impact on the charge carrier transport properties, with the hole
mobility being negligible along the COF plane and finite
between the COF planes.

Light harvesting COFs. Two highly emissive, fully conjugated
D-A sp>-C-COFs were recently synthesized by Yang et al. who
showed that the exciton relaxation pathway and photo-
luminescence quantum yield were controlled by planarity,
conjugation, and interlayer aggregation.*** Using a combination

1048 | Chem. Sci,, 2023, 14, 1040-1064

of experimental and TDDFT calculations, direct correlations
were established between the COF structure and associated
light harvesting properties, charge transfer, emission quantum
efficiency, and photophysical signatures (Fig. 3f). In particular,
it was emphasized that in order to have a better understanding
of excitonic effects in COF structures, it is crucial to consider the
contributions from superexchange ICT coupling as discussed
earlier in this section.

Application of the MHF. As shown in Fig. 4, the character-
istic UV-vis spectral response for most D-A COFs involves the
presence of a lower energy band (B band), typically starting at
500 nm and extending into the near-IR energy range, accom-
panied by a higher energy band (Q band) between 300 nm to
500 nm. We employ the Hamiltonian in eqn (4) to accurately
reproduce the UV-vis absorption spectrum of py-ptIl COF re-
ported in ref. 293 (Fig. 4). In an earlier study, Qarai et al. used
the Frenkel-CT Holstein Hamiltonian (eqn (4)) to account for
the steady state UV-vis absorption spectrum of push-pull low
band gap PffBTAT copolymer.”®* As for PffBT4T copolymer, the
unpolarized UV-vis absorption spectrum for py-ptIlI COF was
obtained using eqn (11) and the multiparticle basis set in eqn
(8) was used to describe the Hamiltonian in eqn (4).

Analogous to the case in 1D copolymers,*®® good agreement
between the measured and simulated absorption spectrum of
py-ptll COF was obtained using a single chain having a donor-
acceptor-donor (DAD) alternate sequence of coupled chromo-
phores. A comparison between the experimental absorption
spectra of py-ptIl COF and PffBT4T copolymer®®® reveals that the
spectral features in both py-ptlI COF and PffBT4T copolymer are

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig.4 Comparison of the simulated spectrum using the MHF with the
measured absorption spectrum of py-ptll COF replotted from ref. 293.

quite similar. However, unlike in the case of PffBT4T, the
absorption spectrum of the py-ptll COF does not display the
pronounced vibronic structure in the low-energy Q band. The
vibronic features in py-ptII COF are most likely obscured due to
the presence of inherent electronic and structural defects.

The close similarity between the absorption spectra of py-ptII
COF and PffBT4T copolymer also suggests that inter-framework
interactions may be of secondary importance in the case of py-
ptll COF. However, some caution should be used before
generalizing this conclusion to all D-A COFs since other factors
might determine the optical properties of COFs. For example,
the physical mechanisms responsible for the emergence of
a featureless peak centered at ~630 nm (Fig. 2d), which
broadens with increasing COF particle size or increasing elec-
tron donating ability of the monomer units in DPP-based
COFs,* are not well understood. In addition, while most D-A
COFs usually display two absorption bands, such spectral
signatures disappear in the case of Py-N COF (Fig. 3c),>*> TAT-
COF (Fig. 3f), and TPB-COF'** where the usual two-band spec-
trum is replaced by a much broader featureless peak. Finally,
unlike the usual assumption that the low (high) energy band
can be readily attributed to intermolecular charge transfer (m-
7* transition), our theoretical analysis indicates that both the
bands have partial CT character and arise from the efficient
mixing between Frenkel- and CT-type excitations.?®*

As emphasized throughout this section, COFs display exotic
photophysical signatures that are extremely sensitive to various
factors, including the nature of the building blocks, relative
humidity, inter-layer packing arrangement/type of aggregation,
particle size, and defect density. UV-vis spectroscopic features
significantly vary depending on the type of COF structure (see
Fig. 2 and 3). Unlike most COFs that do not display vibronic
structure in either of the two bands, NiPc COF exhibits
a pronounced vibronic structure in the Q band as shown in
Fig. 2a. The spacing between the two vibronic peaks in Fig. 2a is
approximately around 1200 cm~ " which can be attributed to
strong electron-phonon coupling involving the aromatic to
quinoidal stretching mode. In order to elucidate structure-
photophysics relationships in COFs, it is necessary to develop
an in-depth understanding of the factors that govern the

© 2023 The Author(s). Published by the Royal Society of Chemistry
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relative intensities of the B and Q bands, the separation
between the maximum of the two absorption bands, the
broadening of the bands, and the vibronic structure. It is
equally important to investigate the role of Frenkel and charge
transfer excitons as well as electron-phonon coupling on the
photophysical signatures of various COF structures.

Building upon the 3D Holstein polaron model that was
recently developed to investigate the effect of defects, domain
size, chemical doping, and topology on the mid-IR photo-
physical signatures and charge transport properties of
COFs,*'*?" future studies will go beyond a simple single chain
analysis and focus on developing 3D vibronic exciton models for
various COF topologies. Explicit inclusion of intra- and inter-
framework electronic interactions, Frenkel and charge sepa-
rated exciton states, and strong electron-phonon coupling on
equal footing is necessary to investigate the spectral changes in
both the UV-vis absorption and emission lineshapes of COFs.
Furthermore, due to poor crystallinity and high defect density
in COFs, it is necessary to incorporate the effects of different
forms of structural and conformational defects in future
studies.

3.2 Excitons in 2D perovskites

Unlike organic materials where Frenkel and CT excitons are the
predominant form of excitations, photoexcitation of hybrid
organic-inorganic materials such as 2D perovskites often result
in the formation of Frenkel and Wannier-Mott excitons which
are associated with the organic and inorganic components,
respectively.” While Frenkel excitons are bound electron-hole
pairs localized on a single unit cell, Wannier-Mott excitons are
characterized by a much larger Bohr radius and consist of an
electron and a hole that can be tens of unit cells or molecules
apart.** Wannier-Mott excitons therefore experience a much
smaller Coulomb binding energy (<100 meV) compared to
Frenkel excitons (=>500 meV).>*** Since 2D perovskites consist of
organic and inorganic building blocks, both Frenkel and Wan-
nier-Mott excitons (may) co-exist upon photoexcitation.>*3

The origin of the excitonic fine structure that is observed in
the  absorption and  emission spectra of 2D
perovskites!>»153:2187220296,297303 g cyrrently a topic of ongoing
debate. Multiple equally spaced peaks are observed in the
absorption and emission spectra of (PEA),Pbl, as shown in
Fig. 5a and b. Kagan and coworkers attributed the origin of the
exciton fine structure, which has a spacing between 40 and 46
meV, to a vibronic progression arising from the coupling of the
electronic transition to a distinct vibrational mode located in
the organic cation (Fig. 5a).'*>'**?'#2%7 Similar spacings of 35
meV to 40 meV were observed at low temperature in the
measured spectrum for (PEA),Pbl, (Fig. 5¢), and were attributed
to distinct excitonic peaks by Silva, Srimath, and
coworkers.?**?** The peak at approximately 40 meV in (PEA),-
Pbl, have been attributed to Rashba splitting.*** A recent study
has attributed the exciton fine structure observed in the pho-
toluminescence spectrum of (PEA),Pbl, to exciton-polaron
emission.>”
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(a) Exciton fine structure observed in the absorption (solid black) and emission spectrum (dotted black) of phenethylammonium lead

iodide.**? (b) Transmission spectra of n = 1 and n = 2 thin films of (PEA),(CHsNH=),_1Pb,l3,.1 at 4 K.2°¢ (c) Linear absorption spectrum of
(PEA),Pbl,4 at 5 K.2*° (a) Reprinted with permission from ref. 152. Copyright 2016 American Chemical Society. (b) Reprinted with permission from
ref. 296. Copyright 2020 American Chemical Society. (c) Reprinted with permission from ref. 219. Copyright 2020 American Chemical Society.

Most perovskites synthesized to date incorporate small
organic cations such as methyl-, phenethyl-, or butylammonium
as organic spacers. Strauss, Kagan, and coworkers have exten-
sively investigated the role of small organic cations in tailoring
the electronic and optical properties of 2D lead halide perov-
skites.!?*?182” The authors demonstrated that single atom
substitution on the organic cation dramatically alters the
steady-state absorption and emission spectra as shown in

Fig. 6a."*® It was also shown that longer organic cations are
associated with greater energetic disorder which obscured the
presence of the vibronic fine structure in the absorption and
emission spectra (Fig. 6b), and resulted in a blue-shifted exci-
tonic absorption.””” Mitzi and coworkers have synthesized
perovskites that incorporate oligothiophene cations of various
lengths to investigate the role of long and bulky organic
components on the photophysical properties of lead halide
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perovskites.>*®**®  These perovskites incorporating longer
organic cations have been referred to as “complex organic
perovksites”.>*®

Application of the MHF. Spectral signatures of both Frenkel
and Wannier-Mott excitons as well as electron-phonon
coupling was observed in the absorption spectrum of (AE4T)
Pbl,.>*® The UV-vis absorption spectrum shown in Fig. 6c
exhibits a broad absorption peak centered at ~400 nm which
can be directly associated with the Frenkel exciton located in the
organic cation.””® The shoulders between 380 nm and 480 nm
were attributed to a distinct vibronic progression that arises
from the coupling of the Frenkel excitons to the aromatic to
quinoidal vibrational mode located in the oligothiophene units.
The narrow peak centered at ~520 nm was attributed to the
formation of Wannier-Mott excitons.

In order to investigate the UV-vis photophysical signatures
associated with the organic layers in (AE4T)PbX4 perovskites,
eqn (1) was expressed for a 2D-herringbone lattice in ref. 242.
The eigenstates of the Hamiltonian in eqn (1) was described by
a multiparticle basis set by omitting the last term in eqn (8)
(since CT excitations are not considered in this study). The
unpolarized UV-vis absorption spectrum was obtained using
eqn (11). Fig. 7 demonstrates that simulations using the MHF
described in ref. 242 accurately reproduce the vibronic
progression arising from the organic component in (AE4T)PbX,
(X = Cl, Br, and I).*** It was also found that the choice of the
halide ion in the inorganic component plays a central role in
determining the shape of the vibronic structure observed in
oligothiophene based perovskites.**> The observed trends in the
experimental absorption spectra are a direct consequence of the
confining environment provided by the inorganic framework as
well as the variation of excitonic coupling that decrease from
(AE4T)PbCI to (AE4T)PbI. The theoretical insights gained from
ref. 242 are quite relevant in the context of the ongoing debate
surrounding the origin of the exciton fine structure. The tran-
sition spacings in the excitonic spectra seem to directly corre-
late with the choice of the organic spacer. While transition
spacings of 14 meV and 40 meV were observed in the presence
of aliphatic chains®****® and phenyl groups,'*>?'%?2%3%°
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Fig. 7 Comparison of the simulated spectrum using the MHF?42 with
the measured UV-vis absorption spectrum of (AE4T)PbX4 from ref.
298. Reproduced from ref. 242, with the permission of AIP Publishing.
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respectively, the presence of oligothiophene cations in (AE4T)
PbX, results in a distinct progression having a transition
spacing equal to the aromatic-to-quinoidal vibrational energy of
=0.17 eV.

Despite rapid progress, several fundamental questions about
the optical properties of 2D perovskites still remain unan-
swered: (a) how do structural changes (i.e., composition, length,
and cross-sectional area) induced by the organic cation influ-
ence the photophysical properties? (b) What is the physical
origin of the excitonic photophysics observed in 2D perovskites
at low temperature? (c) How do energetic disorder (in both
organic and inorganic layers) and electron-phonon coupling
affect the photophysical and transport properties of 2D perov-
skites? (d) Can spectral signatures be used to distinguish
between Frenkel and Wannier Mott excitons in 2D perovskites?
While the theoretical model based on the MHF presented in ref.
242 is a promising first attempt to investigate the absorption
spectra and gain insights into structure-photophysics rela-
tionships in perovskites, future studies need to explicitly
include the coupling between Frenkel and Wannier-Mott exci-
tons to further disentangle the role of exciton-exciton coupling
in the experimentally measured absorption and emission
spectra. We hypothesize that strong organic-inorganic exciton
coupling can impact the absorption spectra of perovskites and
lead to changes in both the positions and linewidths of the
spectral features, as well as changes in the vibronic progression
associated with the organic components.

3.3 Excitons in MOFs

UV-vis absorption and emission processes in MOFs are also
governed by delocalized excitations.'****3'° Distinct UV-vis
spectral signatures similar to what has been discussed for
COFs including the coexistence of H- and J-dimer bands*"* have
also been observed in MOFs.>'**** Extensive research has
focused on understanding energy transport pathways and the
factors impacting anisotropic exciton migration in
MOFs.13¥134314317 Computational and experimental studies have
showed that the subtle interplay of several factors like short and
long-range excitonic couplings, modular framework structures,
and aggregation-induced conformational changes determine
the optical properties of MOFs.1?+226318-321

Application of the MHF. Distorted (i.e., non-Franck Condon)
vibronic progressions in the photoluminescence spectrum have
been observed in SURMOFs.** Starting from a non-emissive H-
aggregate, the authors used a library of chromophoric MOF
linkers to synthesize J-aggregates with bright emission. Super-
radiance has been observed in zirconium-based MOFs, namely,
PCN-222(Zn), NU-1000, and SIU-100.

As demonstrated in previous sections, the Frenkel-Holstein
model described in eqn (1) and (4) is ideally suited to investigate
how the interference between long-range Coulomb coupling
and short-range superexchange contributions influence the
absorption and emission signatures in MOFs.*"®> More impor-
tantly, earlier applications of the Frenkel-Holstein Hamiltonian
to homopolymers like P3HT, polyacetylene (PDA), and MEH-
PPV showed that the UV-vis PL spectral line shape provides
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direct information about the exciton coherence number,?”322
Neon, i.€., the number of repeat units over which the exciton
retains wave-like behavior in J-aggregates. In its simplest
manifestation, the ratio of 0-0 and 0-1 PL line strengths is given
by323

10 o Neon
-1 )2

(13)

where A* is the Huang-Rhys factor corresponding to a given
repeat unit. The 0-0 peak in the vibronic progression is sensi-
tive to exciton coherence: for example in J-aggregates the 0-
0 peak scales linearly with N..p, leading to enhanced radiative
decay rates, also referred to as superradiance. Eqn (13) can be
effectively used to derive PL signatures which inform on exciton
coherence lengths in MOFs. This theoretical analysis will serve
as effective screening agent for MOFs with superior light/energy
harvesting properties and conversion applications.'*

4 Photophysics of polarons
4.1 Polarons in COFs

“Hole” polarons in COFs can be generated by chemical doping
with electron withdrawing groups such as iodine or FATCNQ.
Formation of “hole” polarons in COFs results in the appearance
of new peaks in the mid-IR energy region. The characteristic
mid-IR polaron signatures include a low-energy peak dressed

Mid-IR signatures of polarons in

Mid-IR signatures of
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with infrared active vibrational (IRAV) modes between 0.05 and
0.2 eV, and a broader high-energy peak between 0.25 and 0.9 eV.
Such spectroscopic signatures have been observed in iodine-
doped imine-linked TANG COF.* Oxidation of COFs also
result in near-IR transitions between 1.2 and 2.0 eV. Near-IR
signatures have been observed in iodine and FATCNQ doped
WBDT COF,* iodine doped TTF COFs,***® and electrochemical
doping of Py-ttTII COF.>*

Unlike COFs, infrared signatures in conjugated polymers
have been extensively investigated as a function of molecular
weight, crystallinity of the sample, type of dopant, and prefer-
ential location of the dopant molecule. Similar to COFs, crea-
tion of polarons in semiconducting homo-polymers and donor-
acceptor copolymers, either by photoexcitation (i.e., photoin-
duced absorption spectroscopy, see Fig. 8b) or by doping
(electrochemical or chemical), results in the appearance of new
mid-IR peaks. The low-energy peak (see Fig. 8a) has been
referred to as peak A,?*°*25° DP, (delocalized polaron),****** or
CT (charge transfer) by different groups. The broader high-
energy peak has been referred to as peak B (Fig. 8a),?2°-2312%°
P1,330’331 or C1.332_335

Effect of chemical doping. Chemical doping has proved to be
an excellent strategy for improving conductivity in organic
materials. Similar to semiconducting polymers,****” COFs
exhibit up to ten-fold increase in electrical conductivity upon

332-335

Mid-IR signatures of polarons in
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Fig. 9 Intra- and inter-framework polaron coherence numbers as
a function of topology of the COF structure. Trigonal COFs facilitate
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additional connecting pathways that help circumvent deep trap states
and enhance hole mobility. Data is used from ref. 217.

prolonged exposure to iodine.®*”> For example, iodine doping
significantly increased the conductivity of TANG-COF from 1.6
x 10°Sem ' to 1.0 x 107> S em ! in vacuum.* This sharp
increase in conductivity was associated with an increase in the
number of free spins and the emergence of the A and B polaron
peaks in the mid-IR energy range (Fig. 10a). Formation of free
charge carriers was also observed in iodine-doped tetrathia-
fulvalene (TTF) COFs which resulted in high conductivity (2.8 x

Covalent Organic
Frameworks

Semiconducting Polymers

View Article Online
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107> S cm ™ 1).%36%32% The increase in conductivity in TTF-ph COF
was associated with increased delocalization of the polarons
along the inter-layer m-stacking directions.

Effect of location, size, and type of dopant counterion on
conductivity. Despite significant progress, most COFs exhibit
lower conductivity compared to doped polythiophenes. To
readily appreciate the nature of polaron trapping and the origin
of poor conductivity in iodine doped COFs, it is important to
compare and contrast the mid-IR signatures of iodine-doped
TANG-COF with earlier studies on doped conjugated polymers
(Fig. 8a). This comparison will facilitate a much deeper under-
standing of the correlations among mid-IR spectral signatures,
dopant type, dopant location, polaron delocalization lengths,
and conductivity in COFs.

We begin the discussion with FATCNQ-doped low molecular
weight (MW) P3HT films, where the polarons are localized on
the polymer backbones with negligible interchain delocaliza-
tion.*** This is due to strong Coulomb binding with the FATCNQ
counteranions that reside in the amorphous domains in close
proximity to the polymer backbone (within ~0.5-0.6 nm).
Localized polarons in low-MW F4TCNQ-doped P3HT films
correspond to a blue-shifted peak B maximum (~0.7 eV) and
a small A/B peak intensity ratio (~0.25 in Fig. 8a). In marked
contrast, FATCNQ-doped high-MW P3HT films display
enhanced intra- and inter-chain polaron delocalization which is
accompanied by a red shift of the B peak to ~0.5 eV and an
increase in the A/B peak ratio to ~0.5 (orange curve in Fig. 8a).
The enhanced polaron delocalization in FATCNQ-doped high-
MW regioregular-P3HT is mainly attributed to weak Coulomb
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binding since the dopant counteranions in crystalline high-MW
RR-P3HT films preferentially reside in the lamellar regions or in
the amorphous domains of the polymer matrix and do not
intercalate between the crystalline m-stacks.**®

Interestingly, replacing FATCNQ dopant with a bulky
dodecaborane-based dopant, DDBF,,, yielded significantly
higher charge mobility in P3HT films, which was accompanied
by an additional red shift of the B peak to ~0.3 eV and a further
increase in the A/B peak intensity ratio to 1.25 (red curve in
Fig. 8a). The increased mobility in DDBF;,-doped P3HT films**
compared to FATCNQ-doped P3HT films** is a direct conse-
quence of increased polaron delocalization due to reduced
electrostatic interactions between the dopant counteranion and
the hole. Unlike FATCNQ dopants, the reduced Coulomb
binding in dodecaborane based dopants was due to a specific
design which sterically protected the core electron density.**®

For iodine-doped TANG-COF, the black curve in Fig. 8a
display a significantly blue-shifted B peak with the maximum at
~1 eV. As expected, this large blue shift correlates to the iodine-
doped TANG-COF exhibiting lower conductivity compared to
semiconducting polymers and is a direct consequence of
localized polarons due to “very” strong Coulomb binding. In the
case of polymers, the counteranions preferentially reside at
a distance greater than 0.5 nm from the backbone depending
on the size of the dopant counteranion and the MW of the
polymer films. However, the presence of large pores in TANG-
COF (and other COF structures) readily incorporates the coun-
teranions, which results in shorter counteranion-framework
distances (0.35-0.4 nm).>"* In turn, this leads to polaron trap-
ping and, consequently yields lower conductivity.

These studies imply that the preferential location, type, and
size of the dopant counteranion play an important role in
determining conductivity of 2D COFs and 1D polymers. For
example, the Brinkmann group investigated the effects of
different dopants on the charge transport properties of P3HT
films.**® It was found that the preferential doping of the amor-
phous regions of the polymer films reduces polaron localization
and improves charge transport as well as thermoelectric factors.
Similar conclusions were reached from a systematic analysis of
the effects associated with the counteranion size on polaron
delocalization and mid-IR spectral signatures.’**

Effect of topology. Both exciton and polaron migration in
COFs depend on the topological connectivity or lattice
symmetry. Using a topology-templated polymerization strategy,
the Jiang group successfully synthesized a series of fully sp>
carbon-conjugated COFs having hexagonal, tetragonal, and
kagome topologies.** The investigation of m-conjugation effect
led to the important conclusion that the extent of exciton
migration was controlled by lattice topology with an order of
kagome > tetragonal > hexagonal. Similar trends have been
observed for polaron migration where HBC COF having trigonal
topology exhibits higher mobility compared to other COFs
having different topologies.**

Application of the MHF. Fig. 10a and b show that the
Holstein-type Hamiltonian (eqn (4)), represented in a multipar-
ticle basis set (first two terms in eqn (8)), and modified to
include defects (eqn (9)), quantitatively reproduces the mid-IR
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spectral signatures of iodine doped “bound” polarons in
TANG-COF and TTF-COFs.**® In our current theoretical frame-
work, a near-IR peak corresponds to a HOMO-LUMO transition
and requires a more complex multiexcitation Hamiltonian than
what is shown in eqn (1). Hence, analysis of near-IR transitions
is not further considered. In earlier studies, the MHF has
quantitatively reproduced the mid-IR signatures of chemically
doped “bound” polarons as well as electrically and optically
generated “free” polarons in homopolymers and D-A copoly-
mers, prepared under a variety of conditions, allowing us to
establish unambiguous structure-photophysics-transport rela-
tiOIlShipS (Fig. 1OC_f).229_234’250'338’339’342

The theoretical analysis identifies specific spectral signa-
tures from which the polaron coherence lengths along the intra-
and inter-chain/framework directions in conjugated polymers
and COFs can be quantitatively determined. More specifically,
direct signatures of extended polaron coherence in conjugated
polymers***>3*?3° and COFs****'” can be attributed to a red shift
of the high energy peak B and an increase in the A/B peak
intensity ratio. Knowing the coherence distribution is critical
since it allows for determining whether charge transport in
organic materials is limited by a nanoscale property, such as
polaron delocalization, or a mesoscale property, such as crys-
tallite connectivity.”*?

The quantitative theoretical treatment of the infrared
signatures in chemically doped organic materials (Fig. 10)
provides additional information about how the size, type, and
preferential location of the dopant counteranions within the
polymer matrix impacts conductivity. As discussed previously,
simulations based on the MHF have predicted the approximate
location of the counteranion in FATCNQ-doped and DDBF;,-
doped P3HT films to be within ~0.8-1 nm (ref. 230) and ~1.8-
2.0 nm (ref. 231 and 339) of the polymer backbone, respectively.
For iodine doped TANG-COF, it was shown that the counter-
anions reside inside the pore at an approximate distance of
~0.35-0.50 nm from the COF framework.**¢

The MHF in eqn (1) was used to theoretically demonstrate
that the extent of polaron migration along the intra- and
interframework directions follows the order trigonal/kagome >
tetragonal > hexagonal.”” It was theoretically demonstrated that
polaronic transport in COF structures not only depends on the
extent of -conjugation and the strength of electronic coupling
between the nearest neighbors but is also governed by the
interplay between topological connectivity and presence of
electronic defects in the framework. Ref. 217 further empha-
sized that the presence of additional connecting pathways in
trigonal COFs compared to hexagonal COFs helps circumvent
deep trap sites and significantly enhances polaron delocaliza-
tion by approximately three orders of magnitude (Fig. 9).>"’
However, this conclusion does not hold in the case of doped
COF structures. Upon chemical doping, the effect of topology is
virtually nullified and the extent polaron delocalization is
primarily determined by the location of the counteranion rela-
tive to the COF backbone and the strength of Coulomb binding.
In the likely scenario of the dopant counteranions residing
inside the COF pores and in close proximity to the framework

© 2023 The Author(s). Published by the Royal Society of Chemistry
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backbone, the extent of polaron delocalization, and conduc-
tivity will be low, independently of the framework topology.>*”

4.2 Polarons in MOFs

Direct correlations between mid-IR signatures and conduc-
tivity is not limited to organic materials, such as polymers and
COFs, but have also been reported in hybrid organic-inor-
ganic frameworks, such as MOFs,??%327:343-346 A recent study
demonstrated that w-m stacking interactions between the
organic ligands alone can produce efficient charge transport
pathways in MOFs, indicating that a metal-ligand bond with
high covalent character is not a necessary requirement for
achieving high conductivity.>*® By fine-tuning the inter-layer
m-stacking distances between the organic 2D sheets in
a series of lanthanide-based MOFs, the measured conduc-
tivity was found to be on par with the highest conductivity
values reported for MOFs to date. The high conductivity was
achieved despite negligible in-plane electronic communica-
tion and was solely attributed to out-of-plane charge trans-
port. Although electronic structure calculations were used to
determine the band structure and density of states of
lanthanide-based MOFs, it would be important to further
explore, at the fundamental level, the relationships between
framework properties (e.g., flexibility and chemical nature of
the organic ligands), measured conductivities, and mid-IR
spectral signatures. Firstly, it is quite intriguing that a small
decrease (0.005 nm) in the inter-layer stacking distance
results in a significant increase (10°) in the measured
conductivity. Secondly, determining the origin of the mid-IR
spectral features was deemed beyond the scope of the work
and the origin of the mid-IR signatures was ambiguously
assigned either to the presence of defects or metal/ligand
vacancies and intra-ligand charge transfer (Fig. 8c). Interest-
ingly, similar to the case in organic materials, spectral
changes in the mid-IR energy range measured in ref. 326
directly correlate with changes in the inter-layer stacking
distances, choice of the metal centers, and measured
conductivity. In particular, it was found that frameworks
containing metals such as holmium (Ho®") and ytterbium
(Yb*"), which exhibit shorter w-stacking distances and higher
conductivities, display a blue-shifted absorption (at =0.7 eV)
compared to frameworks containing lanthanum (La*") and
neodymium (Nd**), which exhibit longer m-stacking distances
and lower conductivities (see Fig. 8c and ref. 326).

Direct correlations between measured conductivity and mid-
IR signatures were also reported in K,Fe,(BDP), (BDP*~ = 1,4-
benzenedipyrazolate) by Long and coworkers.*** It was shown
that the fractional reduction of K,Fe,(BDP); results in
a remarkable 10* fold increase in conductivity along a single
crystallographic axis. It was also found that the greatest degree
of electronic delocalization occurred at half reduction, resulting
in a charge mobility of 0.29 cm®> V™' s~'. With increasing
reduction and charge mobility, the spectral features in the mid-
IR energy range between 0.50 eV and 1 eV were found to grow in
intensity until half reduction and then starts to diminish. The

© 2023 The Author(s). Published by the Royal Society of Chemistry
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origin of the mid-IR absorption band was attributed to the
formation of mid-gap polaron states.

Direct correlations between mixed valency, conductivity, and
mid-IR spectral signatures were also reported in a 3D MOF
composed of Fe™ centers and paramagnetic semiquinoid
linkers synthesized by the Long group.**” The intense blue curve
in Fig. 8d was associated with significantly higher conductivity
(0.16 S cm™ ") compared to the orange curve (0.0062 S cm ™).
However, the underlying physical mechanism behind the
difference in spectral intensities was not directly investigated
and the observed correlation between spectral intensity and
conductivity was not elucidated. Similar low-energy spectral
features have been observed in several redox-active MOFs and
were either attributed to intra-valence charge transfer or mid-
gap polaron states.>**3%434¢

Application of the MHF. In order to lay the groundwork for
future theoretical studies on MOFs, Fig. 10g shows that
preliminary calculations carried out for lanthanide-based
MOFs using the MHF for polarons (eqn (1)),>'**"” modified to
include defects (eqn (9)) qualitatively reproduces the spectral
trends and lineshapes observed in ref. 326. The MHF calcu-
lations shown in Fig. 10g were carried out for a hexagonal
lattice consisting of four m-stacked layers, and the intra- and
inter-framework couplings were set to 0.14 eV and 0.08 eV,
respectively. However, the simulated spectrum is blue shifted
relative to the measured spectrum and highlights the pitfall
for our current theoretical framework (eqn (1)). This discrep-
ancy is likely due to the neglect of the effects associated with
the metal centers in the MOF structure. Furthermore, accurate
electronic couplings, which can be obtained from DFT calcu-
lations, are needed to reliably parameterize the Hamiltonian
in eqn (1). In this regard, the development of computational
approaches for accurate calculations of the nearest-neighbor
electronic couplings in hybrid materials such as MOFs are
currently in progress.

Important future directions will be aimed at understanding,
at a fundamental level, the origin of the low-energy spectral
features in MOFs, which can be tentatively assigned to intra-
ligand charge transfer or the formation of delocalized
polarons, most probably in the organic ligands. The decrease in
spectral intensity observed for 3D MOFs in ref. 327, which is
accompanied by a decrease in conductivity, is in good agree-
ment with our earlier observations for COFs*'**"” and semi-
conducting polymers,***>3*?5° suggesting that the observed drop
in mid-IR oscillator strength is directly proportional to the
decrease in the polaron delocalization lengths in the MOF
structures. However, detailed theoretical investigations are
necessary for developing a consistent picture of the correlations
between mid-IR signatures and polaron delocalization in
different MOF structures.

4.3 Polarons in perovskites

Studies of mid-IR absorption spectra on chemically doped
perovskites date back to the 90s.*****” The correlations between
the polaronic features in the mid-IR energy range and the
transport properties and superconductivity were established in
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layered perovskites in ref. 328 and 347. The spectral intensity
and lineshapes of the mid-IR signatures were shown to be
sensitive to polaron size, doping, and temperature. The simi-
larity between the mid-IR signatures observed in chemically
doped layered perovskites having general formula La, ,Sr,MO,
(M = Ni, Mn, and Cu) and those observed in COFs, MOFs, and
conjugated polymers is particularly striking.

The mid-IR band of perovskites also display two main bands
- a high-energy broad peak (peak B) and a low-energy peak (peak
A) riddled with IRAV modes. Although not discussed by the
authors, the position of peak B appears to correlate with the
transport property of the perovskite structure. For example,
La, ,Sr,NiO4, (LSNO) either turns into a high temperature
superconductor or displays metallic behavior, while Sr, ,La,-
MnO, (SLMO) remains insulating at any value of x. The metallic
behavior in LSNO was associated with a red shift of peak B and
the band maximum occurred at 2000 cm ' (Fig. 8e). On the
other hand, the band maximum of SLMO is approximately
around ~4000 cm ™" (Fig. 8f). In addition, peak A also appears to
grow in intensity for LSNO compared to SLMO. These obser-
vations suggest that it would be important to connect specific
spectral signatures of polarons, bipolarons, and polaron pairs
with the nature of transport in perovskites (ie., super-
conducting vs. insulating).

5 Conclusion

To summarize, this perspective highlights a successful theory
based on the Holstein Hamiltonian, coined Multiparticle
Holstein Formalism, that accounts for the steady-state UV-vis
absorption (and PL) spectrum for excitons and the mid-IR
spectrum for polarons in a broad range of organic and
organic-inorganic hybrid materials. More importantly, the
theory identifies specific spectral signatures in the UV-vis and
mid-IR that directly correlates with the extent of exciton and
polaron coherence in semiconducting materials.

With regards to excitons in organic materials such as COFs
and polymers, we show that the incorporation of Frenkel and
CT electronic states as well as vibronic coupling are necessary to
accurately reproduce the UV-vis absorption spectral line shape
of neutral (i.e. undoped) D-A polymers such as PffBT4-2DT?*
and D-A COFs such as py-ptII*** (see Fig. 4). The close agree-
ment between theory and experimentally measured UV-vis
spectra led to the important conclusion that the origin of the
Q and B bands in D-A polymers and D-A COFs arise due to
efficient mixing between Frenkel and CT states.

The striking similarity in the low energy vibronic signature of
PffBT4-2DT copolymer and NiPc COF have been highlighted.
More specifically, both PffBT4-2DT copolymer and NiPc COF
display a red-shifted low-energy absorption band which is
accompanied by an increase in the A;/A, peak ratio (see Fig. 2a),
where A; and A, are the oscillator strengths of the first two
vibronic peaks in the progression sourced by the symmetric
aromatic to quinoidal vibrational mode. Although referred to as
pure H-aggregates, the vibronic signatures indicate that NiPc
COF exhibit J-type aggregation. Examples of H- and J-type bands
in COFs have been discussed in Section 3.1 and the importance
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of short-range (or superexchange) coupling, which arises from
wave function overlap between neighboring chromophores in
understanding aggregate photophysics for polymers and COFs
have been emphasized.

Section 3.1 demonstrates that the UV-vis spectral signatures
of D-A COFs are quite sensitive to molecular packing, nature of
aggregation, defect density, relative humidity, and oxidation.
From a theoretical viewpoint, future studies based on the MHF
will explore whether the interplay between short- and long-
range couplings and defects can be exploited in designing
superior electrochromic, light-harvesting, and conductive
COFs.

With regards to excitons in layered perovskites, the MHF
adopted in ref. 242 has successfully reproduced the spectral
trends in the vibronic progression observed in the UV-vis
absorption spectra of AE4TPbX,. In ref. 242, the interaction
between the organic and inorganic excitons in AE4TPbX, was
assumed to be negligible. In order to provide an unambiguous
interpretation of the excitonic photophysics in layered perov-
skites, future studies will explicitly include the coupling
between Frenkel and Wannier-Mott excitons. To realize this
goal, the behavior of the inorganic excitons can be described
with a Wannier-Mott type Hamiltonian that accounts for elec-
tron and hole hopping, as well as Coulomb binding. Analogous
to the studies that have been previously performed on organic
materials,”” we believe that a generic theoretical framework
that treats the coupling between Frenkel and Wannier-Mott
excitons, electron-phonon coupling associated with both the
organic and inorganic components, respectively, and different
forms of electronic and structural defects on equal footing will
potentially enable direct comparisons with excitonic signatures
in hybrid materials,'?>15%218:219.297

In the context of polarons, we emphasize that the mid-IR
signatures that arise due to the formation of polarons,
contain key information about structure-property relationships
and the extent of polaron delocalization for both organic and
hybrid materials. In our earlier studies>®>'7:?>*23125 (see Fig. 10)
we have successfully employed the MHF for polarons (see
Section 2.3) to obtain converged and accurate reproductions of
the mid-IR absorption spectra of chemically-induced holes as
well as electrically and optically-generated holes in homopoly-
mers, D-A copolymers, and COFs. More importantly, the theory
provides direct correlations between infrared spectral changes
and experimentally measured trends in conductivity and hole
mobility. Building upon quantitative fits with available experi-
mental data for both polymers and COFs, we attempt to bridge
the gap between the polymer and COF communities by
addressing two key questions. (1) What is the fundamental
reason for doped COFs to show lower bulk conductivity
compared to doped conjugated polymers? (2) Is it possible to
identify experimental protocols that can lead to superior
conductivity in COFs? In Section 4 and in ref. 216 we demon-
strate that strong Coulomb binding between the hole and the
counter-anion that resides within the COF pores results in poor
conductivity in COFs. As discussed in Section 4 and in ref. 216
and 217, potential design strategies to improve electrical
conductivity in COFs involve: (i) the exploration of bulky

© 2023 The Author(s). Published by the Royal Society of Chemistry
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dopants and synthesis techniques that preferentially keeps the
counteranions away from the COF pores thus reducing
Coulomb binding and facilitating enhanced polaron delocal-
ization, and (ii) improving topological connectivity that helps
circumvent disorder induced deep trap sites and greatly
enhance polaron delocalization.

While the Holstein Hamiltonian for polarons described in
eqn (1) quantitatively reproduces the infrared signatures in
organic materials (Fig. 10a-f), the model only qualitatively
captures the spectral trends in MOFs (Fig. 10g) highlighting the
limitation of the Hamiltonian described in eqn (1). The main
reason for the discrepancy between experiments and theory in
Fig. 10g is because the basis set expressing the Hamiltonian in
eqn (1) does not include the contribution from the inorganic
component. As previously discussed in Section 4, the Hamilto-
nian in eqn (1) can be extended to include the coupling between
the Frenkel and Wannier-Mott excitons in order to provide
realistic simulations of the optical properties of excitons and
polarons in hybrid materials.

Finally, we believe that the future of materials modeling
hinges on the synergistic integration of Holstein-style vibronic
Hamiltonians with electronic structure methods and data-
driven techniques. This integrated approach will not only
advance our fundamental understanding of the excited state
processes but also provide unambiguous interpretations of
well-defined spectral signatures that remains unexplored to
date. Building upon the unparalleled accuracy of the MHF in
reproducing conceptually complicated experimental data (see
Fig. 4, 7, 10 and ref. 227, 230, 231, 242, 243, 250, 285, 348) it is
possible to advance the community's fundamental under-
standing of quantum phenomena of many-body quantum
systems at the nanoscale. Furthermore, the uniqueness of the
MHEF can be exploited to establish transformative design rules
for next generation device architectures for applications
including but not limited to charge storage devices, photode-
tectors, supercapacitors, and electrochromic sensors.
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