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How fast do defects migrate in halide perovskites:
insights from on-the-fly machine-learned force
fields†

Mike Pols, Victor Brouwers, Sofı́a Calero and Shuxia Tao *

The migration of defects plays an important role in the stability of

halide perovskites. It is challenging to study defect migration with

experiments or conventional computer simulations. The former

lacks an atomic-scale resolution and the latter suffers from short

simulation times or a lack of accuracy. Here, we demonstrate that

machine-learned force fields, trained with an on-the-fly active

learning scheme against accurate density functional theory calcu-

lations, allow us to probe the differences in the dynamical beha-

viour of halide interstitials and halide vacancies in two closely

related compositions CsPbI3 and CsPbBr3. We find that interstitials

migrate faster than vacancies, due to the shorter migration paths of

interstitials. Both types of defects migrate faster in CsPbI3 than in

CsPbBr3. We attribute this to the less compact packing of the ions in

CsPbI3, which results in a larger motion of the ions and thus more

frequent defect migration jumps.

Despite the rapid developments of halide perovskite opto-
electronic devices,1,2 the poor stability of the material remains
a major obstacle for large scale applications. These stability
problems include material decomposition,3 halide segregation4

and ion accumulation at interfaces,5 all of which involve the
migration of point defects. In experiments, the motion of
ions and defects can be probed directly through impedance
spectroscopy6 or indirectly through changes in optoelectronic
properties, i.e. the band gap.7 Although experiments provide
valuable information on the macroscopic behaviour, the
identification of their microscopic properties is challenging.
Various computational studies have provided microscopic
insights into the defects, such as the type and concentration
of defects in halide perovskites,8 defect migration9 and defect-
induced degradation at perovskite grain boundaries.10 However,
the too high computational cost of ab initio methods and the

limited accuracy of empirical force fields has prevented conven-
tional computational methods from studying the subtle effects of
the defect type and changes in composition on the defect migra-
tion rates, which remain an unclear and debated subject.11–15

Machine-learned force fields (MLFFs) have emerged as an
attractive computational method to investigate the dynamics of
complex materials at an accuracy that is close to ab initio
methods.16,17 MLFFs typically require an extensive amount of
reference data in the training set, making their construction
non-trivial and laborious. As a result of this, on-the-fly learning
schemes, that generate training sets with minimal human
intervention have become popular.18–20 During an on-the-fly
training, high-error atomic configurations, identified by Baye-
sian uncertainty predictions, are continuously added to the
training set during a molecular dynamics (MD) run with the
current best model. This scheme has proven to be robust and
accurate for studying the lattice dynamics of halide perovskites,
including phase transitions and cation rotations,21,22 but their
application to complex defect processes in perovskites has not
yet been explored.

In this work, we employ on-the-fly trained MLFFs to inves-
tigate defect migration in halide perovskites. From extensive
testing, we conclude that the transferability of MLFFs can not
be assumed, and a high accuracy can only be achieved if it is
explicitly trained against the exact defect type and chemical
composition of interest. Using CsPbX3 (X = I/Br) as model
systems, we demonstrate that MLFFs can probe the effects of
the defect type (interstitial or vacancy) and perovskite composi-
tion (CsPbI3 or CsPbBr3) on the dynamical behaviour of these
defects. From an analysis of the MD simulations, we connect
the differences in the diffusion rates to the typical motion of
the ions in the lattice.

We use the FLARE++ package19,20 to train sparse Gaussian
process (SGP) models using the multielement atomic cluster
expansion23 to map the local atomic environments. Whenever
the Bayesian error estimate of the model exceeds a threshold, a
density functional theory (DFT) calculation at the generalized
gradient approximation (GGA) level is performed in VASP24–26
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and its energies, forces and stresses are added to the training
set and the model is retrained. To increase the efficiency with
which the models can be evaluated, the MLFF predictions are
mapped onto low-dimensional polynomial models after train-
ing according to the procedure outlined by Xie et al.27 The
accuracy of the resulting models is then assessed by comparing
their atomic force and total energy predictions with those from
DFT calculations. Subsequently, the mapped models are used
in large-scale MD simulations with LAMMPS.28 A description of
the theory of SGP models and computational settings of the
DFT calculations and large-scale MD simulations can be found
in Note 1 (ESI†).

We start by training two models for both perovskite compo-
sitions, i.e. CsPbI3 and CsPbBr3, to describe the characteristic
phase transitions between the various photoactive phases
(cubic, tetragonal and orthorhombic).29,30 To efficiently sample
configurations in each phase, we train from a high to low
temperatures, resulting in the inclusion of 163, 62, 472 local
environments in the training set for Cs, Pb and I, respectively.
The full details of the model training and validation can be found
in Note 2 (ESI†). To check the accuracy of the models, we compare
the energies and force components of the CsPbI3 model with those
from DFT calculations in Fig. 1a and b. We evaluate 50 equally
spaced frames from a simulation of at 700 K and atmospheric
pressure. The high values of the coefficient of determination,
R2 = 0.967 and R2 = 0.971, for the parity of the energies and forces,
respectively, illustrate the high accuracy of the models. This is
further confirmed by the low mean absolute errors (MAEs) in the
energies (1.8 meV per atom) and forces (0.044 eV Å�1), comparable
to those for various materials in literature.18,20,21

In addition, our models accurately replicate two important
properties relevant to its phase behaviour in Fig. 1c and d.
Specifically, the model accurately predicts the relative energies
of the different perovskite phases, the orthorhombic phase as
the most stable, followed by the tetragonal and cubic phase.
Furthermore, a good agreement is found between the model
and DFT calculations in tetragonal CsPbI3 for the bulk modulus
(B0,MLFF = 18.3 GPa; B0,DFT = 14.2 GPa) and the inversion barrier
of PbI6 octahedra (DEMLFF = 0.19 eV; DEDFT = 0.17 eV), of which
more details are found in Note 2 (ESI†). Finally, we use the
models to simulate the phase transitions of CsPbI3 and
CsPbBr3. In Fig. 1e and f, we monitor the evolution of the
lattice parameters as a function of the temperature and com-
pare them with experiments.29,30 The details of the simulations
are found in Note 3 (ESI†). The comparison shows an excellent
qualitative agreement. Not only do the models correctly predict
the order in which the phases occur, they also correctly describe
that CsPbBr3 has phase transitions at lower temperatures than
CsPbI3.29,30 We note that the models slightly underpredict the
experimental phase transition temperatures (o100 K), which
we attribute to a slight overprediction of the lattice volume
by our models of about 3% for CsPbI3 and 4% for CsPbBr3

compared to experiments.
Next we assess the transferability of the models trained for

the phase transitions in pristine perovskites to defective lat-
tices, i.e. CsPbI3 with an iodide vacancy as shown in Fig. 2a.
To do so, we compare the forces predicted by the MLFF against
results obtained from DFT calculations in Fig. 2b. Subsequently,
we make a similar comparison for a model explicitly trained
against CsPbI3 with an iodide vacancy in Fig. 2c. The full details

Fig. 1 Comparison of the performance of the MLFF trained against three phases of CsPbI3 with DFT calculations. Parity plots of (a) energies and
(b) atom-decomposed forces from snapshots of a high-temperature (700 K) simulation of CsPbI3 at atmospheric pressure. (c) Equations of state of three
black phases of CsPbI3 from DFT (squares) and MLFF (circles). (d) Octahedral inversion barrier in tetragonal CsPbI3. Phase diagrams for CsPbI3 and
CsPbBr3 from (e) MLFF simulations and (f) experiments.
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of the simulations and analysis, defect model training and defect
environment recognition can be found in Note 4 (ESI†).

Focusing on the model trained against the phase transitions
of bulk CsPbI3 first (Fig. 2b), we find that the MLFF captures the
overall dynamical behaviour of the bulk perovskites, as evidenced by
the high value of R2 = 0.911 for the force predictions. However, by
distinguishing the force components for atoms close to and far
away from the defect (rdef

cut = 4.5 Å; Note 4 in ESI†), we find a
considerable decrease in R2 when going from a bulk environment
(Rbulk

2 = 0.914) to the defect environment (Rdefect
2 = 0.843). This

indicates that the phase transition model lacks accuracy for the
description of environment near the defects. A further analysis of
the R2 individual atomic species, shows that near the vacancy defect,
Pb (RPb

2 = 0.822) and I (RI
2 = 0.857) force components are poorly

described due to the breaking of a Pb–I bond. Noticeably, an explicit
training of the MLFF on CsPbI3 with a halide vacancy can decrease
the errors and lead to improved R2 values for Pb (RPb

2 = 0.888) and I
(RI

2 = 0.915) and an overall higher value of R2 = 0.932 for the
full system. Altogether, the analysis confirms that the retraining
incorporates atomic configurations that represent the defects, thus
improving the accuracy of the description of the defects.

Following the above analysis, we now train four new MLFFs,
each tailored to studying a specific type of halide defects
(vacancies and interstitials) in CsPbI3 and CsPbBr3. With these
models, the defect dynamics in model systems with two point
defects per 256 formula units are investigated, resulting in
a defect concentration of 3–4 � 1019 cm�3. We focus on the
migration of defects at relatively high temperatures ranging
from 550 K to 750 K. This is to ensure that defect migration can
occur during our 2.5 ns simulations and to exclude the effects
of phase transitions. The training procedure and production
simulations are detailed in Note 5 (ESI†). The temperature
dependence of the diffusion coefficients is shown in Fig. 3a.
We analyze the temperature evolution of the diffusion coeffi-
cients D with an Arrhenius relation.31

D ¼ D0 � exp �
Ea

kBT

� �
(1)

with D0 as the diffusion prefactor, Ea the activation energy and
kB the Boltzmann constant. An overview of the obtained analysis
parameters is found in Table 1.

We observe that interstitials generally migrate faster than
vacancies. This follows from a combined higher diffusion attempt
frequency (D0) and lower diffusion migration barrier (Ea). We
explain this observation using the differences in the migration
pathways of the two types of defects, schematic overviews of
which are found in Fig. 3b and c for CsPbI3. Although both
defects require the rotation of a halide ion around a Pb ion, the
migration pathway for interstitials (2.2 Å) is substantially
shorter than that for vacancies (4.5 Å). This difference stems
from the fact that vacancies occupy a single lattice site (Fig. 3b),
whereas the interstitial geometry is an iodide bridge geometry
(Fig. 3c) in which two iodide ions occupy a single lattice site
that results in an approximate halving of the distance to be
covered by the point defect upon migration. As a result of their
slower migration, the self-diffusion coefficients of halide vacan-
cies in Fig. 3a exhibit a larger spread than those of the halide
interstitials.

Moreover, we find that defects are more prone to migration
in CsPbI3 than in CsPbBr3. We explain this observation by the
more compact crystal packing in CsPbBr3 than in CsPbI3, also
reflected by the higher Goldschmidt tolerance factor for CsPbBr3

(0.82) when compared to CsPbI3 (0.81).32 The more compact
crystal packing results in a smaller amount of freedom for the
ions to move (Fig. 3d). As such, the halide ions exhibit an overall
lower mobility in the perovskite lattice, which is further supported
by analyses of the scaled root mean squared displacement (RMSD)
of the halide ions (Note 3 in ESI†) confirming that Br ions in
CsPbBr3 show considerably less motion (0.165) than I ions in
CsPbI3 (0.185). We note that the degree of motion of the halide
ions depends closely on the phase of the perovskite, in line with
experimental reports,33 where the diffusion dynamics of defects
can vary between the different phases.

In summary, we demonstrate that on-the-fly trained MLFFs
can accurately model defect migration in inorganic halide
perovskites. The high accuracy and efficiency of these models

Fig. 2 (a) Structure of bulk CsPbI3 with an iodide vacancy (VI). The iodide vacancy is indicated by the purple circle and the local defect region by the red
dashed circle. Parity plots of the atom-decomposed force components from the (b) phase transition-trained model and (c) vacancy-trained model
against DFT calculations on snapshots of a simulation at 750 K. Force components are indicated with coloured circles, for atoms close to the VI defect
(4.5 Å) in white circles with coloured edges.
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allow us to identify the qualitative trends in migration rates of
different defect types in different chemical compositions. We
find that interstitials are more mobile than vacancies and that
both types of defects migrate faster in CsPbI3 than in CsPbBr3.
Moreover, we highlight that the transferability of the models
can not be assumed and a high accuracy can only be achieved
once explicitly trained against processes in the chemical
environment of interest.
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Table 1 Overview of the diffusion parameters D0 and Ea for halide
vacancies (VX) and halide interstitials (IX) in CsPbI3 and CsPbBr3

Perovskite Defect D0 (�10�6 s) Ea (eV)

CsPbI3 VI 0.7 � 0.5 0.34 � 0.04
CsPbI3 II 2.2 � 1.0 0.20 � 0.02
CsPbBr3 VBr 0.1 � 0.2 0.29 � 0.06
CsPbBr3 IBr 2.0 � 0.5 0.21 � 0.01

Fig. 3 (a) Temperature evolution of self-diffusion coefficients of halide
vacancies (VX; white symbols) and halide interstitials (IX; coloured symbols)
in CsPbX3. The defect migration pathways of (b) VI and (c) II defects in
CsPbI3, with both the initial and final structures. (d) The typical motion of
halide species in the perovskite lattice.
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