Cite this: J. Mater. Chem. A, 2022, 10, 19925

Received 4th April 2022
Accepted 1st June 2022
DOI: 10.1039/d2ta02714c
rsc.li/materials-a

# Vacancy assisted growth of copper tantalum sulfide nanocrystals $\dagger$ 

Anamul Haque, (D) ${ }^{\text {ab }}$ Soheil Ershadrad, (1) ${ }^{c}$ Trupthi Devaiah Chonamada, (D) ${ }^{\text {ab }}$ Dipankar Saha, (D) ${ }^{\text {de }}$ Biplab Sanyal (D) *c and Pralay K. Santra (ID *a

Cu-based ternary chalcogenides have received significant interest as an alternative to conventional photovoltaic materials. $\mathrm{CulnS}_{2}$ and $\mathrm{CulnSe}_{2}$ are the most studied copper-based ternary chalcogenides for photovoltaics. Recently, copper tantalum sulfide $\left(\mathrm{CuTaS}_{3}\right)$ has been proposed as a potential light absorber for photovoltaics. The synthesis conditions and growth mechanism of ternary systems control the final composition and crystal structure. However, such studies have not been explored for copper tantalum sulfides. Here, we studied the formation and growth mechanism of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ nanocrystals (NCs) primarily using X-ray diffraction, transmission electron microscopy, and density functional theory (DFT) calculations. The reactions proceed via the formation of cubic $\mathrm{Cu}_{2-x} \mathrm{~S}$ NCs due to soft Lewis acid - soft Lewis base interaction. The $\mathrm{Cu}_{2-x} \mathrm{~S}$ have Cu vacancies, which can be controlled by the relative concentration of the Cu precursor. Ta incorporation occurs in the $\mathrm{Cu}_{2-x} \mathrm{~S} \mathrm{NCs}$ at Cu vacancy sites, followed by the diffusion of Ta by replacing Cu into the lattice. Low packing of atoms in $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ provides suitable diffusion channels for Ta and Cu atoms. The diffusion barriers of Ta atoms outweigh that of Cu atoms, implying a reaction rate controlled by Ta diffusion. Thus by varying the relative Cu precursor concentration, the concentration of Cu -vacancies in $\mathrm{Cu}_{2-x} \mathrm{~S}$ can be tuned, which controls the growth rate of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. Understanding of the growth mechanism obtained in this paper will significantly contribute to the rational synthesis of various Cu-based ternary chalcogenides that is not possible by direct synthesis and hence will have an impact on potential applications in photovoltaics and photocatalysis.
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## Introduction

Cadmium and lead-based chalcogenide nanocrystals (NCs) have gained interest in the photovoltaics (PV) community as emerging candidates for large-area, low-cost, and highefficiency PV devices. ${ }^{1-5}$ However, the usage of heavy metal ions limits the practical applicability of these materials. ${ }^{6}$ Binary and ternary copper chalcogenide NCs have emerged as an alternative for heavy metal chalcogenides since these NCs can be directly synthesized with controlled sizes, shapes, crystal structures, and stoichiometries. As a result, they provide good control over the optoelectronic properties and serve as a template for ternary chalcogenides. ${ }^{7-13}$ Additionally, relatively low cost and low toxicity of $\mathrm{Cu}_{2-x} \mathrm{~S}$ and Cu -based ternary chalcogenides make them attractive candidates for PV as well as in photocatalysis.

Among the Cu -based ternary chalcogenides, $\mathrm{CuInS}_{2}$ and $\mathrm{CuInSe} \mathrm{e}_{2}$ are most studied as light absorbers in thin-film solar cells for over three decades. ${ }^{14-17}$ Compared to the bulk, the NCs of these ternary chalcogenides have the added advantages of tuning electronic properties by controlling the size and can be deposited on various substrates by low-cost solution-based deposition. ${ }^{18}$ These ternary chalcogenides NCs are synthesized in a one-pot synthesis - however, the reactivity of the two cationic precursors has to be balanced which is achieved by tuning the appropriate precursor, passivating ligand, and reaction temperature. ${ }^{9,19-23}$ In a one-pot synthesis, both the cationic and anionic precursors are added together. $\mathrm{Cu}^{+}$is a soft Lewis acid $(\eta=6.28 \mathrm{eV})$ and the other cationic species e.g., $\mathrm{In}^{3+}$, $\mathrm{Ga}^{3+}$, having a higher oxidation state, are generally hard Lewis acid. ${ }^{20,24} \mathrm{~A}$ variety of sulfur precursors have been used in these reactions, which vary from soft Lewis base (e.g., alkanethiols, ${ }^{19}$ 1-dodecanethiol ${ }^{25}$ ) to hard Lewis base (e.g., thiourea ${ }^{26-28}$ ).

In many cases, the binary nanocrystals are first synthesized followed by subsequent cation exchange to form desired ternary or heterostructured NCs. Owing to the low charge and high mobility of $\mathrm{Cu}^{+}$, the post-synthetic cation exchange is feasible in $\mathrm{Cu}_{2-x} \mathrm{~S}$ to produce multiple heterostructures $-\mathrm{Cu}_{2-x} \mathrm{~S}-\mathrm{MnS},{ }^{29}$ $\mathrm{Cu}_{2-x} \mathrm{~S}-\mathrm{ZnS},{ }^{30-35} \mathrm{Cu}_{2-x} \mathrm{~S}-\mathrm{CdS},{ }^{36} \mathrm{Cu}_{2-x} \mathrm{~S}-\mathrm{PbS},{ }^{37} \mathrm{Cu}_{2-x} \mathrm{~S}-\mathrm{In}_{2} \mathrm{~S}_{3} .{ }^{38,39}$ The final heterostructure depends on various parameters such as cationic radius, the initial crystal structure, and the reactivity of the facets of the crystal through which the cation exchange occurs, etc. Chen et al., have reported the different crystal structures of CdS when the cation exchange is performed on djurleite $\mathrm{Cu}_{1.94} \mathrm{~S}$ (wurtzite CdS) and covellite CuS (hollow cubic CdS). ${ }^{40}$ Manna et al. have observed that the InP nucleate at the corners of hexagonal $\mathrm{Cu}_{2-x} \mathrm{P}$ before propagating inward towards the center for a complete conversion of $\mathrm{Cu}_{2-x} \mathrm{~S}$ to InP NCs. ${ }^{41}$ In both homovalent and aliovalent cation exchange processes, the nanoscale Kirkendall effect caused hollow ternary chalcogenides. ${ }^{26,42-45}$ Sapra et al., have developed $\mathrm{MoSe}_{2}-\mathrm{Cu}_{2} \mathrm{~S}$ nanoheterostructures, where the $\mathrm{Cu}_{2} \mathrm{~S}$ islands grow vertically on top of the defect site present on the $\mathrm{MoSe}_{2}$ surface. ${ }^{46}$ Donega et al., have indeed reported the $\mathrm{CuInS}_{2} \mathrm{NCs}$ and $\mathrm{Cu}_{2-x} \mathrm{~S}$-CuInS ${ }_{2}$ heterostructured NCs by partial indium cation exchange into $\mathrm{Cu}_{2-x} \mathrm{~S}$ NCs. ${ }^{47,48}$ Steimle et al., have
demonstrated a multi-step sequential cation exchange of $\mathrm{Cu}_{1.8} \mathrm{~S}$ nanorod to form multicomponent axially segmented heteronanorods having eight segments, six different elements, and 11 interfaces. ${ }^{49}$

In 2017, Heo et al. theoretically identified $\mathrm{CuTaS}_{3}$ as a strong light absorber that exhibits metal $d$ and sulfur $p$ character near the band edges. ${ }^{50}$ As this material has intermetal $d^{0}-d^{10}$ transitions, it can exhibit a strong onset coupled with high absorption. Based on spectroscopic limited maximum efficiency for PV calculations, they predicted the theoretical power conversion efficiency to be $28 \%$ for a 300 nm thick absorber of $\mathrm{CuTaS}_{3}$, which is higher than the CuInSe ${ }_{2}$ of the same thickness. The Cu-based ternary chalcogenides often exhibit multiple phases, and it is important to study the growth of these nanocrystals. The synthesis of $\mathrm{Cu}-\mathrm{Ta}-\mathrm{S}$ ternary chalcogenides NCs was not attempted earlier. Due to its potential applications, it is important to synthesize the $\mathrm{Cu}-\mathrm{Ta}-\mathrm{S}$ ternary chalcogenide, particularly in NCs that helps in solution processed device fabrication. Overall, the understanding of the growth mechanism of such NCs systems is also required for rational synthesis of Cu-based ternary chalcogenides.

Here we report the hot injection synthesis of copper tantalum sulfide NCs. We carried out the reactions under three different reaction conditions - Cu rich, Ta rich, and equimolar concentration of Cu and Ta . Experimentally, we probed the formation and growth mechanism by X-ray diffraction and transmission electron microscopy (TEM). Under all three reaction conditions, cubic $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs were formed. Rietveld analysis and UV-Vis absorption studies show the formation of $\mathrm{Cu}_{2-x} \mathrm{~S}$ NCs at the beginning of the reaction followed by Ta incorporation into $\mathrm{Cu}_{2-x} \mathrm{~S}$ NCs, converting them to $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs. These results were further substantiated with highresolution transmission electron microscopic (HRTEM) images. We used density functional theory (DFT) to calculate the energetics and predict the diffusion model for Ta incorporation into $\mathrm{Cu}_{2-x} \mathrm{~S}$ NCs to form $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs.

## Experimental section

## Chemicals

Copper(I) chloride (CuCl, 99.995\%, Sigma-Aldrich), tantalum(v) chloride ( $\mathrm{TaCl}_{5}, 99.999 \%$, Sigma-Aldrich), carbon disulfide $\left(\mathrm{CS}_{2}\right.$, $99.5 \%$, Central Drug House (P) Ltd) oleylamine (OLA, 70\%, Sigma-Aldrich), and $n$-hexane ( $95 \%$, Spectrochem), methanol ( $>98 \%$, Spectrochem) were used as received.

## Synthesis of Cu-Ta-S nanocrystals

In a 50 mL three-neck round bottom flask, CuCl and $\mathrm{TaCl}_{5}$ were taken in $14.76 \mathrm{~mL}(44.8 \mathrm{mmol})$ of OLA. The reaction mixture were heated at $120^{\circ} \mathrm{C}$ for 1 hour under vacuum. The total cation precursor $(\mathrm{Cu}+\mathrm{Ta})$ was kept constant at 5.84 mmol , whereas the relative concentrations of Cu and Ta precursors were varied. The individual quantities are mentioned in Table S1 in the ESI. $\dagger$ The reaction temperature was increased to $290{ }^{\circ} \mathrm{C}$ under a nitrogen atmosphere to completely dissolve the precursor salts and held the reaction mixture was kept for 1 hour to ensure
the complete dissolution of the precursors. Before the sulfur precursor injection, the reaction temperature was raised to $300{ }^{\circ} \mathrm{C} .1 .35 \mathrm{~mL}$ of $\mathrm{CS}_{2}$ was swiftly injected into the reaction flask. Periodically aliquots were collected from the reaction mixture to probe the growth mechanism of the NCs. The schematic diagram of the synthesis procedure is shown in Fig. S1. $\dagger$

The collected aliquots were cooled to room temperature before diluting with hexane. The diluted reaction mixture was centrifuged at 3000 rpm for 3 minutes to get the precipitate of the nanoparticles, which were washed two times by dispersing in 2 mL hexane and reprecipitating with 6 mL of methanol. The washed precipitate was finally dispersed in hexane for further characterization.

## Characterization

A PerkinElmer, Lambda-45 UV-vis spectrometer was used to record the UV-visible absorption spectra. Powder X-ray diffraction (PXRD) of the NCs were carried out on drop cast thin-films on glass substrates using a Rigaku Smart Lab diffractometer equipped with parallel beam optics and $\mathrm{Cu} \mathrm{K} \alpha$ radiation ( 40 kV , 30 mA ) with a grazing angle of $2^{\circ}$. Transmission electron microscopy studies were carried out using the TALOS F200S G2 microscope at 200 kV .

## Rietveld refinement

Rietveld refinements ${ }^{51}$ were carried out using FullProf Suite. ${ }^{52}$ Refined instrumental parameters were zero point displacement and background parameters. Refined structural parameters for all phases were scale factor, unit cell parameters and peak profile using Thompson-Cox-Hastings pseudo-Voigt (TCHpV) profile parameters. ${ }^{52}$ Instrumental resolution was taken into account by refining TCHpV profile parameters for the Si standard and included them in an instrumental resolution file (*.irf) implemented in the refinements.

## Computational methods

First-principles calculations based on density functional theory (DFT) were performed using the Vienna $A b$ initio Simulation Package (VASP). ${ }^{53,54}$ For these calculations, projectoraugmented wave potentials ${ }^{55}$ and a plane-wave basis set with an energy cut-off of 500 eV was employed. The exchangecorrelation potential was approximated by the generalized gradient approximation (GGA) with Perdew, Burke, and Ernzerhof (PBE) functional. ${ }^{56}$ For Brillouin zone integration of $\mathrm{Cu}_{2} \mathrm{~S}$ and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$, a $9 \times 9 \times 9 k$-point grid in the Monkhorst-Pack scheme ${ }^{57}$ was used. To simulate the vacancies, a supercell of $2 \times$ $2 \times 2$ was built and the vacancies were created in this structure at random positions. The equilibrium configuration of atoms and lattice constants was determined by minimizing the total energy of the system using the conjugate gradient method until force components on each atom were reached below 0.01 eV $\AA^{-1}$. Saddle points and minimum energy diffusion paths between two stable states were found through climbing image Nudged Elastic Band (NEB) calculations, using VTST tool, ${ }^{58}$ where five intermediate images along the diffusion path were
considered and a spring force of $-5 \mathrm{eV} \AA^{-2}$ was set between them. Vacancy formation energies were calculated using the following expression,

$$
E_{\mathrm{f}}=E_{\mathrm{Cu}_{2-\mathrm{s}} \mathrm{~s}}-E_{\mathrm{Cu}_{2} \mathrm{~S}}+E_{\mathrm{Fcc}-\mathrm{Cu}}
$$

where, $E_{\mathrm{f}}$ is the formation energy, and the terms on the right hand side are the total energy of the crystal with vacancy, the total energy of the stoichiometric crystal, and the energy of one Cu atom in bulk face centered cubic (FCC) form, respectively. Formation energies of stoichiometric crystals were calculated with respect to the bulk form of each constituting element.

Surface calculations were performed on a $2 \times 2$ supercell of a thin film with three unit cell thickness (expanded parallel to surface), where a vacuum of $20 \AA$ was added along the $c$-axis to avoid interaction between periodic images. Since rearrangement of atoms only occurs near the surface, the position of atoms in the lowermost layers in the unit cell along the $c$-axis was fixed during geometry optimization to maintain the bulk properties. The surface energy of different crystalline facets was calculated based on the following expression,

$$
\sigma=\frac{E_{\text {surf }}-E_{\text {bulk }} \times N}{2 A}
$$

where, $\sigma$ is the surface energy, $E_{\text {surf }}$ is the total energy of the slab's supercell, $E_{\text {bulk }}$ is the energy of bulk per atom, $N$ is the number of atoms in the slab, and $A$ is the surface area of the facet supercell.

## Results and discussion

$\mathrm{Cu}-\mathrm{Ta}-\mathrm{S}$ is known to exist in two different crystal structures the orthorhombic phase having a composition of $\mathrm{CuTaS}_{3}$ and the cubic phase of $\mathrm{Cu}_{3} \mathrm{TaS}_{4} \cdot{ }^{50,59}$ The synthesis of the $\mathrm{Cu}-\mathrm{Ta}-\mathrm{S}$ NCs was carried out by the standard hot injection method with an excess amount of the sulfur precursor (molar ratio $\sim 1: 8$ ). The details of the synthesis procedure are mentioned in the experimental section. The powder X-ray diffraction (PXRD) pattern of the washed NCs synthesized with a $1: 1$ ratio of $\mathrm{Cu}: \mathrm{Ta}$ is shown in Fig. 1a along with the two standard diffraction patterns: orthorhombic $\mathrm{CuTaS}_{3}$ (space group: Pnma) and cubic $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ (space group: $P \overline{4} 3 m$ ). The nanocrystals formed in the cubic phase, instead of the intended orthorhombic phase which has the cation $(\mathrm{Cu}: \mathrm{Ta})$ ratio of $1: 1$. Separate syntheses having Cu -rich $(\mathrm{Cu}: \mathrm{Ta}=3: 1)$ and Ta-rich $(\mathrm{Cu}: \mathrm{Ta}=1: 3)$ precursor concentrations were also carried out, however, both the conditions yielded NCs in the cubic $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ phase only (Fig. S2 in the ESI $\dagger$ ). In agreement with experimental results, ab initio calculations also indicate that the formation of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ instead of $\mathrm{CuTaS}_{3}$ NCs is more favoured from an energetic point of view. In fact, calculation of the formation energy per formula unit (f.u) of the cubic $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ and orthorhombic $\mathrm{CuTaS}_{3}$ phases (shown in Table $\mathrm{S} 2 \dagger$ ) revealed that the cubic phase has a formation energy of -4.99 eV f.u ${ }^{-1}(-0.62 \mathrm{eV}$ per atom) which is quite lower than the orthorhombic phase $\left(-2.49 \mathrm{eV}\right.$ f. $\mathrm{u}^{-1}$ equivalent to -0.50 eV per atom). We believe that this energetic privilege of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$, added to its better


Fig. 1 (a) PXRD pattern of the synthesized nanocrystals (green line) (after 30 min reaction) compared with standard orthorhombic phase CuTaS ${ }_{3}$ (red line) and cubic phase $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ (black line). Ball and stick model of (b) $\mathrm{Cu}_{2} \mathrm{~S}$, (c) $\mathrm{Cu}_{2-x} \mathrm{~S}$, (d) cubic $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$, and (e) orthorhombic $\mathrm{CuTaS}_{3}$, where blue, yellow, and brown balls represent $\mathrm{Cu}, \mathrm{S}$, and Ta atoms, respectively. $E_{f}$ denotes the formation energies of vacancies in (c), and bulk crystal in (d) and (e).


Fig. 2 XRD patterns of synthesized $\mathrm{Cu}-\mathrm{Ta}-\mathrm{SNCs}$ for (a) $\mathrm{Cu}: \mathrm{Ta}=3: 1$, (b) $\mathrm{Cu}: \mathrm{Ta}=1: 1$, and (c) $\mathrm{Cu}: \mathrm{Ta}=1: 3$ reactions, collected at different reaction times. The standard cubic phase of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}(\mathrm{P} 43 \mathrm{~m})$ and $\mathrm{Cu}_{2-x} \mathrm{~S}$ ( $\mathrm{Fm} \overline{3} m ; x=0.2$ ) are shown by black and grey solid line.
structural compatibility with $\mathrm{Cu}_{2-x} \mathrm{~S}$, drive the system to form $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ crystals, instead of $\mathrm{CuTaS}_{3}$.

From a structural point of view, the transformation of $\mathrm{Cu}_{2-x} \mathrm{~S}$ into $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ can be modelled via a diffusion-mediated mechanism. For this purpose, the structural configuration of cubic $\mathrm{Cu}_{2} \mathrm{~S}$ crystal is shown in Fig. 1b, where Cu atoms occupy tetrahedral sites, each of which is bonded to four S atoms, creating symmetrically equivalent Cu sites. By optimizing the given structure, the lattice parameter and the symmetry group were found to be $a=5.58 \AA$ and $F m \overline{3} m$, respectively. In Fig. 1c, the formation of vacancies in tetrahedral sites is schematically shown. We calculated the formation energy of vacancies for a $\mathrm{Cu}_{1.8} \mathrm{~S}$, with a vacancy concentration of $9.37 \%$ to be -1.18 eV per vacancy, verifying the spontaneous formation of vacancies
in $\mathrm{Cu}_{2} \mathrm{~S}$. As the concentration of vacancies increases, around $x=$ 0.4 , another cubic phase of $\mathrm{Cu}_{2-x} \mathrm{~S}$ becomes stable with a symmetry of $F \overline{4} 3 m$. To predict which of these phases is dominant in the process, we calculated the vacancy formation energy in $\mathrm{Cu}_{1.6} \mathrm{~S}$ to be -0.5 eV per vacancy. In addition, we found that the formation energy of $\mathrm{Cu}_{1.8} \mathrm{~S}$ is 20 meV per atom lower than that of $\mathrm{Cu}_{1.6} \mathrm{~S}$ crystals, calculated with respect to bulk sulfur and FCC copper. Therefore, it can be inferred that in presence of sufficient Cu atoms, the formation of $\mathrm{Cu}_{1.8} \mathrm{~S}$ crystal is energetically more favorable compared to $\mathrm{Cu}_{1.6} \mathrm{~S}$. Considering $\mathrm{Cu}_{1.8} \mathrm{~S}$ as the initial phase of the reaction, the formation of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ crystals can be justified based on the structural similarities between the two crystals. For ease of comparison, the crystal structure of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ and $\mathrm{CuTaS}_{3}$ are shown in Fig. 1d


Fig. 3 Analysis from Rietveld refinement profile. (a) Phase fractions of $\mathrm{Cu}_{2-x} \mathrm{~S}$ and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ as a function of reaction time. (b) The calculated lattice parameters of $\mathrm{Cu}_{2-x} \mathrm{~S}$ and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ compared with standard lattice parameters of $\mathrm{Cu}_{1.8} \mathrm{~S}, \mathrm{Cu}_{1.6} \mathrm{~S}$, and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$.

Table 1 The relative phase fractions of $\mathrm{Cu}_{2-x} \mathrm{~S}_{\text {and }} \mathrm{Cu}_{3} \mathrm{TaS}_{4}$ at different reaction times for $\mathrm{Cu}: \mathrm{Ta}=3: 1$ and $1: 1$ reaction

| $\mathrm{Cu}: \mathrm{Ta}=3: 1$ |  |  | $\mathrm{Cu}: \mathrm{Ta}=1: 1$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Reaction time (min) | Phase fraction |  | Reaction time (min) | Phase fraction |  |
|  | $\mathrm{Cu}_{2-x} \mathrm{~S}$ | $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ |  | $\mathrm{Cu}_{2-x} \mathrm{~S}$ | $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ |
| 1 | 100 | 0 | 1 | $34.6 \pm 3.8$ | $65.4 \pm 2.4$ |
| 5 | $78.0 \pm 1.84$ | $22.0 \pm 0.6$ | 5 | $33.4 \pm 3.1$ | $66.6 \pm 3.0$ |
| 15 | $44.0 \pm 1.69$ | $56.0 \pm 1.2$ | 15 | $10.7 \pm 1.7$ | $89.3 \pm 2.0$ |
| 30 | 0 | 100 | 30 | 0 | 100 |

and e, respectively. The lattice parameter and symmetry group of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ were calculated to be $a=5.56 \AA$ and $P \overline{4} 3 m$. One can note that, in contrast to $\mathrm{CuTaS}_{3}$, the crystal structure of $\mathrm{Cu}_{2} \mathrm{~S}$, $\mathrm{Cu}_{2-x} \mathrm{~S}$, and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ basically share the same skeleton except for a number of substitutions that take place between Cu , vacancy, and Ta atoms. Compatibility of the lattice parameters in $\mathrm{Cu}_{2} \mathrm{~S}\left(5.58 \AA\right.$ ) and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}(5.56 \AA)$, combined with their overall similarity, suggest that after the spontaneous formation of vacancies in $\mathrm{Cu}_{2} \mathrm{~S}$, Ta atoms diffuse into the $\mathrm{Cu}_{2-x} \mathrm{~S}$ structure to create $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ crystals.

We further probed the growth mechanism of the ternary chalcogenide NCs by collecting the reaction aliquots at different times. The PXRD patterns of the precipitates of the reaction mixture for the Cu -rich $(\mathrm{Cu}: \mathrm{Ta}=3: 1)$ reaction at different times are shown in Fig. 2a. The diffraction peaks of the precipitate collected at the early stage of the reaction match with the cubic $\mathrm{Cu}_{2-x} \mathrm{~S}(x=0.2)$. After five minutes of the reaction, new peaks appeared and those are identified to $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. The diffraction peaks of $\mathrm{Cu}_{2-x} \mathrm{~S}$ overlaps with $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. With the progress of the reaction, the intensity of the $\mathrm{Cu}_{2-x} S$ (220) peak decreases while $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ (100) peak intensity increases, implying that $\mathrm{Cu}_{2-x} \mathrm{~S}$ NCs are converting to $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. Beyond 30 minutes of the reaction, the diffraction peak positions and the intensities do not vary and the pattern matches well with $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ suggesting the end product of the reaction is the cubic phase $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. For an equal amount of Cu and $\mathrm{Ta}(\mathrm{Cu}: \mathrm{Ta}=$ $1: 1), \mathrm{Cu}_{3} \mathrm{TaS}_{4}$ was already present at the early stage of the reaction, with probably some amount of $\mathrm{Cu}_{2-x} \mathrm{~S}$ (Fig. 2b). Due to
the overlapping peaks, the presence of both the phases could not be confirmed from these qualitative observations. However, at the end of the reaction, i.e., 30 minutes, only the cubic $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ was observed. In the Ta-rich synthesis ( $\mathrm{Cu}: \mathrm{Ta}=1: 3$ ), we observed a mixture of $\mathrm{TaS}_{2}$ and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ at the beginning of the reaction as shown in Fig. 2c. The PXRD pattern of $\mathrm{TaS}_{2}$ (space group: $P \overline{3} m 1$ ) is clearly distinct from the $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ or $\mathrm{Cu}_{2-x} \mathrm{~S}$. In this case, the $\mathrm{TaS}_{2}$ peaks disappear with time and only $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs are present at the end of the reaction, suggesting that all $\mathrm{TaS}_{2}$ are converted to $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs. From these PXRD results, we conclude that the variation of precursor amount in the reaction plays a role during the growth of the NCs, but the final composition remains the same. In a Cu-rich reaction, cubic $\mathrm{Cu}_{2-x} \mathrm{~S}$ forms at an early stage, which then converts to $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$; whereas in a Ta-rich reaction, $\mathrm{TaS}_{2}$ forms first and then converts to $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. The formation rate of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ varies with the relative concentration of the Cu and Ta precursors.

We employed Rietveld refinement to quantify (a) the relative phase fraction, (b) lattice parameter, and (c) particles sizes of $\mathrm{Cu}_{2-x} \mathrm{~S}$ and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ in the reaction. The PXRD patterns along with the Rietveld refinement profiles for three different precursor concentrations are shown in Fig. S3. $\dagger$ The resulting phase fractions of $\mathrm{Cu}_{2-x} \mathrm{~S}$ (dashed traces with open circles) and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ (solid traces with filled circles) for reaction 3:1 (black traces) and 1:1 (red trace) are shown in Fig. 3a. For the Cu-rich reaction, the phase fraction of $\mathrm{Cu}_{2-x} \mathrm{~S}$ is $100 \%$ at the beginning of the reaction, however, the relative phase fraction of $\mathrm{Cu}_{2-x} \mathrm{~S}$
decreases rapidly, and consequently the amount of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ increases (see Table 1). At the end of 30 minutes of the reaction, the phase fraction of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ is found to be $100 \%$. Unlike the Cu -rich reaction, the $\mathrm{Cu}: \mathrm{Ta}=1: 1$ has $65 \%$ as $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ and $35 \%$ of $\mathrm{Cu}_{2-x} \mathrm{~S}$, clearly indicating the formation of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ is faster in a Cu -deficient system. By the end of 15 minutes, the major product is $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs with a relative phase fraction of 89\%.

The lattice parameters of $\mathrm{Cu}_{2-x} \mathrm{~S}$ and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ as a function of the reaction time are shown in Fig. 3b (lattice parameters are mentioned in Table $\mathrm{S} 3 \dagger$ and Rietveld refinement factors are mentioned in Table $\mathrm{S} 4 \dagger$ ). For comparison, the lattice parameter of standard $\mathrm{Cu}_{1.8} \mathrm{~S}$ (ICSD file number: 41142) and cubic $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ (ICSD file number: 185524) are shown by the solid horizontal blue and cyan line. Lattice parameter of $\mathrm{Cu}_{2-x} \mathrm{~S}$ (shown by the dashed line) increases as a function of time for both reactions. Earlier reports suggest that $\mathrm{Cu}_{2-x} \mathrm{~S}$ with higher vacancies have relatively smaller lattice parameters. ${ }^{60}$ The lattice parameter of standard $\mathrm{Cu}_{2-x} \mathrm{~S}$ for $x=0.4$ (ICSD file number: 628786) is shown by the horizontal purple line. Although both the $\mathrm{Cu}_{1.6} \mathrm{~S}$ and $\mathrm{Cu}_{1.8} \mathrm{~S}$ have cubic crystal structures, the lattice parameter of $\mathrm{Cu}_{1.6} \mathrm{~S}$ is much smaller than $\mathrm{Cu}_{1.8} \mathrm{~S}$. Indirectly, the increase in the lattice parameter indirectly suggests the Cu vacancies in $\mathrm{Cu}_{2-x} \mathrm{~S}$ decrease with reaction time. Also, the lattice parameter of $\mathrm{Cu}_{2-x} \mathrm{~S}$ at a given reaction time is higher for the Cu -rich reaction compared to the $1: 1$ reaction indicating fewer Cu vacancies in $\mathrm{Cu}_{2-x} \mathrm{~S}$ for
the Cu-rich reaction. At the same time, there was no significant change in $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$.

In literature, it is well known that the Cu vacancies in $\mathrm{Cu}_{2-x} \mathrm{~S}$ NCs exhibit a localized surface plasmon resonance (LSPR) peak in the NIR region. ${ }^{61}$ We collected the absorption spectra for different reactions to understand how the LSPR, thus $\mathrm{Cu}-$ vacancies vary with reaction time. The absorption spectra of the NCs for three different precursor concentrations at different reaction times are shown in Fig. S4 in the ESI. $\dagger$ At the early stage of the reactions, a broad absorption peak appears at $\sim 1100 \mathrm{~nm}$, which is due to the LSPR of $\mathrm{Cu}_{2-x} \mathrm{~S}$, which was noticed for the Cu -rich and 1:1 precursor ratio. The LSPR peak for the Cu-rich reaction was low in intensity and decreases with reaction time. The same LSPR peak for the 1:1 reaction has a much higher intensity at the beginning of the reaction and it red-shifts as well as the intensity of the peak decreases with the reaction time. We did not observe the typical LSPR peak for the $\mathrm{Cu}: \mathrm{Ta}=$ 1:3 reaction. These results suggest that the Cu-rich reaction forms $\mathrm{Cu}_{2-x} \mathrm{~S}$ with a fewer number of Cu -vacancies, whereas the vacancy increases significantly with a decrease in the Cu precursor in the reaction mixture. The increase of Cu vacancy in $\mathrm{Cu}_{2-x} \mathrm{~S}$ for the lower Cu reaction supports the Rietveld refinement results. It is worthful to note that the reaction proceeds faster with increasing Cu vacancy in $\mathrm{Cu}_{2-x} \mathrm{~S}$ system.

We also investigated the growth of these NCs through transmission electron microscopy (TEM). Representative TEM images are shown in Fig. 4 for all three precursor ratios.


Fig. 4 TEM images of the synthesized NCs. $(a-d) C u: T a=3: 1$, ( $e-h) C u: T a=1: 1$, and ( $i-l$ ) $C u: T a=1: 3$ for different reaction times: 1 min, $5 \mathrm{~min}, 15 \mathrm{~min}$, and 30 min . The scale bar is 20 nm . The average edge length as a function of reaction time for ( m ) $\mathrm{Cu}: \mathrm{Ta}=3: 1,(\mathrm{n}) \mathrm{Cu}: \mathrm{Ta}=1: 1$, and (o) $\mathrm{Cu}: \mathrm{Ta}=1: 3$. The error bars indicate the size distribution. The average size calculated from TEM images are shown by blue solid circles and the size calculated from the XRD peaks after Rietveld refinement is shown by open black circles. The size distribution histograms are shown in Fig. S5. $\dagger$


Fig. 5 High resolution transmission electron microscopy (HRTEM) images of the core-shell type $\mathrm{Cu}_{2-x} \mathrm{~S}-\mathrm{Cu}_{3} T \mathrm{Ta} \mathrm{S}_{4} \mathrm{NCs}$. (a and b) NCs of 1 min, and 30 min reaction for $\mathrm{Cu}: \mathrm{Ta}=3: 1$. ( c and d ) NCs of 1 min , and 30 min reaction for $\mathrm{Cu}: \mathrm{Ta}=1: 1$. The HRTEM images for Cu ; Ta $=1: 3$ reactions are shown in Fig. $\mathrm{S} 6 . \dagger(\mathrm{e})$ The average of core to particle area ratio as a function of reaction time for $\mathrm{Cu}: \mathrm{Ta}=3: 1$ and $\mathrm{Cu}: \mathrm{Ta}=1: 1$. Inset figure is schematic presentation of the core-shell type $\mathrm{Cu}_{1.8} \mathrm{~S}-\mathrm{Cu}_{3} \mathrm{TaS}_{4} \mathrm{NCs}$.

Primarily the big particles ( $\sim 90 \mathrm{~nm}$ ) of $\mathrm{Cu}_{2-x} \mathrm{~S}$ were present at the very beginning ( $\sim 1$ minute) for the Cu -rich reaction. With reaction time, these bigger particles transformed into smaller particles ( $\sim 10 \mathrm{~nm}$ ) having a square shape, and these can be identified as $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs. The average particle size of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs increases from $\sim 10 \mathrm{~nm}$ to $\sim 20 \mathrm{~nm}$ with the reaction time, as shown in Fig. 4 m . For $\mathrm{Cu}: \mathrm{Ta}=1: 1$, the square-shaped $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs particles were present at the beginning of the reaction and there were no changes in the overall shape of the particles. For Ta-rich samples, we have the square-shaped particles, which become slightly irregular in shape with the progress of the reaction time. Both the average size and size distribution increase with the reaction. We compared the average size as measured from TEM with the crystallite sizes calculated from the Rietveld analysis of the diffraction pattern and both the sizes match well with each other, suggesting all the particles are highly crystalline - that could be due to the hightemperature synthesis.

The high-resolution transmission electron microscopic (HRTEM) images show some interesting information about the growth of these NCs. The representative images for Cu-rich and 1:1 ratio of Cu and Ta are shown in Fig. 5. We found that a core-shell heterostructure has formed at an early stage of the reaction. We highlighted the core with brown color and the shell with cyan color. The interplanar distances ( 0.28 nm and 0.19 nm ) of the core region either matched with the (200) or (220) planes of $\mathrm{Cu}_{1.8} \mathrm{~S}$. The interplanar distances ( 0.51 nm ) of the shell region are larger than the core region and match with the (100) plane of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. We observed this heterostructure only for the Cu -rich and $\mathrm{Cu}: \mathrm{Ta}=1: 1$ reaction. With reaction time, both the number of such heterostructured NCs goes down
as well as the average size of the core $\mathrm{Cu}_{2-x} \mathrm{~S}$ decreases. For the Ta-rich reaction, $\mathrm{TaS}_{2}$ and $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ particles were separately present at the beginning of the reaction as shown in Fig. $56 \dagger$ and $\mathrm{TaS}_{2}$ NCs were not observed at the later stage of the reaction.

As the area of the core and shell region in the TEM images represent the volume of the respective materials, we quantified the respective ratios of the core to shell region as a function of reaction time for Cu -rich and $1: 1$ ratio of Cu and Ta (Fig. 5e) to understand how the core-shell structure vanish with time. The core is indicated with an area of ' A ' and the overall particle with an area of ' B ' as shown in the inset. We find that the average core to shell area ratio decreases systematically with increasing reaction time. The rate of this change is higher for the $1: 1$ ratio of Cu and Ta compared to the Cu -rich reaction.

To bring better insight into the mechanism of Ta incorporation in $\mathrm{Cu}_{2-x} \mathrm{~S}$ crystals, we computationally studied the formation energies and diffusion barriers of the low-index surfaces. We found that the probability of finding Ta atoms as interstitial ( 2.31 eV per defect) or substitution ( 3.73 eV per defect) defects is marginal, due to unfavourable formation energies. In contrast, it was found that vacancy sites are suitable settlements for Ta atoms. Accordingly, the formation energy of the first Ta atom, to occupy one out of six vacancies in a $2 \times 2 \times$ 2 supercell of $\mathrm{Cu}_{1.8} \mathrm{~S}$, is -1.60 eV per Ta. Adding another Ta to this system changes the formation energy to $E_{\mathrm{f}}=-0.24 \mathrm{eV}$ per Ta. After the number of Ta atoms passes a threshold (three in this case), the formation energy changes sign (with $E_{\mathrm{f}}=0.06$, 0.96 and 1.28 eV per Ta for third, fourth and fifth Ta atoms, respectively), a signal that the crystal has reached its capacity and cannot accept more Ta atoms. An interpretation can be that


Fig. 6 Schematics of low index surfaces of (a) $\mathrm{Cu}_{2} \mathrm{~S}$ and (b) $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$, from the top view, where light pink areas are $1 \times 1$ unit cells, and $\sigma$ is the surface formation energy. (c). Left panel demonstrates diffusion channels perpendicular to $\{100\}$ planes inside $\mathrm{Cu}_{3} T a S_{4}$ bulk, where the cylindrical grey shadow, in the inset, schematically shows the Ta and Cu diffusion path. Right panels are the diffusion energy barriers for Ta and Cu along the diffusion channel, where the Roman numerals are used to link the crystal coordinates to their corresponding points along the diffusion path.
in addition to the inward diffusion of Ta , extra Cu atoms need to diffuse out from the region where $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ is going to be formed.

Based on these assumptions, we predict that the formation of experimentally observed core-shell structure is governed by a diffusion mediated mechanism, where the concentration gradient pushes Ta atoms to diffuse from the solution into the $\mathrm{Cu}_{2-x} \mathrm{~S}$ structure, and extra Cu atoms need to move out to create a Cu depleted zone, required for the formation of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. As a side effect of this collective movement, the vacancy sites in the path of the migrant Cu atoms get occupied, dwindling the vacancy concentration of the core $\mathrm{Cu}_{2-x} \mathrm{~S}$ region, and increasing its lattice parameter (see Fig. 3b, and its discussion). Since the primary nucleation of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ appears on facets, we studied energetics by calculating the surface energies of the low index planes in $\mathrm{Cu}_{2} \mathrm{~S}$ as shown in Fig. 6a. It can be seen that the most stable planes are the $\{110\}$ family with a surface energy of 30 $\mathrm{meV} \AA^{-2}$. The $\{100\}$ planes come in second place with 52 meV $\AA^{-2}$, and $\{111\}$ planes are the least energetically favourable ones with $100 \mathrm{meV} \AA^{-2}$. Although these results suggest that $\mathrm{Cu}_{2} \mathrm{~S}$ NCs only expose their $\{110\}$ surfaces, we believe that due to the deformation caused by vacancies at the high reaction temperature ( $T=300{ }^{\circ} \mathrm{C}$ ), the preferred surface of $\mathrm{Cu}_{2-x} \mathrm{~S}$ can be a combination of these facets, as evident in Fig. 5. We further calculated the diffusion barrier of one Ta atom to get incorporated into each of these surfaces. To do this, the initial stage of Ta diffusion was considered to be $3 \AA$ above the surface, and the final stage was Ta located in a vacant site. We found that along all paths, the diffusion barriers are relatively low, zero in the case of diffusion into $\{100\}$ surface, 6 and 67 meV for $\{110\}$ and $\{111\}$ surfaces, respectively. The size of these energy barriers is small enough to be overcome by the thermal fluctuation of atoms at $T=300{ }^{\circ} \mathrm{C}$. Thus, we predict that the nucleation and growth of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ should start uniformly from all facets, leading to a semi-spherical core of $\mathrm{Cu}_{2-x} \mathrm{~S}$, similar to what can be seen in Fig. 5. We also calculated the surface formation energy of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ for low index cubic planes (see Fig. 6b). It was
found that energetically, $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ crystals should prefer to expose their $\{100\}$ surfaces more than the other ones as $\sigma_{100}(47$ $\left.\mathrm{meV} \AA^{-2}\right)<\sigma_{110}\left(64 \mathrm{meV} \AA^{-2}\right)<\sigma_{111}\left(231 \mathrm{meV} \AA^{-2}\right)$. Thus, as a rule of thumb, the clean cubic surfaces found in Fig. 5, can be attributed to the formation of $\{100\}$ facets in $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs. We further estimated the diffusion barrier of Ta inside the bulk of $\mathrm{Cu}_{2-x} \mathrm{~S}$. In this tightly packed structure, Ta needs to overcome a large energy barrier of 5.63 eV to diffuse between two neighbouring vacant Cu sites. The magnitude of this energy barrier shows that the diffusion of Ta into the depth of $\mathrm{Cu}_{2-x} \mathrm{~S}$ is a rare event, and $\mathrm{Cu}_{2-x} \mathrm{~S}$ to $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ transformation takes place at the boundary of two phases, leading to the formation of a core-shell structure. After the initial formation of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ on facets, Ta atoms need to diffuse through the bulk structure of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ to reach Ta depleted inner zones. Meanwhile, to satisfy stoichiometric constraints, a portion of Cu atoms needs to diffuse out of the $\mathrm{Cu}_{2-x} \mathrm{~S}$ core and along their way, they have to pass through $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ shell. Thus, we further studied the energy costs of Ta and Cu diffusion into bulk $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$, where the results are shown in Fig. 6c. The low packing concentration of atoms in $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ provides suitable diffusion channels (parallel to $\langle 100\rangle$ crystal edges) for Ta and Cu atoms as evident from Fig. 6c. We calculated the energy landscape along these diffusion paths, finding that Ta atoms have to overcome two periodic diffusion barriers of 1.58 and 1.78 eV , with a periodicity equivalent to that of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ unit cell ( $5.56 \AA$ ). In a similar scenario, Cu atoms can escape the core region by overcoming two periodic diffusion barriers of 0.18 eV and 0.45 eV , while passing the $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ diffusion channels.

Combining all these pieces to create a collective picture, the formation of the core-shell structure can be explained. Firstly, Ta atoms diffuse into Cu vacancy sites readily available on the surface of $\mathrm{Cu}_{2-x} \mathrm{~S}$ to form primary nucleation sites for growth of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. The lower formation energy of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ compared to $\mathrm{Cu}_{2-x} \mathrm{~S}$ propels this structural transformation further, by causing an outward flow of Cu atoms through diffusion channels that naturally exist in $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ structure. Simultaneously,
the Ta concentration gradient creates a flow of Ta atoms in a direction opposite to that of Cu atoms, through the same diffusion channels. Since the diffusion barrier for Ta atoms are more than three times higher than that of Cu atoms (bigger size of Ta atoms is one contributing factor to this), the rate of reaction is controlled by Ta diffusion. As the core of NCs is not easily reachable for Ta atoms, NCs form a core-shell structure, where the size of inner core region shrinks by the passage of reaction time. The size of $\mathrm{Cu}_{2-x} \mathrm{~S}$ parent crystals is one of the factors that determines the core to shell ratio during the reaction. In other words, bigger $\mathrm{Cu}_{2-x} \mathrm{~S}$ crystals are more prone to keep the remnant core region even at the end of the reaction. Another contributing factor is the vacancy concentration in $\mathrm{Cu}_{2-x} \mathrm{~S}$ crystals, to host the Ta atoms. A higher vacancy concentration will make Ta incorporation faster and also create a finer distribution of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ nucleation sites. Since vacancy concentration depends on the relative precursor concentrations, we can tune this to control the reaction rate.

## Conclusion

In this work, we synthesized cubic $\mathrm{Cu}_{3} \mathrm{TaS}_{4} \mathrm{NCs}$ by hot injection synthesis. Due to the soft Lewis acid nature of $\mathrm{Cu}^{+}$, it reacts with $\mathrm{CS}_{2}$, a soft Lewis base to form cubic $\mathrm{Cu}_{2-x} \mathrm{~S}$. Further, Ta gets incorporated into the $\mathrm{Cu}_{2-x} \mathrm{~S}$ NCs at the Cu vacancy site followed by the diffusion through the lattice. A Cu-rich reaction produces a lesser amount of Cu vacancies and slower incorporation of Ta , whereas a Cu deficit or low concentration condition produces a larger concentration of Cu vacancies that helps in faster incorporation of Ta , thus the faster formation of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ NCs. DFT calculations suggest that Ta prefers to occupy the Cu vacancies in $\mathrm{Cu}_{2-x} \mathrm{~S}$, followed by Ta diffusion into the lattice. Simultaneously, an outward flow of Cu atoms maintains the stoichiometric constraints imposed by $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$. The strength of the energy barrier for Ta diffusion is similar for $\{100\},\{110\}$ and $\{111\}$ surfaces, which allows the nucleation growth of $\mathrm{Cu}_{3} \mathrm{TaS}_{4}$ uniformly through all facets as observed in HRTEM images. Higher energy barriers found along the Ta diffusion path compared to Cu atoms imply that the reaction is controlled by the sluggish Ta diffusion, which is the origin of the core-shell structure found in NCs. The insights provided here will help in developing the synthesis of other ternary chalcogenides - which are otherwise not possible by direct synthesis.
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