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#### Abstract

By a combination of linear FTIR and Raman jet spectroscopy, racemic trans-1,2-cyclohexanediol is shown to form an energetically unrivalled $S_{4}$-symmetric heterochiral dimer in close analogy to 1,2 -ethanediol. Analogous experiments with enantiopure trans-1,2-cyclohexanediol reveal the spectral signature of at least three unsymmetric homochiral dimers. A comparison to signal-enhanced spectra of 1,2-ethanediol and to calculations uncovers at least three transiently homochiral dimer contributions as well. In few of these dimer structures, the intramolecular $\mathrm{OH} \cdots \mathrm{O}$ contact present in monomeric 1,2-diols survives, despite the kinetic control in supersonic jet expansions. This provides further insights into the dimerisation mechanism of conformationally semi-flexible molecules in supersonic jets. Racemisation upon dimerisation is shown to be largely quenched under jet cooling conditions, whereas it should be strongly energy-driven at higher temperatures. The pronounced energetic preference for heterochiral aggregation of vicinal diols is also discussed in the context of chirality-induced spin selectivity.


## 1 Introduction

Most complex molecules are chiral and when they dimerise via non-covalent interactions, the relative chirality of the two monomers matters. ${ }^{1}$ For small, weakly interacting molecules, this phenomenon of chirality recognition ${ }^{2}$ is usually quite subtle, typically amounting to less than $10 \%$ of the total binding energy. It has recently been argued that there is a fundamental energetical contribution with preference for homochiral pairings in the contact area between the molecules due to chirality-induced spin selectivity (CISS), ${ }^{3}$ although the size of this effect remains quite uncertain ${ }^{4}$ and it has not been detected unambiguously in the gas phase, so far. ${ }^{5}$ It is therefore questionable whether this systematic effect will distort the otherwise expected more or less random preference for homoor heterochiral aggregation due to the individual interplay of electrostatic, induction, dispersion and Pauli forces for different molecules. We note that empirical evidence at the level of macroscopic crystals actually points to an opposite preference for heterochiral assemblies, ${ }^{6}$ although perhaps not as pronounced as previously thought. ${ }^{7}$ On the theoretical side, it is not clear

[^0]which level of quantum chemistry is needed to capture the CISS effect accurately, whereas it is believed that the interaction will not be contained in typical mechanical force fields. ${ }^{4}$ In this context, and more generally towards a better understanding of chirality recognition phenomena, the aggregation of axially chiral 1,2-diols via conventional hydrogen bonds is of particular interest, because they offer a multitude of directional intermolecular hydrogen bond patterns. This can have interesting consequences in the solid. E.g., the simplest 1,2-diol, $\mathrm{HO}-\mathrm{CH}_{2}-$ $\mathrm{CH}_{2}-\mathrm{OH}$, crystallises in separate left-handed and right-handed, extended hydrogen-bonded networks, ${ }^{8}$ although its chirality is only transient in the liquid.

In a molecular dimer of 1,2-diols, the limited hydrogen bond pattern is complemented by secondary, less directional London dispersion interactions, ${ }^{9,10}$ which can be modulated by alkyl substitution next to the $\mathrm{C}-\mathrm{C}$ bond which connects the two OH groups. In this way, flexible hydrogen bond patterns can be favoured relative to rigid hydrogen bond networks because only the former allow for the co-optimisation of distant secondary interactions. This may lead to subtle intermolecular energy balances ${ }^{11}$ between different hydrogen bond patterns connecting the two 1,2-diols. Furthermore, alkyl substitution can modulate the barriers between different conformations and thus switch between transient and permanent chirality on different time and temperature scales by an interplay of dispersive and repulsive interactions. ${ }^{9}$

It has recently been shown computationally ${ }^{12}$ that there is a strong energetic preference for heterochiral pairing in the simplest representative 1,2-ethanediol (ED), on the order of
$20 \%$ of the total interaction energy. The cyclic hydrogen bond motif responsible for this stability differs from structural motifs observed in crystalline diols. ${ }^{13}$ Experimentally, the heterochiral dimer shows a high spectral visibility, when probed by linear infrared and Raman spectroscopy in supersonic jets. ${ }^{12}$ The homochiral dimer could not be assigned in the spectra at the time and it was speculated that it largely converts into the more stable heterochiral dimer by some bimolecular or perhaps even termolecular relaxation mechanism. This may not be considered surprising for transiently chiral vicinal diols at room temperature, where racemisation barriers can be overcome more easily than in the less fluxional binaphthyl compounds. ${ }^{14}$ However, in contrast to environmental equilibrium conditions, supersonic jet expansion efficiently suppresses such relaxation processes on its characteristic microsecond timescale, ${ }^{15}$ once the interconversion barrier exceeds $5-10 \mathrm{~kJ} \mathrm{~mol}^{-1}$. This is the case in ED and the only way to rationalise the spectral elusiveness of homochiral dimers besides band overlap and low spectral visibility were promotion of torsional relaxation by the dimerisation energy or monomer exchange via transient trimers. ${ }^{12}$ We note that for the related aminoethanol system with a stronger intramolecular hydrogen bond, a (non-exhaustive) search has identified a homochiral dimer with only two intermolecular hydrogen bonds as the most stable structure, whose IR spectrum is consistent with experiment. ${ }^{16}$ This contrasts the heterochiral preference in ED dimers.

In this work, we investigate the phenomenon systematically by studying cyclohexane analogues of ED, where the axial chirality of the ED unit can be controlled and homochiral dimers can be enforced. Specifically, trans-1,2-cyclohexanediol (hereafter abbreviated CD ) is studied as a racemate and in thermally stable enantiopure form, the latter only enabling homochiral dimers. Fig. 1 illustrates the similarities between ED and CD by showing the Newman projection of the enantiomer pairs. The infrared and Raman results for CD shed new light onto the previous ED case, for which improved spectra are also presented.

(a) 1,2-Ethanediol (ED)

(b) 1,2-Cyclohexanediol (CD)

Fig. 1 Newman projections of ED (a) and CD (b). The projections illustrate how interconversion of the ED enantiomers is possible whereas the cyclohexyl backbone demands a tetrahedral carbon inversion or similarly thermally demanding processes. The barrier was calculated at the B3LYP-D3/def2-QZVP level including zero point energy.

CD has been of considerable interest by itself and has been studied previously by X-ray diffraction, ${ }^{17}$ matrix isolation spectroscopy ${ }^{18}$ and in more or less inert solvents. ${ }^{18-23}$ As our work confirms as a side effect (see ESI $\dagger$ ), there are substantial spectral shifts induced by such environments. ${ }^{24}$ Furthermore, the energy sequence between cyclic and open intermolecular hydrogen bond patterns is likely to change by adding a solvent or matrix enclosure which can act as a hydrogen bond acceptor. While matrix isolation can be powerful for the study of intramolecular diastereoisomerism, ${ }^{25}$ the present work addresses more subtle intermolecular diastereoisomerism. Therefore it is essential to study these diols in the low temperature gas phase for the best match between theory and experiment. This is ambitious, because CD has no easily accessible UV chromophore for double resonance studies ${ }^{26,27}$ and its preferred dimer has a negligible dipole moment, thus counteracting microwave studies. ${ }^{28,29}$ Its solid state properties have been nicely summarised before. ${ }^{17}$ There is evidence for a higher stability and thus lower volatility of the racemic crystal, but also of polymorphism, which has to be kept in mind when comparing jet expansions from heated samples.

Technical improvements of linear vibrational spectroscopy techniques are important because the rarefied gas flows in a supersonic expansion require a high detection sensitivity, which is difficult to achieve for FTIR spectroscopy with incoherent light sources or for spontaneous Raman scattering. Furthermore, large molecules have limited volatility, which must be overcome by heating the gas flow and expansion nozzle. There are several successful realisations of heatable slit nozzles ${ }^{30}$ in infrared absorption spectroscopy, initially in combination with narrowband laser sources. ${ }^{31,32}$ More recently, jet FTIR spectroscopy has also been combined with nozzle heating. ${ }^{33-36}$ Our own heatable jet-FTIR setup ${ }^{12,37,38}$ was previously restricted to short double-slit nozzles with a limited column density of molecular clusters. This limitation is overcome in the present study.

## 2 Experimental techniques

The present combination of FTIR and Raman slit jet spectroscopy is similar to those used for the identification of alcohol clusters ${ }^{39}$ or amide trimers, ${ }^{40}$ the latter making use of a heated Raman setup. The lower volatility of ED and in particular of CD species requires a heated sample chamber and nozzle for the FTIR spectroscopy as well. This was previously realised by a short double-slit nozzle probed perpendicular to the central jet flow plane. ${ }^{12,37}$ Two new concepts to increase the optical pathlength for heated nozzles in FTIR spectroscopy are explored in this work. Both involve the use of a wedged pre-expansion chamber which matches the focused IR beam profile. In one case, the established concept of flowing a pre-heated gas pulse through a poppet-enclosed stationary sample reservoir (popcorn-jet ${ }^{37}$ ) is kept. However, the flow is now redirected through a fan-like preexpansion channel. In the other case, applicable only to liquid samples like ED, a small amount of the liquid sample is injected through a high pressure valve into the heated pre-expansion
chamber where it is picked up by a pulse of turbulent carrier gas flow.

As this is the first detailed report on the two new FTIR nozzle variants, some technical aspects are discussed (see also Table S2.1 in the ESI $\dagger$ for detailed differences in the experiments). In the first variant, the previously used double-slit nozzle plate is replaced by an individually heatable nozzle attachment. Thereby, an additional temperature control stage is introduced to the setup design, which provides a further variable to tune the cluster formation in the supersonic expansion. The nozzle geometry is changed from a double $0.5 \mathrm{~mm} \times 10 \mathrm{~mm}$ slit (with slits 10 mm apart $)^{12}$ to a single $0.2 \mathrm{~mm} \times 60 \mathrm{~mm}$ slit with an angle of $162^{\circ}$ to fit the approximate shape of the FTIR beam (V-nozzle). The gas pulse is synchronised such that the opening time ( 316 ms ) coincides with one scan of a Bruker IFS $66 \mathrm{v} / \mathrm{S}$ spectrometer (double-sided-fast-return mode). For the V-nozzle the opening time has been shortened ( 200 ms ) such that the valves are open only during the interferogram recording time for a more efficient substance use. Additionally, the opening pressure of the downstream poppet valve has been reduced from 10 psi to 5 psi . The signal enhancement by these changes can be seen in Fig. 2 for ED expansions in helium together with cartoons of the slit geometries. Although the spectrum recorded with the old design (a) contains a higher compound concentration due to a higher sample chamber temperature, the path length enhancement of the new design (b) still leads to a more than threefold higher total column density, recognisable for the aggregation-insensitive CH stretching bands. This is reproduced for the OH stretching bands of the monomer, which dominates both expansions. For the more IR-visible dimer, the


Fig. 2 FTIR spectra of ED using the popcorn-jet equipped with the doubleslit nozzle (a) and the V-nozzle (b). (a) was recorded at a sample temperature of $80^{\circ} \mathrm{C}$, a nozzle temperature of $100^{\circ} \mathrm{C}$ with an opening time for the valves of 316 ms and an opening pressure of 10 psi ( 144 scans ). (b) was recorded at a sample temperature of $60^{\circ} \mathrm{C}$, a nozzle temperature of $80^{\circ} \mathrm{C}$ with an opening time for the valves of 200 ms and an opening pressure of 5 psi (371 scans). In both cases, the stagnation pressure was 1.50 bar. The numbers above the bands indicate the intensity gain factor based on peak integrals. In view of the differences in nozzle width, temperature and acquisition window, the gain factors should only be regarded as semiquantitative, but the lower dimer/monomer ratio of spectrum (b) is significant.
column density enhancement from (a) to (b) is somewhat less due to the higher dilution in (b). That is actually welcome because it provides a better suppression of the unwanted larger cluster background. Therefore, the spectrum from the V-nozzle design variant of the popcorn-jet (b) is much improved and supports the present detection of homochiral dimers considerably.

For the second variant, nicknamed risotto-jet (rapid injection of solutions into a turbulent flow oven), a scheme is shown in Fig. 3. The liquid sample is pressurised with an HPLC pump to 90 bar and a small amount (estimated to be in the singledigit microlitre range) is rapidly injected through a capillary with 0.18 mm internal diameter and a pneumatic high pressure valve ( 60 ms opening time) into a heated $\left(200{ }^{\circ} \mathrm{C}\right.$ ) evacuated flow oven, where it is vaporised. At the end of the injection the vapour is picked up by a pulse of the carrier gas, coming from a 16 L reservoir at 800 mbar through twin solenoid valves and a swing check valve, the latter preventing the vapour from entering non-heated parts of the setup. The mixture is expanded through a symmetrically wedged $0.2 \mathrm{~mm} \times 90 \mathrm{~mm}$ slit nozzle into vacuum. The supersonic jet is probed by a 62 ms scan of a Bruker Equinox 55 spectrometer (single-sided-fastreturn mode) and the wedged nozzle allows for a close approach to the focused beam profile. By tuning the double synchronisation between droplet injection, carrier gas pulse and interferometer scan, different concentrations in the expansion can be probed for the same temperature settings. The spectral resolution is currently limited to $3.5 \mathrm{~cm}^{-1}$ to reduce the effect of mechanical vibrations.

As illustrated in Fig. S4.1 in the ESI, $\dagger$ for ED, the risotto-jet setup is already capable of providing spectra of comparable quality as the previous popcorn jet design with a short double slit nozzle, despite a smaller stagnation pressure and a higher nozzle temperature. Significant potential for improvement remains due to the longer slit length, but this potential is currently restricted due to limitations of the employed spectrometer with less IR throughput than the popcorn-jet spectrometer, the mechanical vibrations associated with the liquid injection and turbulent gas mixture, and the size of the temporal window which offers the best mixing ratio. Once these limitations are overcome, the risotto-jet offers the possibility to study binary liquid solutions with different volatility of the components because full evaporation allows for complete control of the gas phase composition. This is currently not the case for the popcorn-jet, where the gas phase mixing ratio is proportional to the partial vapour pressure of the components, because the solid or liquid components are enclosed in a common heated reservoir. Therefore, the risotto-jet setup has the potential to directly reveal solution effects by comparing the FTIR spectra in solution to those of jet-cooled molecules and aggregates of the constituents generated from the same solution (see ESI $\dagger$ Table S2.8 for the size of such effects). Another potential advantage of the risotto-jet is the restriction of compound heating to fractions of a second, rather than hours. This might in some cases allow extending the range of substances to be studied by FTIR jet spectroscopy to less thermostable compounds, in particular with improved $\mu \mathrm{L}$ injection methods.


Fig. 3 Scheme of the risotto-jet setup (rapid injection of solutions into a turbulent flow oven).

To prepare the gas mixtures for the Raman jet spectroscopy, ${ }^{40}$ a heatable saturator had to be thermostatted at $40^{\circ} \mathrm{C}$ for ED and $80^{\circ} \mathrm{C}$ for CD. The tubing (length 265 cm ) connecting the saturator to the slit-nozzle including the nozzle body itself was kept $10{ }^{\circ} \mathrm{C}(\mathrm{ED})$ and $20^{\circ} \mathrm{C}(\mathrm{CD})$ higher than the saturator to avoid condensation and to control aggregation. Stagnation pressures of 1.0 bar (ED) and 1.4 bar (CD) were needed to optimise the formation of cold dimers. Unlike the IR experiments, the expansion for Raman spectroscopy is continuous to ensure a stable cluster composition during the long exposures needed for the low spontaneous Raman scattering photon flux. A Spectra Physics Millenia 25 eV 532 nm laser was used, operating at 25 W (continuous wave) to maximise the photon flux. The distance between the slit nozzle and the parallel laser beam was set to $2.0 \mathrm{~mm}(\mathrm{ED})$ and $1.25 \mathrm{~mm}(\mathrm{CD})$. The scattered light was collected perpendicular to the laser and the nozzle flow via a camera lens and focused onto a 1 m monochromator (McPherson) which disperses the photons for a $\mathrm{LN}_{2}$-cooled CCD-camera (Princeton, PyLoN 400). The camera was operated in vertical binning mode. The combination of laser and monochromator results in a resolution of about $1 \mathrm{~cm}^{-1}$. Exposure times of $10 \mathrm{~min}(E D)$ and $4 \mathrm{~min}(C D)$ were used and co-added over 10 (ED and enantiopure CD) and 7 (CD racemate) exposures. To calibrate the raw spectra in the frequency domain neon lines were measured and compared to the known vacuum transitions of the NIST database. ${ }^{41}$ Spikes due to cosmic rays were eliminated by comparing multiple exposures for the same pixel column.

## 3 Computational techniques

Structure optimisations based on manually chosen starting geometries and harmonic frequency calculations were carried
out with the ORCA (version 4.0.1.2) program package. ${ }^{42,43}$ The B3LYP functional ${ }^{44,45}$ was used which has proven to yield reliable energies and frequencies in the past. ${ }^{12,40}$ To account for London dispersion, Grimme's D3 correction including three-body terms in conjunction with Becke-Johnson damping was used (B3LYP-D3). ${ }^{46,47}$ Comprehensive theoretical benchmarks by Burns et al. and Mardirossian et al. further show the suitability of this combination for capturing non-covalent interactions. ${ }^{48,49}$ The def2-TZVP and def2-QZVP basis sets were employed, also to assess residual (small) BSSE and other basis set incompleteness effects on structures, energies and wavenumbers. ${ }^{50}$ To speed-up the calculations, density fitting (RIJCOSX) ${ }^{51}$ was used with the corresponding auxiliary basis set. ${ }^{52}$ Due to the way ORCA computes Raman activities, numerical frequency calculations had to be carried out. Furthermore the double harmonic approximation implying linear dipole functions was used. Pre-optimisations for a fast screening of many possible conformations were obtained by the recently proposed B97-3c functional. ${ }^{53}$ Example inputs for the ORCA calculations can be found in the ESI $\dagger$ (see Table S2.2).

The computed Raman activities are subsequently converted to differential (per unit angle) cross sections ( $\sigma^{\prime}$ in $\mathrm{m}^{2} \mathrm{sr}^{-1}$ ). Hereby we account for the perpendicular laser polarisation relative to the scattering plane, the method of detection (i.e. photon counting), an estimated vibrational temperature (100 K) and the polarisation and frequency dependence of the grating. ${ }^{54}$ The grating is less efficient for parallel polarised light, which is corrected for by dividing the parallel component of the Raman activity by a recently reevaluated empirically determined polynomial function. ${ }^{55}$ Hence in the case of strongly polarised totally symmetric vibrations (depolarisation ratio of 0 ) no grating correction would be required.

To validate that no relevant structures had been overlooked by the manual structure search, molecular dynamics simulations were carried out with the GFN2-xTB (Geometries Frequencies Noncovalent Interactions version 2 - extended Tight Binding) $)^{56,57}$ semiempirical method coupled with the CREST (Conformer-Rotamer Ensemble Sampling Tool) program. ${ }^{58}$ The standard iMTD-GC (iterative Meta-Dynamic - Genetic Crossing) workflow was used. Cluster structures found in this manner were pre-optimised as before and followed up by a B3LYP optimisation.

To obtain transition states the reaction path was calculated using Woelfling in the TURBOMOLE (version 7.2) program package. ${ }^{59}$ The transition states obtained in this manner were then optimised using ORCA. Reported energy barriers include harmonic ZPE correction for all positive curvatures at the B3LYP-D3/def2-QZVP level of computation. No correction for the (small) basis set superposition error (BSSE) was made.

Furthermore, symmetry adapted perturbation theory (SAPT) was applied to the B3LYP geometries to compare the influence of London forces between the different conformers of ED and CD. In particular we used SAPT2+/aug-cc-pVDZ as implemented in the psi4 (version 1.3.2) program package. ${ }^{60}$ This variant was chosen as a compromise between accuracy and computational cost based on the benchmark of Parker et al., ${ }^{61}$ who tested many different levels of SAPT as well as basis sets. Density fitting and the frozen core approximation were used for a speedup of the calculations.

## 4 Results and discussion

### 4.1 Predicted conformational and configurational preferences

The two most stable monomer conformations of ED and CD are structurally closely related, both featuring a weak intramolecular hydrogen bond or at least bridge from the donor OH to the acceptor OH . The associated $\angle \mathrm{OHO}$ angle is $(109 \pm 2)^{\circ}$ for the four structures, and thus very similar. This weak and strained contact slightly prefers a roughly collinear orientation $\left(\mathrm{M}, \angle \mathrm{OOH} \approx 140^{\circ}\right)$ over a more perpendicular orientation $\left(\mathrm{M}^{\prime}, \angle \mathrm{OOH} \approx 110^{\circ}\right)$ of the interacting OH groups, which is illustrated in Fig. 4. We draw the border between these two $\mathrm{OH} / \mathrm{OH}$ orientations, which will also play a role in the dimers, at an OOH angle of $120^{\circ}$.

Compared to ED, the flexibility of CD is reduced and coupled to the ring conformation. To realise an intramolecular hydrogen bridge, the OH groups in CD have to assume a doubly


Fig. 4 Illustration of the $M$ and $M^{\prime}$ nomenclature with the two most stable monomers of ED and CD as examples. The OOH angle determining the denotation is also shown. Fixation of the OCCO helicity by the cyclohexane ring is seen to have little effect on the diol unit.
equatorial chair conformation. The diaxial conformations come with an energy penalty of more than $12 \mathrm{~kJ} \mathrm{~mol}^{-1}$ due to the missing hydrogen bridge and unfavourable diaxial interactions. They will therefore be neglected in this work. M and $\mathrm{M}^{\prime}$ differ in energy by about $1 \mathrm{~kJ} \mathrm{~mol}^{-1}$ for ED and $\mathrm{CD}^{19,62}$ with significant zero point vibrational energy (ZPVE) contributions, as elaborated in Tables S2.3 and S2.4 in the ESI. $\dagger$ The interconversion barrier between M and $\mathrm{M}^{\prime}$ is around $4 \mathrm{~kJ} \mathrm{~mol}^{-1}$ such that equilibration in the jet will be feasible to some extent, further assisted by the short interconversion path and small associated mass and largely equivalent for ED and CD. The observed relative abundance of $\mathrm{M}^{\prime}$ and M is expected to fall somewhere in between the thermal equilibrium at the nozzle temperature and exclusive population of the global minimum conformer M (including ZPVE). Indeed, using computed energy differences and spectroscopic cross sections, ${ }^{11,15}$ effective conformational temperatures around $100-150 \mathrm{~K}$ are obtained (Table S2.3 in the ESI $\dagger$ ).

The dimers of ED and CD require several conformational specifications for a unique identification, but for simplicity we focus on relative chirality (hom or het) of the two OCCO torsion angles and hydrogen bond pattern ( 2 isolated, 3 openly, or 4 cyclically arranged intermolecular hydrogen bonds), adding a subscript b (for bifurcated) if a dangling OH is doubly coordinated by two OH groups of the other molecule, thus breaking the cooperativity chain, which is realised when no b is added. A prime $\left({ }^{\prime}\right)$ is added for each dangling (or just intramolecularly connected) terminal OH if the intermolecular OOH arrangement resembles the intramolecular one for $\mathrm{M}^{\prime}$ by having an OOH angle smaller than $120^{\circ}$. If a label reoccurs for a higher energy conformation (using CD at B3LYP-D3/def2-QZVP level as a naming reference), an ' $a$ ' is added to the name of this conformation. Thus, hom $3^{\prime}$ involves two monomers of the same OCCO helicity forming a sequence of $\mathrm{OH} \cdots \mathrm{OH} \cdots \mathrm{OH} \cdots \mathrm{OH}$ hydrogen bonds, where the terminal OOH angle is less than $120^{\circ}$. A homochiral structure with two intermolecular hydrogen bonds and two dangling arrangements (non-intermolecular hydrogen bonds) with OOH angles less than $120^{\circ}$ is denoted hom $2^{\prime \prime}$ and the most stable heterochiral bonding pattern is named het4. The label hom3 stands for a torsional isomer related to hom $3^{\prime}$ with the terminal OH oriented more in line with the coordinating OH and hom3a is a higher energy variant of it. The key difference between hom3 and its hom3a variant is that the CC backbones of the monomers are oriented rather parallel in the case of hom3a whereas they have an orthogonal arrangement for hom3 (see ESI $\dagger$ Fig. S1.1).

The results of extensive searches for energetically low-lying dimers of ED and CD yield a qualitatively similar energy pattern, which is compared in Fig. 5. The dashed lines in Fig. 5 illustrate the effect of moving from ED to CD. Interactive as well as static representations of the dimer structures are provided in the ESI $\dagger$ (interactive: Fig. S1.1 and S1.2; static: Fig. S1.1a and S1.2a). By far the most stable dimer is het4 in both cases, featuring an $S_{4}$-symmetric cyclic hydrogen bond pattern with significant strain. ${ }^{12}$ Beyond a gap of $>6 \mathrm{~kJ} \mathrm{~mol}^{-1}$, a larger number of het and hom dimers with 2 or 3 intermolecular hydrogen bonds follows. All electronic and ZPE corrected energy


Fig. 5 ZPV-corrected relative energies of the lowest 11 dimer structures for ED (inner) and CD (outer columns) at B3LYP-D3/def2-QZVP level, distinguishing between heterochiral (left) and homochiral (right) pairings. For ease of identification the colour coding corresponds to that from Fig. 7. Energy levels in grey indicate that those structures are not relevant for the experimental spectra. Since hom3 may spectrally overlap with hom $3^{\prime}$ it is shown in dark red and not visualised. Dashed lines connect corresponding ED and CD structures and thus visualise the effect of the cyclohexyl substitution.
values can be found in the ESI $\dagger$ (see Table S2.5). A major difference between CD and ED is the stabilisation of flexible 2 -fold hydrogen-bonded structures, likely caused by interactions due to the cyclohexyl rings. They thus compete with the most stable 3-fold hydrogen-bonded structures for CD, which is not the case for ED. ${ }^{12}$

Of particular interest is the $2 \mathrm{~kJ} \mathrm{~mol}^{-1}$ window above the lowest het and hom structure, respectively. In the het case, there is no competitor to het4, even in a threefold larger window. In the hom case, there are four competing structures with quite some variation from ED to CD (see Fig. S1.1 in the ESI $\dagger$ ). For both compounds, the global hom minimum is hom $3^{\prime}$ with its characteristic zig-zag hydrogen bond pattern. In ED, it is closely followed by a slightly twisted terminal OH arrangement (hom3), which is shifted to rank 4 in CD, presumably due to interactions with the cyclic residue. A backbone puckering variant of hom3, hom3a, is placed third in ED, but shifted out of the window in CD. Instead, a somewhat unfavourable floppy ED dimer with only two intermolecular hydrogen bonds (hom $2^{\prime \prime}$ ) is predicted to be the second-most stable hom structure in CD. Finally, a bifurcated hydrogen bond pattern where the dangling OH group is intermolecularly coordinated at both lone electron pairs gains slightly from ED to CD, but this hom $3_{\mathrm{b}}{ }^{\prime}$ structure is always in the $2 \mathrm{~kJ} \mathrm{~mol}^{-1}$ window.

The aforementioned stabilisation of hom $2^{\prime \prime}$ in the CD case, as well as its heterochiral analogue, is likely caused by an interplay of the deformation energy ( $E_{\text {Def }}$ with ED as reference) relative to the two monomer subunits realised in het4 and long range dispersion interactions between the cyclohexyl residues. The deformation energy is the amount of energy that is needed to transform two of the most stable monomers (M) to the conformation that is found in each dimer. ${ }^{63-65}$ As M and $\mathrm{M}^{\prime}$


Fig. 6 Overview of the CD dispersion contributions (orange), deformation energies (dark red) and the resulting sum (red). All values are given relative to the corresponding ED value and relative to the effect for het4. The absolute components for this double difference are provided in the ESI $\dagger$ (Fig. S3.1 and S3.2). Negative values indicate a stabilisation by deformation (dark red) or London dispersion (orange) or both (red) relative to het4 and relative to the ED case. het2" and hom $2^{\prime \prime}$ profit most from the net effect of deformation and dispersion.
for ED and CD are almost isoenergetic, we define the deformation energy relative to M . For the computation of the deformation energies single point calculations were performed on the monomers. As CD is more rigid than ED the deformation energy for the highly strained het4 dimer increases (see ESI $\dagger$ Fig. S3.1). This results in a relative stabilisation of all other important CD dimers with respect to het4 in comparison to ED, which is indicated by the negative sign of $E_{\text {Def }}$ in Fig. 6. The intermolecular dispersion energies ( $E_{\text {Disp }}$ ) are taken from SAPT2+/aug-cc-pVDZ calculations. In both, the ED and the CD case, het 4 profits most from dispersion interactions (see ESI $\dagger$ Fig. S3.2) due to its compactness. In ED and CD, all dimers with three hydrogen bonds exhibit similar but lower $E_{\text {Disp }}$, because they are less compact. This is also the case for dimers with two hydrogen bonds. In CD , however, hom $2^{\prime \prime}$, het $2^{\prime \prime}$ and hom $3_{\mathrm{b}}{ }^{\prime}$ gain significantly in comparison to het4 of ED, resulting in negative values for $E_{\text {Disp }}$ in Fig. 6 for these conformers. Although hom3 ${ }_{\mathrm{b}}{ }^{\prime}$ benefits significantly from dispersion the deformation energy contribution is much smaller than for hom $2^{\prime \prime}$ and het $2^{\prime \prime}$. Overall het $2^{\prime \prime}$ and hom $2^{\prime \prime}$ are expected to be lower in energy by at least a factor of two in comparison to most other conformers, in this double difference. Therefore an interplay of dispersion and deformation energies yields a plausible qualitative explanation for their stabilisation. An identical analysis as in Fig. 6 can be found in the ESI, $\dagger$ with results from sSAPT0/jun-cc-pVDZ calculations (see Fig. S3.3, ESI $\dagger$ ) as well as $E_{\text {Disp }}$ estimated by the D3(BJ,abc) terms (see Fig. S3.4, ESI $\dagger$ ), which qualitatively yield the same results. Furthermore the ESI $\dagger$ (see Fig. S3.5) includes correlation plots for optimised geometries (including ZPE) without dispersion correction, which also indicate the stabilising effect of London forces on het4.

The robustness of the harmonic B3LYP-D3/def2-QZVP prediction is discussed in the ESI, $\dagger$ by comparing it to a def2-TZVP
(see ESI $\dagger$ Fig. S3.6) and to the former Pople (see ESI $\dagger$ Fig. S3.7) basis set results for ED. ${ }^{12}$ It is found that the hom/het gap increases with smaller basis set, indicative of more pronounced BSSE and other basis set incompleteness effects for the compact structure. In the hom-quartet, there is some rearrangement, but the lowest hom $3^{\prime} /$ hom 3 pair persists for ED.

The interconversion barrier from the hom 3 to the hom $3^{\prime}$ structure is on the order of $1 \mathrm{~kJ} \mathrm{~mol}^{-1}$, indicative of efficient relaxation under jet-cooling conditions. However, the two structures are also predicted within $1 \mathrm{~kJ} \mathrm{~mol}^{-1}$ of each other and therefore most likely remain populated in the jet, similar to
the $\mathbf{M} / \mathbf{M}^{\prime}$ monomer pair. For the higher energy hom dimer conformers, observation in the jet will depend on both, their relative energy and their barrier for structural relaxation. ${ }^{11,15}$

The judgement about which secondary hom-dimers survive the jet expansion will therefore depend on a comparison of the theoretical harmonic spectra with the experimental ones. Fig. 7 provides such theoretical IR spectra in a three panel comparison. The centre panel shows calculated double harmonic OH -stretching IR band-strengths for het4 (black) and three of the four structures which are most stable for hom ED dimers (hom3', hom3a, hom3 ${ }_{b}{ }^{\prime}$ ). hom3 is not simulated explicitly because of its likely


Fig. 7 Comparison of the simulated (a) IR and (b) Raman spectra as well as experimental (c) IR and (d) Raman spectra (red traces an order of magnitude downscaled to show the monomer peaks) for racemic CD (top), ED (middle) and enantiopure CD (bottom). The simulated spectra are based on the B3LYP-D3/def2-QZVP level of computation and correspond to equal amounts of het and hom dimers, the latter shared equally among 3 relevant conformations for ED, and also CD. The spectra are shifted $(\rightarrow)$ to match the experimental position of the strongest het4 (ED) band. This is also the case for experimental CD spectra $(\leftarrow)$ to align them experimentally to ED. Bands are enumerated in a spectrally descending manner and are highlighted in the corresponding colour. * indicates a residual peak due to a spike and T a trimer.
relaxation to hom3 $3^{\prime}$ and their spectral similarity. For comparison, the upper panel shows the corresponding CD dimer spectra for het4, hom3 ${ }^{\prime}$, hom2" ${ }^{\prime \prime}$, hom3 ${ }_{\mathrm{b}}{ }^{\prime}$, again leaving out the unstable hom3 contribution. Bear in mind that hom3a is now replaced by hom $2^{\prime \prime}$ as a consequence of the cyclohexyl substitution. The lower panel corresponds to the upper one, with the heterochiral contribution of het 4 removed and the hom-contributions thus doubled in intensity. Note that all harmonic spectra are shifted on the wavenumber axis such that the main het4 signal always agrees with the experimentally observed ED peak. This downshift ( $131 \mathrm{~cm}^{-1}$ for ED and $118 \mathrm{~cm}^{-1}$ for CD) accounts for anharmonicity and electronic structure error and in the CD case also for the substitution effect.

The het4-matched spectra demonstrate several aspects which are favourable for a CD-inspired ED hom-dimer reanalysis. The predicted OH stretching IR pattern is qualitatively similar among ED and CD dimers and sufficiently spread out to identify different conformations. The cumulated OH intensity for each conformation with more than two intermolecular hydrogen bonds is relatively similar (within $\pm 30 \%$, see ESI $\dagger$ Table S2.5) such that all potentially observable conformations have a similar IR and Raman visibility. The most stable hom3 dimers may be partially hidden underneath the dominant het 4 band and enantiopure CD investigation is necessary to uncover this overlap.

Before moving to the comparison with experiment, we briefly discuss a previous computational investigation. Jesus and Redinha report one cyclic CD homo dimer with 2 intermolecular hydrogen bonds (not hom2" presented here) and one open dimer with a single intermolecular hydrogen bond at the B3LYP/6-311G ${ }^{* *}$ level of computation. ${ }^{19}$ This is very different from the present findings. Likely reasons are the omission of dispersion correction in the primary B3LYP search and the use of M06-2X only for reoptimisations. In addition, it appears probable that their conformational search building on crystallographic data ${ }^{66,67}$ as well as the CFF91 force field ${ }^{68,69}$ was incomplete, because their reported dimer structures show large amounts of surviving intramolecular hydrogen bonds which our study does not support for the lowest energy structures. Given that CFF91 focuses mainly on proteins it might also be inherently inadequate for dimers/trimers of diols. Further sampling issues may apply. The fact that they still find good agreement between theory and solution phase spectroscopy underscores the limited conclusiveness and discrimination power of the latter. This is largely due to the thermally induced broadening of spectra caused by the sensitivity of hydrogen bond shifts to excitation, but also due to solvent-induced shifts, which are not so easy to model (see ESI $\dagger$ Table S2.8). It clearly calls for a supersonic jet study as presented in this work, although even this suffers from conformational overlap and therefore only allows for cautious interpretations.

### 4.2 Experimental dimer conformational and configurational preferences

With the robust theoretical IR and Raman predictions in Fig. 7 (see ESI $\dagger$ Fig. S4.2 for an analogous plot at B3LYP-D3/def2-TZVP level, where BSSE and other basis set incompleteness effects
may be somewhat more pronounced), we can turn to the experimental spectra. The previous assignments of the monomer bands of ED remain the same. ${ }^{12}$ Compared to room temperature gas phase fundamental spectra, ${ }^{70}$ the jet cooling helps in resolving the two conformers M and $\mathrm{M}^{\prime}$, as does overtone spectroscopy. ${ }^{71}$ In case of CD only three monomer bands can be observed in contrast to the four of ED, as seen in Fig. 7. For a better visibility of the monomer signals in the experimental Raman spectra, scaled spectra are shown in red. The frequency calculations for CD predict an overlap of the bound OH -stretching vibration of M with the free OH vibration of $\mathrm{M}^{\prime}$. A relaxation study revealed that this is indeed the case (see ESI $\dagger$ Fig. S4.3). The fourth band (w) is due to water impurities. ${ }^{72}$ The predicted shifts as well as the energetic order are in good agreement with the experiment (see ESI $\dagger$ Table S2.3 and Fig. S4.5, S4.6).

The introduction of the cyclohexyl backbone leads to permanent chirality, which allows us to enforce the formation of homochiral dimers by using enantiopure CD. In case of the racemate homo- and heterochiral dimers are expected to form largely statistically with a ratio close to $1: 1$. It follows that the intensity of the homochiral dimer bands should roughly double for enantiopure CD in comparison to the racemate if the volatility is similar. The energy gap of more than $6 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above het4 may prevent formation, stabilisation or detection of the less stable hetero dimers. The shallow $2.0 \mathrm{~kJ} \mathrm{~mol}^{-1}$ barrier for het3 certainly prevents stabilisation in the expansion. Depending on the level of theory het3 exists as a shallow minimum slightly lower in energy than het3' along its (het3') relaxation pathway to het4. Due to this fact het 3 is not shown in Fig. 5. For the homo-dimers hom $3^{\prime}$, hom $2^{\prime \prime}$ and hom $3_{b}{ }^{\prime}$ are energetically feasible, only $0.5 \mathrm{~kJ} \mathrm{~mol}^{-1}$ apart from each other. hom 3 is $1.6 \mathrm{~kJ} \mathrm{~mol}^{-1}$ higher, but poorly separated from hom $3^{\prime}$ by a $0.3 \mathrm{~kJ} \mathrm{~mol}^{-1}$ barrier. Due to the close energetic proximity of the three remaining dimers, their populations are estimated to be roughly equal, even if relaxation within the hom family modifies statistical formation. This leads to simplified statistical weights for het $4: \operatorname{hom} 3^{\prime}: \operatorname{hom~}_{3}{ }^{\prime}:$ hom $2^{\prime \prime}$ of $3: 1: 1: 1$, which are chosen in Fig. 7a and b (top panel). It should be noted that the overall IR and Raman visibility of the hom $2^{\prime \prime}$ dimer is comparatively weak with respect to the other dimers (see ESI $\dagger$ Table S2.5).

The strong het 4 bands 1 and 4 are the most prominent in the simulated and experimental IR and Raman spectra, respectively. Band 4 (A species) is not visible in the IR, due to the $S_{4^{-}}$ symmetry of het4. Although not ruled out by symmetry, band 1 (B species) is hardly Raman active. The doubly degenerate band $2 / 3$ (E species) is visible in both cases. Interestingly, all het4 bands overlap to some degree with homo-dimers. By comparing the experimental racemate and enantiopure spectra this becomes evident. The overlap is especially prominent for band 1 in the IR and band 4 in the Raman spectra with hom $2^{\prime \prime}$ and hom $3^{\prime}$ in either case. The broad structure in the centre of the experimental Raman spectrum of the racemate can be explained by an overlap of band 2 and 3 of hom $3^{\prime}$ and hom $2^{\prime \prime}$, respectively. Bands 4 of the two dimers also overlap. In the IR
some intensity increase is visible when switching to the enantiopure CD . This slight increase might be due to some overlap with the most stable hetero-trimer which is not present in the enantiopure case, therefore increasing to a lesser degree. Since band 1 and 2 of hom $2^{\prime \prime}$ exhibit fairly low intensities they cannot be observed in the racemate. Band 1 also likely overlaps with monomer bands and hence cannot be seen. Because of the intensity increase for the enantiopure CD expansion, band 2 becomes visible. hom3 ${ }_{\mathrm{b}}{ }^{\prime}$ exhibits fairly similar calculated intensities, except for 1 which is missing in the IR. This is in good agreement with the experiment as well as the predicted shifts (see ESI $\dagger$ Fig. S4.6). An overlap of band 1 by hom $3^{\prime}$ and hom $3_{\mathrm{b}}{ }^{\prime}$ is also possible and might explain the fairly high experimental Raman intensity in comparison to the simulation. The proposed intensity increase by a factor of 2 in the enantiopure spectra cannot be observed, although a rise is clearly present (e.g. band 1 increases roughly by a factor of 1.5 in the Raman spectrum). Overlap with het-bands is a possible reason. Furthermore the effective vapour pressure of the enantiopure CD is most likely lower, as indicated by lower monomer signals (i.e. racemate scaled by 0.7 (IR) and 0.9 (Raman)). At first glance, this is nicely parallel to ED, which is a conglomerate former when crystallised. ${ }^{8}$ However, in the case of CD there is evidence in the literature that the racemic form is more stable and thus less volatile. ${ }^{17}$ Therefore, the concentration probed in the jet is more likely a consequence of different effective contact areas in the sample pickup. Also, the expansion conditions might have slightly varied between the two experiments. All this can explain the quantitative deviations from the statistically expected factor of 2.

As previously mentioned het4 remains the most stable dimer when switching from CD to ED. het3' can easily relax to het4 under jet conditions (barrier $1.5 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ). Therefore het4 should be the dominant hetero-dimer present in the expansion. As in CD, four homo-dimers are energetically feasible, namely hom3', hom3, hom3a and hom3 ${ }_{b}{ }^{\prime}$. hom3 is neglected for simplicity due to its shallow ( $0.9 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) barrier to hom3'. Since the three hom dimers are energetically separated by only $1.6 \mathrm{~kJ} \mathrm{~mol}^{-1}$, equal population is approximated. This leads to coarse statistical weights for het $4:$ hom $^{\prime}{ }^{\prime}$ : hom3a: hom $3_{b}{ }^{\prime}$ of $3: 1: 1: 1$ which are shown in Fig. 7 (middle panel). Thus the only major change from CD to ED is that hom $2^{\prime \prime}$ is substituted by hom3a.
het 4 can again be easily spotted in the experimental IR and Raman spectra of ED (see Fig. 7c and d). The predicted shifts with regard to M (see ESI $\dagger$ Fig. S4.5) as well as the intensities are in good agreement with the experiment. The intensity pattern of het4 is similar to CD although the (absolute) predicted intensities are smaller than for CD in both the IR and Raman spectra. Between the monomer signals in the Raman spectrum a band is present which could consist of an overlap of the dangling hydroxyl groups from all three homo-dimers. The fairly high experimental intensity in contrast to the simulated spectra indicates that this is indeed the case. The free OH -stretching vibration cannot be observed in the predicted and experimental IR-spectra. Furthermore band 2 of hom3' again overlaps with band 1 of het4 in the IR visible as a shoulder. It is also present in the Raman spectrum. An overlap with band 4 of het 4 in the Raman spectra does not take place since band 4 is shifted towards lower
wavenumbers in comparison to CD. Band 4 of hom3 ${ }_{b}{ }^{\prime}$ is likely present as a small shoulder of band 4 of het 4 since it is visible in the IR as a small band. However band 2 of hom3 ${ }_{b}{ }^{\prime}$ is not visible due to its low intensity. Band 4 of hom $3^{\prime}$ and hom3a, which overlap, can be observed as a distinct signal in the Raman spectrum, whereas in the IR they are hardly visible. Their presence in the IR can only be inferred from the position of the Raman signal. Given the comparatively low intensities of band 3 of hom $3^{\prime}$ and hom3a it is unlikely to be observed in the experimental spectra. The most prominent remaining band is possibly caused by an overlap of band 2 of hom3a and band 3 of hom3 $3_{b}{ }^{\prime}$. This overlap could partially explain the comparatively high experimental intensity in comparison to the simulations but the assignment remains tentative. The signal marked with T is due to a trimer or larger cluster which can be shown by more dilute spectra (see ESI $\dagger$ Fig. S4.4). An overview of all assigned bands can be found in the ESI $\dagger$ (see Table S2.6). Confirmation for the correct assignments comes from the systematic correlation of the harmonic predictions for downshifts relative to the free monomer OH signal with the experimental anharmonic downshifts (Fig. S4.5 and S4.6 in the ESI $\dagger$ ). It reflects the characteristic slight overestimation of B3LYP for such hydrogen bonding effects ${ }^{39}$ and should not be blamed only on the harmonic approximation but rather on an intrinsic deficiency of such density functionals, which is only partly relieved by the hybrid HartreeFock character of B3LYP.

In summary, the close analogy between the CD and ED spectra despite a blocked OCCO interconversion for CD suggests that formation of ED dimers is also largely statistical in terms of the OCCO angle. No interconversion between the helical enantiomers has to be invoked to explain the spectra. This interpretation is qualitatively supported by the close similarity of the spectra obtained by the three different jet-FTIR techniques explored in this work, as demonstrated in Fig. S4.1 in the ESI, $\dagger$ for the transiently chiral ED. If interconversion between transient hom and het dimers were feasible under jet expansion conditions, one would expect significant differences between hot low pressure expansions (risotto-jet) and colder expansions at higher pressure (popcorn-jet variants) (Table S2.1 in the ESI $\dagger$ ).

The spectral analogies between ED and CD help to identify previously unassigned bands as hom dimers. The previous elusiveness of these hom pairs can now be explained by the fact that the spectral intensity is distributed over three to four conformations with partial het overlap, whereas most of the het dimer population appears to collapse into a single dominant het4 structure with symmetry- and cooperativity-enhanced prominent bands.

### 4.3 Implications for chirality-induced spin selectivity

Regular electrostatic, induction, London dispersion and exchange repulsion mechanisms should more or less randomly favour homochiral and heterochiral dimers in terms of global minimum structure, when averaged over all conceivable transiently or permanently chiral molecular systems. However, there is an empirical preference for racemic crystals ${ }^{6}$ which might indicate systematically better packing for heterochiral pairings. On the other hand, it was proposed that CISS could add an
extra term which always favours homochiral pairings, ${ }^{4}$ because favourable concerted electron fluctuations giving rise to dispersion interactions generate preferentially spin-paired contact surfaces between homochiral entities and thus reduce Pauli repulsion relative to heterochiral contacts. The class of 1,2-diol dimers could represent a suitable testing system for this issue, because they exhibit up to 4 hydrogen bonds which provide a rigid and intense contact between the chiral units, at which CISS effects could develop. There are two major challenges to turn this situation into a CISS testing ground. The energy gap between the homo and hetero structures has to be closed and the interconversion barrier between them ${ }^{12}$ has to be lowered. Both goals might be achieved if chemical substitution reduces the preferred OCCO torsional angle further. Once a suitable system has been identified and studied, one could compare different computational models with the experimentally observed preference.

Alternatively, one could use spectral fingerprints to detect such CISS effects, because spectral trends may be more sensitive to deficiencies in theory than some energetical trends. ${ }^{5}$ For the clusters of CD and ED, we have not observed any systematic chirality-sensitive deviations of B3LYP-D3 spectral predictions from experiment, although the dispersion at least at long range is treated in a force-field and thus spin-insensitive manner.

### 4.4 Tentative trimer evidence

Energetic chirality recognition cannot only be observed for the CD dimers but for CD trimers as well. A $C_{2}$-symmetrical heterotrimer with six intermolecular hydrogen bonds is the global minimum at the B3LYP-D3/def2-TZVP level of computation (see Fig. 8 for the ED counterpart). It is named het6 in analogy to the dimer nomenclature and has a predicted dipole moment of
about 1 D , making it potentially observable by rotational spectroscopy. The hydrogen bond arrangement is structurally related to a prism and can be found in all het6/hom6 structures. The het6 trimer bares structural similarities with the $S_{4}$-symmetric het4 building block. It can be obtained by inserting two monomer OH groups into the hydrogen bonded ring at opposite sides, thus releasing some of the strain (for an interactive visual representation see ESI $\dagger$ Fig. S1.3 and S1.3a for a static variant). Less stable heterotrimers follow with an energetic penalty of about $7 \mathrm{~kJ} \mathrm{~mol}^{-1}$. The most stable homo-trimer is predicted more than $8 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above the global minimum, reminiscent of the CD hom dimers at the same level of computation. Again, the four most stable homotrimers can be found within $2 \mathrm{~kJ} \mathrm{~mol}^{-1}$ of each other. Calculations with larger basis sets were omitted for CD because of the computational cost and because BSSE is expected to be less conformation dependent for the overall quite compact structures with 5-6 hydrogen bonds. The expected spectral dominance of het6 due to the structural diversity of the hom counterparts is further enhanced by a 3 -fold combinatorial advantage of het trimers over hom trimers. Jesus and Redinha also report one cyclic (4 intermolecular hydrogen bonds) and one open (2 intermolecular hydrogen bonds) homo trimer. ${ }^{19}$ These are also found to not be competitive to the homo trimers found in our conformational search. Reasons for and implications of this mismatch have already been discussed when dealing with the dimers.

The het-hom energy gap increases further to about $10 \mathrm{~kJ} \mathrm{~mol}^{-1}$ when switching to ED. Fig. 8 also shows that in marked contrast to CD , there is no structural competition on the hom side within the first $3 \mathrm{~kJ} \mathrm{~mol}^{-1}$. The cyclohexyl backbone is seen to provide a much stronger perturbation in trimers than in dimers. For ED, quadruple zeta calculations (see ESI $\dagger$ Fig. S3.8) also confirm less BSSE and
other basis set incompleteness effects in trimers. In general the influence of basis set extension on relative energies stays within $1 \mathrm{~kJ} \mathrm{~mol}^{-1}$. All electronic and ZPE corrected energy values can be found in the ESI $\dagger$ (see Table S2.7).

In Fig. 9 the B3LYP-D3/def2-TZVP simulated CD spectra of het6 are contrasted with experimental IR and Raman spectra with different clustering extent. Due to the large energetic separation of het6 to the other hetero-trimers, the limited signal-to-noise ratio and in particular the statistical disadvantage of individual homo-trimers, only het6 is considered. To avoid confusion with the dimers Roman numerals are used to name the trimer bands. By comparing the two Raman spectra with each other the new trimer bands immediately become apparent. The simulated spectra are in acceptable agreement with the experiment after matching the strongest trimer signal with the most cooperative and Raman active harmonic prediction
(band VI). As is usually the case for DFT calculations the splitting of bands III and VI due to different cooperativity is overestimated. The IR-spectra are less conclusive but given the overestimation of the cooperativity splitting, an overlap with bands $4 / 4$ of the hom $3^{\prime}$ and hom $2^{\prime \prime}$ dimers seems likely. This is further indicated by the fact that this band does not increase as much when measuring the enantiopure compound (see Fig. 7), indicative of a het6 fraction which is removed in the homochiral gas mixture.

In case of the Raman spectrum of ED a very prominent band at lower wavenumbers can be observed ( T in Fig. 7). The simulated spectra show a similar pattern as for CD and fit well to the experimental data. Furthermore some overlap with bands $4 / 4$ of the hom $3^{\prime}$ and hom3a dimers is remotely possible. IR spectra of ED at higher concentrations show no evidence of distinct trimer signals but rather unspecific large cluster contributions (see ESI $\dagger$ Fig. S4.7).


Fig. 9 Comparison of the simulated IR (top) and Raman-spectra (bottom) as well as experimental IR- (centre up) and Raman-spectra (centre down) for racemic $C D$. The black spectra are recorded under trimer promoting conditions whereas the red ones are under dimer-limited conditions. The simulated spectra of het6 are based on the B3LYP-D3/def2-TZVP level of computation. The spectra are shifted ( $\rightarrow$ ) to match the experimental position of band VI. Bands are enumerated in a spectrally descending manner and are highlighted in the corresponding colour. To avoid confusion Roman numerals are used for the trimer. * indicates a residual peak due to a spike.

## 5 Conclusions

The present work was enabled by improved nozzle designs for supersonic jet FTIR spectroscopy which remove some of the sensitivity limitations of previous designs. ${ }^{73,74}$ By introducing wedge-shaped slit nozzles adapted to the focussed beam profile and by liquid injection into a premixing chamber, this technological limitation was significantly attenuated. The synergy with spontaneous Raman scattering tools using heatable nozzles ${ }^{40}$ was thus enhanced.

An important scientific goal of this work was to identify the main reason for the apparent dominance of heterochiral dimer vibrations in 1,2-ethanediol (ED) expansions. Based on analogous experiments for racemic and enantiopure trans-1,2-cyclohexanediol (CD), a previously suggested interconversion mechanism via transient heterochiral trimer formation ${ }^{12}$ could be ruled out with high probability, because it should lead to a more than two-fold homochiral dimer enhancement upon removal of the other enantiomer. The identification of at least three homochiral dimers in enantiopure CD expansions and their similarly strong counterparts in ED further ruled out major contributions from an intramolecular racemisation mechanism triggered by the dimerisation energy. ${ }^{75,76}$ Computations suggested that the visibility of most homochiral dimer isomers is also not significantly inferior to that of the heterochiral global minimum structure. What remains as an explanation is the spreading of homochiral spectral transition intensity over at least three conformations in combination with partial overlap with the heterochiral bands. This is indeed confirmed by the homology experiments and the simulation shows that all experimental spectra are consistent with a largely statistical formation of homo- and heterochiral dimers under jet conditions. This is supported by very similar spectra obtained in three different jet-FTIR setups with widely different nozzle temperatures and stagnation pressures. On the other hand, it is clear from the robustly calculated energy gap that heating the homochiral dimers up to room temperature will convert them almost quantitatively to $S_{4}$-symmetric heterochiral dimers, until dissociation takes over. Chirality synchronisation ${ }^{12}$ is thus suppressed in favour of chirality discrimination under helium jet expansion conditions, whereas it must occur after suitable equilibration of the formed dimers. The latter might be realisable in shock wave experiments after the zone of silence.

The switch from ethanediol to cyclohexanediol has also given first indications about the use of chemical design elements in controlling the aggregation structure. CD brings homochiral dimers with only two intermolecular hydrogen bonds into play. They compete with hom 3 conformations, by allowing for secondary and still distant dispersion interactions between the rings and by reducing monomer distortion. It is conceivable that further chemical design can even turn 1,2-diols into test cases for the chirality-induced spin-selectivity effect.

In summary, the heterochiral dimerisation energy preference in 1,2 -diols is pronounced and robust, but it does not lead to preferential heterochiral aggregation in supersonic jets when seeding the diols into helium, because the barriers for all
conceivable racemisation pathways involving 1-3 molecules are too high in the limited collisional relaxation regime which is characteristic for such experiments. The tentatively assigned experimental signature of a heterochiral trimer for ED and CD indicates that chirality effects may persist in even larger aggregates and they are clearly showing a heterochiral preference, at least in terms of energy and spectral visibility.

The pronounced heterochiral stability predicted for ED dimers and trimers is in stark contrast to the solid state structure, which consists of homochiral monomer units with the same conformation as in the gas phase. ${ }^{8,77}$ Solid ED is thus an elementary representative of the rare class ${ }^{6}$ of conglomerate formers, but somewhat surprisingly and very interestingly it still prefers heterochiral aggregation on the nanometer scale.
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