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Identification of synthesisable crystalline phases of
water – a prototype for the challenges of
computational materials design

Edgar A. Engel

We discuss the identification of experimentally realisable crystalline phases of water to outline and contextualise

some of the diverse building blocks of a computational materials design process. The example of water ice

allows us to highlight important challenges and to discuss recent steps towards their resolution. Starting with

an extensive database-driven computational search for (meta-)stable crystalline phases, we use dimensionality-

reduction techniques to visualise and rationalise the configuration space of ice, screen for promising candidates

for thermodynamic stability, and, finally, touch upon accurate, predictive determination of relative stabilities. We

conclude by highlighting some of the open problems in practical computational materials design.

I. Introduction

The following discusses and contextualises work published
over the recent years. In particular, it highlights and
synthesises the work published in refs. 55, 87, 115 and 137. It
does not contain any novel work. Since the first calculations in
statistical physics,1 computer simulations have cemented
themselves as an integral part of the physical sciences. In
materials science the field of computational materials design
(CMD) has profited particularly from Moore's law and
computing architectures tailored towards big data applications.
CMD promises to accelerate the discovery and design of novel,
technologically interesting materials. With materials as the
catalyst for incisive technological (and societal) developments,
CMD promises to actively change the world we live in.

In the following, we set aside computationally aided but
experimentally driven materials discovery despite its
unquestionable value: whether it is the computational
identification of the atomic structure of an experimentally
discovered phase, or materials design by means of tweaking
an established class of structure in terms of dopants/
composition/stress/etc.

With this caveat the potential of CMD has arguably not
been realised yet. Its greatest value – the ability to
characterise structures and materials at a rate that exceeds
that of experiment by orders of magnitude – is also its
greatest weakness, since CMD easily overwhelms
experimental capacities for syntheses and validating
predictions. The variable predictive power of CMD studies
and a preference for comparatively simple and/or well

established materials compound this issue. The remainder of
this highlight article will be a prime example.

Numerous studies such as ref. 2–8 demonstrate the efficient
computational generation of novel structures by combining
atomistic calculations with structure searching techniques,9–15

but the fewest result in the synthesis of a novel material. In
order to understand the reasons for this inefficiency, it is worth
outlining the canonical CMD workflow. CMD starts with a
search of the space of possible (meta-)stable structures. Their
number inevitably requires distilling promising candidates,
before predictive assessments of thermodynamic stability and
properties can identify structures, for which is worthwhile to
establish possible synthesis pathways. Real CMD workflows are
substantially less streamlined and may be constructed from a
variety of building blocks, as schematically illustrated in Fig. 1.
This renders CMD complex, material-specific, and labour- and
expertise-intensive, making the integration of the above building
blocks into a unified, accessible framework the key to
computationally driven discovery of technologically relevant
materials.

In view of this complexity, it is worthwhile juxtaposing an
outline of the “canonical” workflow with that described in
the following. The arguably most widespread workflow
involves generating atomic or molecular configurations from
scratch (or by chemical substitution), and subsequently
determining their configurational energies using molecular
force fields or density functional theory (DFT). Structures are
then screened according to their properties and/or
configurational energies. In contrast, in the following we
describe a database-driven approach to generating ice
structures, which are then geometry optimised using DFT
and globally screened for thermodynamic stability using a
generalised convex hull construction. Crucially, extensive and
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rigorous free energy calculations put our understanding of
thermodynamic stability on a firm footing. Both canonical
approaches and the subsequently described one are usually
followed by further characterisation of the most promising
candidates.

Using the example of identifying crystalline phases of
water with the thus outlined workflow, we illustrate some of
the more recent developments in (i) screening of structure
data and (ii) free energy methods for high-throughput
applications, we review the process of identifying crystalline
phases of water. Much of the computational detail is brushed
under the carpet in order to leave a clearer view of how
methodological developments may be married together in a
CMD workflow.

II. Water ice as a case study

Despite its apparent simplicity water exhibits phenomena,
which are characteristic of multiple classes of materials.
Proton (dis-)order is an instance of configurational disorder,
otherwise observed in materials such as doped semi-
conductors16–18 and high-entropy alloys,19 while the
molecular nature of ice leads to features that are
characteristic of molecular systems in general: anomalous
behaviour relating to thermal expansion20 and isotopic
substitution21,22 reveals the importance of nuclear quantum
effects (NQE). Polymorphism and hydrogen bonding and
dispersion interactions play important roles, just like in

pharmaceuticals23–26 and layered materials, such as
graphene–hBN superlattices.27 Properties and
thermodynamic stability can be tuned by isotopic
substitution,28–30 reminiscent of e.g. other molecular
crystals.31–33 Last but not least, the phase-diagram of water
prominently highlights the importance of meta-stability:
seven of 18 experimentally characterised crystalline phases34

are metastable.35

Water and ice are some of the most extensively studied
systems in the physical sciences, and have been investigated
across a wide range of temperatures and pressures. For the
purpose of this exercise, we will assume our knowledge to be
limited to (i) the liquid form and (ii) its propensity for
forming four-connected, tetrahedral networks following the
“Bernal–Fowler ice rules”.36 We set aside all further
understanding of the phase-diagram to highlight to which
extend decades of experimental and theoretical work could
be reproduced in a single, state-of-the-art, computational
exploration of the phase-space of water.

A. Survey of locally-stable crystal structures

Searching for (meta-)stable phases implies exploring phase-
space, for instance using molecular dynamics (MD), nested
sampling,37 or other algorithms. MD approaches range from
plain (path-integral) MD to minimum hopping,11

(temperature) replica-exchange MD, multithermal-multibaric
ensembles,38 and enhanced sampling meta-dynamics.39,40

Fig. 1 Schematic overview of a CMD workflow highlighting the variety of approaches (left panel), and more detailed views of the constituent
steps/equations of the GCH construction for screening structure data (top right panel, section II C) and rigorous free energy methods for
assessing thermodynamic stability (bottom right panel, section II D).

CrystEngComm Highlight

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
Se

pt
em

be
r 

20
20

. D
ow

nl
oa

de
d 

on
 2

0/
01

/2
02

6 
4:

44
:5

8 
PG

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0ce01260b


254 | CrystEngComm, 2021, 23, 252–263 This journal is © The Royal Society of Chemistry 2021

While such approaches can directly provide thermodynamic
stabilities, they do not lend themselves to high-throughput
applications. Consequently, extensive structure searches
typically explore configuration-space and only assess local
stability in terms of their potential energy. A history of crystal
structure predictions highlights the potential of diverse
searching techniques.9,10,13,15,41–49 The possibly simplest and
most elegant approach is to generate many different random
arrangements of atoms and performing a local potential
energy minimisation with respect to the atomic positions
(and lattice parameters for periodic configurations) using a
first-principles electronic-structure method such as DFT.9

1. Database-driven structure generation. However, for ice
one may instead take inspiration from searches for sp3

allotropes of carbon50 and ultralow-density ices,49 and forego
explicit structure prediction in favour of exploiting the
isomorphism between ice and silica networks.51–55 There is a
vast literature on aluminosilicates, including a database of
experimentally confirmed structures56 and different
databases of theoretically-enumerated networks, such as
those of Treacy57 and Deem.58 These constitute a
comprehensive source of more than five million four-
connected networks from which one can generate
topologically-distinct polymorphs of ice by placing oxygen
atoms on the vertices and hydrogen atoms on the midpoints
between neighbouring vertices. Their size necessitates some
preselection of structures.

2. Property screening. A pragmatic, systematically
improvable preselection strategy is to limit the unit cell size.
In ref. 55 74 731 structures† with unit cell volumes up to 800
Å3‡ are supplemented with the energetically favourable, low
density structures from the IZA database59 of experimentally
synthesised aluminosilicates, for which energies and
densities correlate with their ice counterparts.51

3. Sieve and refine. After an initial geometry optimisation
of the resulting 74 963 structures using the ReaxFF force
field,60 removal of duplicates and high-energy
configurations,§ the remaining 15 882 distinct structures are
then refined using DFT variable-cell geometry optimisations
with the PBE62 functional.

The size of this dataset reflects a key challenge of CMD:
the number of locally-stable structures inevitably renders the
identification of distinct, synthesisable structures a needle-
in-a-haystack problem. Setting aside kinetic effects, a
rigorous analysis of experimental relevance requires exploring
the phase-diagram not just as a function of temperature and
pressure, but also electric fields,63 doping,64 isotopic
substitution,28–30 presence of guest molecules,65–68 and other

thermodynamic constraints. Since this is not computationally
viable for large numbers of structures, it becomes crucial to
(i) rationalise the space of locally-stable structures, and (ii)
distill structures whose favorable energetics and/or particular
structural features provide leverage for stabilisation at
conditions different from those of the search.

B. Rationalising configuration space

A two-dimensional representation of the similarity of the
structures (see Fig. 2) provides a human-readable
visualisation of structure space and an aid in developing an
intuitive understanding of structural relationships, such as
proton-(dis-)order, stacking faults, and two- and three-
dimensional periodicity.

Any such representation depends on the underlying
measure of structural similarity. The field of properties
regression for atomistic systems has gifted us with a variety
of ways of encoding atomic positions (and unit cells) Si of
structure i in feature vectors/descriptors X(Si), whose
components are individual features χ. Descriptors that
remain invariant under changes of representation of the
same periodic structure (e.g. due to changes in particle
labelling or a different choice of unit cell) and under
translations and rigid rotations of the structure¶ are
particularly suited to structure comparisons in terms of a
kernel measure of similarity,‖ such as:

K(Si, Sj) = (X(Si)·X(Sj))
ξ (1)

Prominent examples of approaches for translating Si into
X(Si) are the Coulomb matrix,70 bag-of-bonds,71 aSLATM,72

atom-centered symmetry functions (SF),73 and the smooth
overlap of atomic positions (SOAP).74 The similarity map in
the lefthand panel of Fig. 2 is based on an entropy-
regularized matching (REMatch) kernel75 combined with a
SOAP description, whose construction and parameters were
designed to be insensitive to proton disorder and hydrogen-
bonding defects. SOAP belongs to the variety of atom-density
based descriptions.76 It encodes two- and three-body
correlations between atomic positions, which do not
generally suffice for a unique map between structure and
descriptor space. Consequently, kernel plays an important
role in enhancing the effective body-order of the similarity
measure and its ability to resolve structures.77

Given a similarity measure, a variety of dimensionality
reduction algorithms can be employed to extract a two-
dimensional representation aimed at optimally reproducing
the distances between pairs of structures. Both linear
projections, such as principal components analysis (PCA),78

and non-linear embeddings, such as kernel PCA,79 UMAP,80 t-
SNE,81 and sketch-map82 have their merits.

† This selection contains duplicates since the databases are not mutually
exclusive.
‡ And without 3-rings, which would normally induce excessive strain in an ice
structure.
§ In practice, structures with configurational energy exceeding that of an energy-
volume convex hull by a multiple of the free energy differences arising from
different proton-ordering and NQE of around 10 meV per H2O (ref. 61) were
eliminated.

¶ Recent covariantly transforming variants permit predictions of tensorial
properties.69

‖ Which is at this point defined in the high-dimensional space spanned by the
components of the feature vector.

CrystEngCommHighlight

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
Se

pt
em

be
r 

20
20

. D
ow

nl
oa

de
d 

on
 2

0/
01

/2
02

6 
4:

44
:5

8 
PG

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0ce01260b


CrystEngComm, 2021, 23, 252–263 | 255This journal is © The Royal Society of Chemistry 2021

A sketch-map of the 15 882 ice structures is shown in the
lefthand panel of Fig. 2, while the righthand panel shows a
PCA projection of the same data. Reassuringly, the overall
distribution of structures is consistent with the search
strategy. The upper sector, corresponding to tetrahedral ices
and silica-like networks is densely sampled, while the lower
sector, corresponding to very dense (right) and very open
structures (left), is sparse. At high density, this sparsity is due
to geometric constraints limiting the number of pure phases
and the absence of (phase-separated) mixtures, for which
interfacial regions lead to reduced density. Meanwhile, at low
density this sparsity arises from the preselection strategy,
making the latter the biggest limitation to the
comprehensiveness of the survey.

The observation that Fig. 2 is consistent with our
understanding of the structure data** validates the
underlying similarity measure and its use in evaluating a
data-driven indicator of thermodynamic stability.

C. Screening for stabilisable structures

Stabilising structures, which are un-/meta-stable at the
conditions of the survey, relies on exploiting structural
features to manipulate the relative stability of structures. For
instance, by increasing pressure one can stabilise more dense
structures with respect to less dense ones, while by pumping
guest molecules such as H2, methane, or carbon-dioxide into
ice networks one can achieve the opposite effect.

Assuming that the Gibbs free energy G depends linearly
on a structural feature χ such as molar volume.

G = G0 + Φχ (2)

The thermodynamically stable structures at different values
of a thermodynamic constraint Φ constitute the easily
computed vertices of the convex hull (CH) of G(χ), which
encloses all pairs Gi, χi corresponding to the structures i in
the dataset (see Fig. 3).

In the macroscopic limit, where interfacial energy costs
become negligible, all other phases are unstable to
decomposition into phase-separated mixtures of “vertex
structures” at fixed χ. The CH construction generalises to
more than one feature, considering G(X) instead of G(χ), and
is routinely performed for concentrations of multiple
chemical species.83 In practice kinetic effects may suppress
decomposition almost indefinitely,84 but (as we will argue in
section II D) thermodynamic stability is still the key indicator
for synthesisability.

Fig. 2 Structural similarity of 15 882 distinct PBE-DFT geometry-optimised ice structures. The sketch-map coordinates (left panel) and PCA (right
panel) principal components (PC) are abstract measures of structural features. Hence their numerical value is not indicated. The mass density of
each structure is encoded by the colour of the respective point and the known phases of ice and the 34 candidates from ref. 55 are labelled
according to the original scheme.

** Structures related by proton-disorder (which permits extracting one proton-
ordered representative per cluster) and those related by stacking disorder are
clustered together.

Fig. 3 Toy example illustrating the construction of a convex hull (CH)
and how structures above the CH (orange), such as C are
thermodynamically unstable and will (subject to kinetic barriers)
decompose into phase-separated mixtures (maroon) at fixed feature χ

to lower the Gibbs free energy.
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Conventionally, CH are constructed almost exclusively on
composition and atomic/molar volume.2–8

Choosing which feature(s) to construct a CH on effectively
amounts to choosing a stabilisation mechanism and
specifying which experimental boundary condition Φ shall be
adjusted to stabilise different vertices. In general, this limits
which stabilisable structures are identified. For instance, an
molar-volume based CH identifies various pressure-stabilised
ice structures (and clathrate hydrates, whose stability is
subject to the presence of guest molecules66–68), but does not
reveal phases whose synthesis requires electro-freezing,63

geometric constraints,85,86 etc.
A generalised convex hull (GCH) construction follows a

data-driven approach to feature selection.87 Here it is
constructed on the same features as the map in the
righthand panel of Fig. 2, where the features are linearly
decorrelated using a PCA projection,

X → X̃ = UX (3)

which ensures that the features and energies of phase-
separated mixtures A = αB + (1 − α)C remain additive,

G(A) = αG(B) + (1 − α)G(C)
X̃(A) = αX̃(B) + (1 − α)X̃(C), (4)

and consistent with the concept of phase decomposition. If a
GCH is constructed on the fewest principal components X̃
that retain the variance of the dataset,†† the resultant pool of
candidates still reflects the full diversity of locally-stable
structures.

This inclusiveness comes at a price: the abstract nature of
the principal components X̃ requires correlating them with
more intuitive properties such as density and composition to
understand if/which experimentally realisable conditions may
be leveraged to stabilise different vertices (or “candidates”).
Fortunately, the pool of vertices is typically orders of
magnitude smaller than the underlying structure database,
greatly simplifying such analyses.

In principle, the (G)CH construction assumes not only
assumes eqn (2) but also the availability of exact Gibbs free
energies, G. In practice, neither G(X̃) nor lattice parameters
and atomic positions are known exactly, rendering the (G)CH
probabilistic in nature. While this is neglected in ref. 55,
there are practical benefits to a rigorous, probabilistic
treatment of the (G)CH.

Since the uncertainties in lattice parameters and atomic
positions propagate to the (G)CH in a non-trivial way due to
the mapping to features X̃, it is convenient to Monte-Carlo
sample CHs based on free energies and geometries, which
are repeatedly randomised according to their respective
uncertainties.

Importantly, very similar structures (for example owing to
stacking faults or partial disorder) compete for stability and
acquire small individual probabilities of constituting a vertex.
This renders it possible to reduce them to a single
representative structure for further analysis, by iteratively
eliminating the N lowest probability candidates with a
cumulative probability less than one (which guarantees that
no cluster is eliminated entirely in one step) from the dataset
and resampling the GCH for the thus reduced dataset.

The probabilistic approach also significantly reduces the
sensitivity to errors in input energies compared to
conventional deterministic CH constructions.87

D. Thermodynamic stability

Given the evident role of kinetics in experimental syntheses,84 it
is worthwhile justifying the subsequent focus on
thermodynamic stability. Database analysis shows that
experimentally observed metastable phases other than
explosives are typically less than 200 meV per atom away from
thermodynamic stability,89 begging the question whether
experimentally observed metastability is a remnant of
thermodynamic stability at some other thermodynamic
conditions89 – a hypothesis which is supported by the
observation that many of the meta-stable/stabilisable structures
identified in section II C match the (experimentally) known ice
phases and clathrate hydrates. It has further been argued that
the chances of synthesising a structure increase with the
associated phase-space volume.90 Free energy is thus still
deemed the central indicator of synthesisability.

Within the Born–Oppenheimer (BO) approximation91

reliable, quantitative predictions of free energies require an
accurate description of the electronic structure and resultant BO
potential energy surface (PES), and the rigorous treatment of
the statistical mechanics of anharmonic quantum nuclear
fluctuations. While the PES can arguably be calculated routinely
and accurately by first-principles methods for any conventional
atomic configuration,92–101 the computational cost of extensive
sampling of the nuclear degrees of freedom with first-principles
methods has promoted affordable, approximate descriptions of
nuclear fluctuations. Indeed, water and ice have been studied
invoking a variety of approximations to both electronic structure
and nuclear fluctuations, including simple electrostatic dipole
models for the energetics of proton-ordering,102 force-field (PI)
MD studies,20,103–106 and first-principles quasi-harmonic
(QHA)20,107 and vibrational self-consistent field (VSCF)61 studies.
These have greatly advanced our understanding of the nature of
water and ice. In particular, they have helped to (qualitatively)
disentangle the roles of NQE, proton-disorder, and vibrational
anharmonicity, and to understand the associated energy scales.
They further show that predicting the thermodynamic stability
of general ice polymorphs requires sub-meV per molecule
accuracy,61 which unfortunately cannot be guaranteed with
common approximate free energy methods,108 but require
rigorous PI-based approaches, such as thermodynamic
integration (TI).109–113

†† The decay of the eigenvalues provides indication of the intrinsic
dimensionality of the dataset.88
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Their computational cost has previously rendered the
required first-principles PI calculations impractical for any
but the smallest systems, but sophisticated and affordable
surrogate ML potentials have started facilitating extensive PI
simulations with first-principles accuracy for more
complicated systems, including water and ice.106,114,115

1. Thermodynamic integration. For instance, in ref. 115
the relative stability of the hexagonal and cubic forms of ice
is determined using DFT calculations with the hybrid
revPBE0 (ref. 116–118) functional and a Grimme D3
dispersion correction,118,119 capable of accurately
reproducing the structure, dynamics, and spectroscopy of
liquid water.120‡‡ The key is the use of a ML potential as a
surrogate for unaffordable DFT calculations during extensive
statistical sampling of nuclear fluctuations. While the limits
of ML models based on fixed reference data are inevitable
exceeded in configuration- and phase-space explorations
targeting novel configurations and phases, this type of
“sophisticated interpolation” is ideally suited to the repetitive
sampling of nuclear fluctuations.§§

The ML potential of choice is a Behler–Parrinello type,
artificial neural network potential (NNP),73,129,130 trained on
reference data for 1593 diverse, 64-molecule structures of
liquid water.115 It is first used to determine the classical free
energy difference between ice Ih and Ic for the surrogate PES,

ΔGIh→Ic
cl,NNP, by means of TI from a Debye crystal to classical ice

at 25 K in the NVT ensemble and a transitions to the NPT
ensemble to evaluate the temperature dependence of ΔGIh→Ic

cl,NNP

between 25 K and 300 K.131 NQEs are then taken into account
by integrating the quantum centroid virial kinetic energy
〈TCV〉 with respect to the fictitious “atomic” mass from the
classical to the quantum-mechanical limit.106,114,132,133

2. Free energy perturbation. Inevitably, the limitations of
the reference data and stochastic nature of the NNP training
lead to residual errors with respect to the first-principles
reference. We therefore promote ΔGIh→Ic to the reference level
of theory by free energy perturbation (FEP), which renders
ΔGIh→Ic independent of the NNP. For each polymorph the Gibbs
free energy at the reference level is calculated as

(5)

where U and UNNP denote the reference and surrogate NNP

potential energies, and denotes the ensemble average

at temperature T and pressure p using the surrogate NNP

Hamiltonian . During FEP U is explicitly calculated using

the first-principles reference method, but, with a sufficiently

‡‡ revPBE0-D3 predicts a difference in lattice energy between the most stable
proton-ordered forms of ice Ic and Ih of UIc − UIh = −0.3 meV per H2O, U

Ic − UIh

= −0.3 meV/H2Oin good agreement with results from diffusion Monte Carlo of
UIc − UIh = −0.4 ± 2.9 meV per H2O (ref. 121) and the random phase
approximation of −0.2 meV per H2O (ref. 121) and 0.7 meV per H2O.

122

§§ Notably, uncertainty estimation123 and active learning124,125 have paved the
way for the use of ML approaches also in configuration- and phase-space
exploration. Beyond regression, dimensionality-reduction techniques have
proven useful in rationalising phase-spaces75 and identifying critical structural
features,126 and imputation in dealing with inhomogeneous/incomplete
datasets.127,128

Fig. 4 ΔG Ih→Ic(T) with error bars at ambient pressure. The errors
associated with the classical (cl) and quantum-mechanical (qm)
revPBE0-D3 values arise predominantly from differences in ΔGNN

between proton-orderings. The smaller errors in ΔGIh→Ic
cl,NNP(T) are due to

the larger simulation cell used to obtain it. The data was taken from
ref. 115.

Fig. 5 Correlation between NNP and revPBE0-D3 energies (top) and
densities (bottom) for the 53 ice polymorphs from section II C. The
data was taken from ref. 137.
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accurate NNP, orders of magnitude fewer reference calculations
are required than would be required during direct statistical
sampling of the nuclear degrees of freedom.

Starting from different proton arrangements consistent
with the Bernal–Fowler ice rules is crucial, because (i) the
proton order is effectively “frozen in” at the timescales
available to simulation,134 even at temperature where ice I is
proton-disordered, and (ii) differences in ΔGNN between such
arrangements can be as large as several meV per
molecule.61,121,135 Hence, different representative
configurations (with zero net polarisation) were generated for
each polymorph using the hydrogen-disordered ice
generator136 to calculate ΔGIh→Ic

cl,NNP and ΔGIh→Ic. Similarly, G(p,
T) − GNN(p, T) was determined as the average over multiple
64-molecule realisations of each polymorph.

Fig. 4 shows that ΔGIh→Ic
cl is negative, while the quantum-

mechanical ΔGIh→Ic is close to zero at 200–250 K and increases
to 0.2 ± 0.2 meV per H2O at 300 K, confirming the conclusion of
ref. 61 that NQE are crucial in stabilizing the hexagonal form.

In more general terms, the above highlights the intricacies
of determining relative stabilities of ice polymorphs and the
value of surrogate ML potentials for predictive simulations of
thermodynamic properties.

Of course, large scale application to the candidates from a (G)
CH demands fairly universal applicability. The universality of the
above hinges on that of the NNP, which in turn hinges on the
decomposition of atomic configurations into local environments.

Indeed, the above NNP proves reasonably accurate for the
53 candidate structures from section II C.¶¶ To demonstrate
this, the 53 candidates were geometry optimised at the
revPBE0-D3 reference level of theory and harmonic
vibrational calculations were performed as a simple measure
of (nuclear) dynamics. Performing analogous calculations
with the NNP shows that it accurately reproduces the
reference configurational energies, densities, and vibrational
density of states for the 53 ice phases137 (see Fig. 5 and 6).

To rationalise this universality the atomic structure of the
53 candidates is compared to that of 1000 structurally diverse
snapshots of 64-molecule liquid water, which constitute part
of the training data of the NNP. The latter are farthest-point-
sampled138 from simulations of bulk liquid water at high
temperatures and densities between 0.7 and 1.2 gram per ml
and subsequently relaxed to the corresponding local PES
minima.

¶¶ Three mixed phases and the very high pressure phase X were set aside.

Fig. 6 Comparison between the NNP and revPBE0-D3 Γ-point phonon density of states (DOS) for proton-ordered realisations of ices VI and Ih,
and a low-density hypothetical phase. The discrepancies in the low frequencies are attributed to the importance of long-range interactions for
long wavelength vibrational modes. The case of Ih is of particular interest, since the NNP has proven to be an excellent surrogate potential for
revPBE0-D3 level free energy calculations for ice Ih. The data was taken from ref. 137.

Fig. 7 PCA maps comparing the 53 ice polymorphs from section II C to 1000 snapshots of liquid water. The ice structure are labelled according
to the scheme in Fig. 2. The left panel compares extended structures (i.e. the complete unit cells), while in the central and right panels oxygen or
hydrogen-centered local environments are compared. The data was taken from ref. 137.
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The comparison is again based on a SOAP description. A
meaningful comparison of entire structures and local
environments is rendered possible by a linear PCA projection,
combined with constructing features of structures (global
descriptors) as averages over those of the constituent atomic
environments (local descriptors). The PCA map in the
lefthand panel of Fig. 7 shows that the presence and absence
of long-range order clearly distinguishes the 53 ice phases
from the 1000 snapshots of liquid water, while the two
righthand panels of Fig. 7 shows that the local atomic
environments found in liquid water prototype all atomic
environments pertinent to the 53 ice phases.‖‖

Like most common ML potentials, the above NNP exploits
the notion of “nearsightedness”, which implies that the
energy and forces associated with any atom are largely
determined by its neighbours, while long-range interactions
can be approximated in a mean-field manner.139,140 The
energetics and dynamics of extended systems are
reconstructed from atom-centered energy contributions and
forces, which only depend on local atomic environments.
Consequently, the understanding of local properties encoded
in the liquid water training data suffices for free energy
calculations for general ice phases.

Notably, if such universal applicability cannot be achieved,
assessing the uncertainty in the ML predictions allows
implementing either an active learning strategy124 or a
baselining procedure,141 to ensure universally meaningful
energy and force predictions.

With an understanding of thermodynamic stability, one
may now consider establishing possible synthesis pathways,
using approaches such as forward flux sampling,142 or via the
identification of suitable collective variables.143,144

III. Conclusions and open problems

Ref. 55 probably constitutes the most extensive survey of
(meta-)stable, crystalline phases of ice to date. Yet, the recent
discoveries of stable low-density forms48,67,68,145 suggest that
our understanding of the p–T phase-diagram is probably still
incomplete. The general phase diagram, including
thermodynamic and geometric constraints such as electric
fields or substrates, is even less well established.
Furthermore, the observed properties of ice are not fully
determined by its ideal, pure, crystalline forms, but reflect
the extensive presence of defects, ranging from point-defects
like hydrogen bonding/Bjerrum defects146 and atomic
substitutions,64 to extended defects like stacking-
disorder147–149 and grain boundaries150 and surfaces.151 Their
nature and extent pertains to the stability of and transitions
between phases and thus our understanding of the space of
crystalline phases of water, but has been studied much more
sparsely (at least in computational science).

The above outlines how data-driven approaches facilitate
the extensive survey of synthesisable crystalline phases of
water. In the process it highlights three important challenges,
in particular, and suggests transferable strategies for their
resolution. The first concerns the (potentially extensive) space
of candidate structures generated at the outset of a CMD
workflow. Given that the number of candidates is typically far
too large to permit developing an understanding by visual
inspection of individual candidates, the above proposes using
suitable measures of structural similarity coupled to
dimensionality reduction algorithms to extract the key
distinguishing structural features, thereby rendering large
numbers of candidates comparable. The second challenge is
that of screening the thus rationalised structure space for
candidates with an appreciable chance of being
experimentally realisable. A generalised convex hull
construction is thus used to gauge stability at general
thermodynamic conditions. The final challenge lies in
putting the resultant understanding of thermodynamic
stability for a potentially still appreciable number of
candidates on a more solid footing. The above highlights that
the use of ML surrogate potentials renders it feasible to
perform accurate and extensive free energy calculations for
significant numbers of candidates to more rigorously assess
phase behaviour. It moreover highlights that suitable
constructed ML models provide a sufficiently transferable
basis for doing so.

While the above tricks of the trade can in principle be
applied to “design” new materials by uncovering phases with
novel and/or valuable properties, it is worth emphasising that
it does not yet constitute a universal CMD framework. First
and foremost, the identification of stabilisation mechanisms
has barely been touched upon and the characterisation of
properties and possible synthesis pathways has been set
aside entirely. Second, there are obvious caveats to its
universality. For instance, stabilisable structures which are
unstable at the conditions of the initial structure search will
escape identification, as will structures that are dynamically/
entropically stabilised. The latter constitute an important and
promising class of materials.152 Moreover, the above
approach relies on the availability of (i) an accurate
description of electronic structure of the system of interest
and (ii) the accuracy of surrogate potentials, which treat long-
range interactions in a mean-field manner in return for the
ability to generalise across different polymorphs/
conformations.

Last but not least, the availability of a usable, integrated
package is the key to CMD fulfilling its potential. This has
not been addressed, although atomic structure-, workflow-,
and data-management tools/platforms such as ASE,153

AiiDa154,155 and the Materials Cloud156 provide an excellent
basis.
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