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Room temperature ionic liquids (RTILs) are solvent with unusual properties, which are difficult to characterize experimentally

because of their intrinsic complexity (large number of atoms, strong Coulomb interactions). Molecular simulations have therefore

been essential in our understanding of these systems. Depending on the target property and on the necessity to account for fine

details of the molecular structure of the ions, a large range of simulation techniques are available. Here I focus on classical

molecular dynamics, in which the level of complexity of the simulation, and therefore the computational cost, mostly depends on

the force field. Depending on the representation of the ions, these are either classified as all-atom or coarse-grained. In addition,

all-atom force fields may account for polarization effects if necessary. The most widely used methods for RTILs are described

together with their main achievements and limitations.

1 Introduction

RTILs are a particular class of solvents in which all the species

are ionic. They have started to be widely investigated much

more recently than conventional solvents such as water or or-

ganic liquids. As a consequence, unlike the latter which have

generally been studied by theoretical approaches long after

many experiments had been performed, RTILs are an inter-

esting testing field for the predictive power of molecular sim-

ulations. In addition, most of the liquid state theories do not

hold in these media due to the predominance of Coulombic

interactions. A deep undestanding of the RTILs properties is

nevertheless necessary for their use in a variety of applica-

tions. Indeed, although their industrial use is currently limited

to the role of solvent for organic reactions, their good stabil-

ity and their wide electrochemical window makes them ex-

cellent electrolytes, e.g. for energy storage devices.1,2 They

are also able to stabilize new products such as nanoparticles

with different properties than the ones produced in aqueous

solvents.3–6 There are thousands of possible cations/anions

combinations, and the knowledge of the structure and trans-

port properties, in the bulk or at interfaces, is mandatory for

choosing the most appropriate one. Therefore, many studies

involve the use of molecular simulations in order to under-

stand and predict such properties.

Although quantum chemistry methods are very useful for

characterizing the nature of the interactions in RTILs,7–10
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these techniques are limited to small gas phase systems and

they are not yet appropriate for the sampling of liquid proper-

ties. Most of the literature therefore involves molecular dy-

namics (MD) simulations. Interestingly, the outburst of ab

initio molecular dynamics (AIMD), in which the atomic forces

are calculated at each time step of the simulation using an elec-

tronic structure Density Functional Theory (DFT) calculation,

has not been very visible in RTILs. There are two main expla-

nations for this: Firstly, these liquids are strongly short-ranged

ordered, each ion being surrounded by successive shells of al-

ternating charged species. A relatively large number of ion

pairs therefore have to be included in the simulation cells in

order to avoid finite-size effects. Secondly, each molecule

contains a large number of atoms and thus of electrons. The

computational cost is therefore particularly large, compared to

volvent-based electrolytes. The few AIMD studies have there-

fore focussed on the calculation of properties which are out of

reach of classical MD, such as chemical reactivity11–13 or vi-

brational properties14.

The separation of time scales and length scales which can

be studied by AIMD and classical MD is illustrated on figure

1, which reports data from a series of articles (from the period

2012–2014) for the number of ion pairs in the simulation cell

with respect to the length of the trajectories in the production

runs. It is not an exhaustive set of data and there are many

biases which have to be kept in mind: To cite only one, AIMD

is more sensitive to the number of electrons than to the num-

ber of ions. Nevertheless, it clearly shows that there are two

orders of magnitude of difference in the size and time that can

be studied with the two methods. Despite the development of

very efficient codes, it is very unlikely that AIMD will be able
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potential are then derived using the Lorentz-Berthelot mixing

rules:

εi j =
√

εiε j (8)

σi j =
1

2
(σi +σ j) (9)

Fig. 2 Snapshots of simulation boxes, using a coloring code which

identifies the charged (red) and nonpolar (green) domains of RTILs.

Left: BMIM-PF6, right: HMIM-PF6. Reproduced with permission

from ref. 37. Copyright 2006 American Chemical Society.

The most famous force field for RTILs is the CL&P36,

which was built based on the OPLS functional form. It was

parameterized for a large set of ionic liquids compounds,

including the imidazolium, N-alkyl-pyridinium, tetraalky-

lammonium, N,N-pyrrolidinium and tetralalkylphosphonium

families for cations, and the chloride, bromide, triflate,

bis(sulfonyl)imide, alkylsulfate, alkylsulfonate, phosphate, ni-

trate and dicyanimide families for anions.36,38–43 The bonded

and Lennard-Jones parameters were generally taken form the

OPLS set44 when available and led to accurate results, but

some of them had to be determined or reparameterized for

consistency. This was generally done by reproducing the

molecular geometries and the torsion energy profiles calcu-

lated for isolated molecules using quantum chemistry meth-

ods (at the MP2 level). The partial charges were optimized

to reproduce the electrostatic field generated by the molecule,

using the CHelpG method.45

The first simulation studies of RTILs have focussed on the

understanding of their structure46–48. They showed that, like

in conventional molten salts, it is dominated by a combina-

tion of short-range repulsion and Coulomb ordering effects.

Around a given ion, the first neighbour shell consists en-

tirely of oppositely charged species; this ordering automati-

cally transfers up to several neighbour shells. The short-range

structure is somewhat more complex: In particular, the three-

dimensional arrangement of the anions around the cationic

molecules strongly depends on the molecular shape of the lat-

ter. For example, weak hydrogen bonds form between the pro-

tons of imidazolium rings and the most electronegative atoms

of the anions.49,50

But the structure of RTILs is also characterized by strong

intermediate range ordering, which can be detected by the

presence of a pre-peak or a shoulder in the low wavevec-

tor part of X-ray and neutron diffractograms. Ribeiro et al.

showed that both the position and the intensity of this pre-

peak are sensitive to the length of alkyl chains of imidazolium

cations.51 The presence of an additional ordering was then

clearly characterized by Canongia Lopes and Pádua. By sim-

ulating various RTILs using the CL&P and distiguishing the

highly charged, “polar” regions of the ions from the “unpo-

lar” ones, they have put in evidence the presence of nanos-

tructured domains.37 Their famous pictures of RTILs are re-

produced on figure 2 for two different liquids, namely the

1-butyl-3-methylimidazolium hexafluorophosphate (BMIM-

PF6) and the 1-hexyl-3-methylimidazolim hexafluorophos-

phate (HMIM-PF6). This important finding is now commonly

used to interpret the solvation properties of RTILs towards

many species, such as nitrate ions52,53 or acidic (SO2, CO2)

gases.54,55 It was also extended to interpret the structure of

confined ionic liquids as probed in Atomic Force Microscopy

or Surface Force Apparatus experiments56–60 and in MD sim-

ulations61. The existence of this intermediate range order-

ing has a strong implication on the lubrication properties of

RTILs.62

3 Polarizable all atom force fields
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Fig. 3 Comparison of the simulated and experimental diffusion

coefficients for a series of ionic liquids, using polarizable (Pol-MD)

and non-polarizable (Class-MD) force fields. The corresponding

data are respectively extracted from references63 and 64.

Although the CL&P (and related) force fields have led to

a deep understanding of the structure of RTILs, they gener-

ally fail to predict the transport properties. Indeed, they yield
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viscosities which are too high by one order of magnitude on

average, while diffusion coefficients and conductivities are un-

derestimated accordingly. This discrepancy is shown on fig-

ure 3, where the simulated diffusion coefficients are compared

to the experimental ones (as measured by pulse field gradi-

ent NMR) for a series of common ionic liquids (data extracted

from reference64). On this plot, the red line corresponds to an

underestimation by a factor of 10. We observe that not only

are all the values largely underestimated, but also the data are

largely dispersed and there is not a clear correlation between

them. This means that even comparing the simulated diffusiv-

ities for two ionic liquids may not give a qualitatively mean-

ingful result, and that any dynamic information extracted from

such a simulation should be taken with caution.
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Fig. 4 Radial distribution functions between the chloride anions and

the protons from the EMIM+ cations in the EMIM-AlCl4 RTIL at

298 K. Top: AIMD results (labelled “CPMD” because they were

obtained using the Car-Parrinello method); bottom: classical MD

results with a polarizable force field (PIM). Left: Protons from the

imidazolium ring. Right: Protons from the alkyl chains. Reproduced

with permission from ref.21.

The solution to overcome this difficulty was to include po-

larization effects explicitly in the force field. Indeed, since the

pioneering study by Yan et al.,65 there have been numerous

examples showing an increase of the diffusivity when using

polarizable force fields. Nevertheless, these comparisons are

often difficult to interpret because one cannot generally add a

polarization term on top of an existing force field. It is nec-

essary to re-parameterize part or all of the other terms. In a

recent work, we have focussed on the mixtures of 1-ethyl-3-

methylimidazolim chloride (EMIM-Cl) with aluminium chlo-

ride (AlCl3).21 At equimolar proportions, all the chloride ions

are linked with aluminium ones through very strong ionic

bonds, thus forming the ionic liquid EMIM-AlCl4. To sim-

ulate it, we have used the CL&P force field for all the in-

teractions (both bonded and non-bonded) involving EMIM+

cations only. The Polarizable Ion Model (PIM)66 was used

for all the other interactions. In this model the repulsion and

dispersion terms are described as

EPIM
vdw = Erepulsion +Edispersion (10)

= ∑
i

∑
j>i

(

Bi je
−ai jri j

− f
i j
6 (ri j)

C
i j
6

r6
i j

− f
i j
8 (ri j)

C
i j
8

r8
i j

)

where the C
i j
6 and C

i j
8 are the dipole-dipole and dipole-

quadrupole dispersion coefficients; fn are Tang-Toennies dis-

persion damping functions67 describing the short-range pen-

etration correction to the asymptotic multipole expansion of

dispersion. These functions take the form

f i j
n (ri j) = 1− e−b

i j
n ri j

n

∑
k=0

(bi j
n ri j)

k

k!
(11)

The most important changes concern the electrostatic term,

which now includes charge-dipole and dipole-dipole interac-

tion:

EPIM
electrostatic = ECoulomb +EPIM

polarization (12)

=
1

4πε0
∑

i
∑
j>i

(

qiq j

ri j

−gi j(ri j)qiT
i j
1 µµµ j

+g ji(ri j)q jT
i j
1 µµµ i −µµµ iT

i j
2 µµµ j

)

+∑
i

1

2αi

µµµ
2
i

where µµµ i is the induced dipole of ion i, while T1 and T2 are the

charge-dipole and dipole-dipole interaction tensors defined by

T
i j
1 = ∇∇∇i

1

ri j

=−

ri j

r3
i j

(13)

T
i j
2 = ∇∇∇iT

i j
1 =

3ri j × ri j

r5
i j

−

1

r3
i j

I (14)

and αi is the polarizability of ion i, which is assumed to be

isotropic. The last term in equation 12 accounts for the energy

cost of deforming the electron densities of the ions to create

the induced dipoles. Note that Tang-Toennies functions are

also included to account for the short-range damping effects

on the charge-dipole interactions:

gi j(ri j) = 1− ci je
−bi jri j

4

∑
k=0

(bi jri j)
k

k!
(15)

The parameters in the polarizable potentials are then opti-

mized by matching the dipole and forces obtained using the

potential to the ones calculated by DFT on a series of repre-

sentative configurations of liquid chloroaluminates,68,69 fol-

lowing the method described in references70 and66. The force

4 | 1–10

Page 4 of 10Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



field was then validated in two steps: Firstly, the structure was

compared to that calculated with an AIMD simulation. Var-

ious radial distribution functions provided by the two meth-

ods (the AIMD one is labelled “CPMD” since it was obtained

using the Car-Parrinello method) are shown on figure 4. An

excellent agreement is observed for all the atoms. We note

that the agreement is much better than the one obtained by

Youngs et al. who have tried to fit a non-polarizable force

field for the ionic liquid dimethylimidazolium chloride using

a similar force-fitting technique.71 Although they were able to

reproduce the peak positions better than with previous clas-

sical MD potentials, the intensities of the first peaks where

largely overestimated (especially in the case of the ring pro-

tons). The over-structuring obtained by these authors could

partly be cancelled by multiplying all the εi parameters by a

factor of 2, at the price of a worse reproduction of the initial

set of DFT forces. Taking into account anion polarization ef-

fects leads to strong improvements in the description of the

structure of the RTILs.

Secondly, the dynamical properties determined with the

PIM force field for EMIM-AlCl4 were compared to the avail-

able experimental data. An excellent agreement was found

for the diffusion coefficients, the viscosity and the electrical

conductivity,21 confirming that the polarization term is com-

pulsory for studying transport properties of RTILs. This is

remarkable since the force field was parametrized using DFT

calculations only, no experimental information was included

in the fitting procedure. Another interesting aspect of our

PIM is that it was made consistent with our previous work on

molten salts,72 i.e. the chloroaluminate anion is represented

by Al3+ and Cl− ions, which are bound together only with by

strong electrostatic interactions. It could therefore be used for

example for studying non-stoichiometric mixtures of EMIM-

Cl and AlCl3, something which would not be possible with a

conventional non-polarizable force field.

Polarizable force fields have also been developped for

a series of RTILs by Borodin, containing 1-methyl-3-

alkylimidazolium, 1-alkyl-2-methyl-3-alkylimidazolium,

N-methyl-N-alkylpyrrolidinium, N-alkylpyridinium, N-

alkyl-N-alkylpiperidinium, N-alkyl-N-alkylmorpholinium,

tetraalkylammonium, tetraalkylphosphonium, N-methyl-N-

oligoetherpyrrolidinium cations and BF−

4 , CF3BF−

3 , CH3BF−

3 ,

CF3SO−

3 , PF−

6 , dicyanamide, tricyanomethanide, tetracyanob-

orate, bis(trifluoromethane sulfonyl)imide (Ntf−2 or TFSI−),

bis(fluorosulfonyl)imide (FSI−) and nitrate anions.63 The

bonded terms have a similar analytical form as in the CL&P

while the non-bonded terms resemble the PIM ones. For the

latter, the only difference is that the Tang-Toennies functions

are replaced by a strongly repulsive term at (very) short-range

for the dispersion, and through the use of Thole screening

functions73 for the polarization. This polarizable force field

was parameterized by combining quantum chemistry data (for

the bonded and electrostatic terms) and experimental results

for the repulsion and dispersion terms. For the latter, in

addition to the densities, the diffusion coefficients were used

in the fitting procedure. As shown in figure 3, they are very

well reproduced by the force field: only small discrepancies

are observed for the lowest values. Such an agreement is

of course partly due to the parameterization procedure, but

it is likely that it would not be possible to obtain it using a

non-polarizable force field. Another example of excellent

reproduction of the dynamical properties was obtained by

Choi et al. for the BMIM-BF4 ionic liquid. Their polarizable

interaction potential was entirely parametrized from ab initio

calculations, using the symmetry-adapted perturbation theory

(SAPT). The diffusion coefficients and electrical conductivi-

ties calculated with this potential are in close agreement with

the experimental data at several temperatures.74

4 On the use of reduced charges in non polar-

izable force fields

It is worth noting that in recent years many papers have dis-

cussed the opportunity to use non-polarizable force fields, but

with reduced charges. Indeed, although the atomic charge is

not a well-defined quantity in quantum chemistry or DFT cal-

culations, it is possible to derive some values using a vari-

ety of approaches. The most popular ones are the CHelpG,45

RESP,75 Bader analysis76 and Blöchl77 methods. All these

methods, when used on ionic liquids with no constraint on the

total charge of the ions, yield values smaller than the formal

charge.78–80 There are two interpretations: This may be either

due to polarization or to charge transfer effects. Discriminat-

ing between these effects is a tricky issue, and it is rendered

even more difficult by the fact that all the charge derivation

methods provide different values for the same configuration

and that even a given method yields different sets of charges

depending on the conditions of the calculation (i.e. choice of

the grid points for calculating the electrostatic potential, differ-

ent conformations, gas-phase or condensed phase calculation,

etc). Nevertheless the success of the PIM for a large variety

of inorganic ionic materials81 and of polarizable force fields

for RTILs seem to indicate that charge transfer is negligible in

these systems. An advantage of the SAPT approach by Choi

et al. is that the induction energy, which contains both the

polarization and the charge transfer terms, is calculated with

ab initio techniques. In their study, they concluded that po-

larization is the dominant energy based on the fact that it is

extremely well-reproduced by their force field which includes

polarization only (the ab initio calculation was performed on

1300 BMIM-BF4 complexes extracted from the liquid).74

Using reduced charges should therefore be seen as an ef-

fective way to account for polarization effects only. A ratio-
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nale for this approach was provided by Leontyev and Stuche-

brukhov, who explain the need for charge-scaling in non-

polarizable force fields by a neglect of the electronic solva-

tion energy.82 They therefore suggest to screen the Coulomb

interactions by a factor 1− 1/εel, where εel is the electronic

(high-frequency) dielectric constant, which can be determined

from experimental measures of the refractive index83 or from

a direct computation of the molecular polarizabilities using

DFT.84 In order to check how reliable this simplified approach

is, Schröder performed an extensive comparison of the two

methods. In his study, he progressively “switched on” the

polarization effect (using Drude oscillators instead of the ex-

plicit induced dipoles discussed here, but this should not im-

pact much the conclusions85), either by increasing the polar-

izability or by scaling down the charges with a scaling factor

f ranging from 0 to unity (i.e. the simulation with f = 0 cor-

responds to the non-polarizable force field, while f = 1 cor-

responds to the normal polarizable force field or to the non-

polarizable force field with scaled charges).16 He showed that

although the reduced charge force field was not able to re-

produce the correct dipole distribution, leading to substantial

deviations for the mean rotational relaxation time, the diffu-

sion coefficients and the electrical conductivity were qualita-

tively correct. In conclusion, the reduced charge method can

be considered appropriate if one is interested in recovering the

correct order of magnitude for the dynamical properties, but it

is important to keep in mind that the local relaxation mecha-

nisms may not be accurate.

As discussed in the introduction, an important aspect of a

simulation is its computational cost. Including explicit dipoles

increases the simulation times by a factor of 5 to 10 for a

given number of atoms, which explains why they are often

discarded. Nevertheless, we observe on figure 1 that this or-

der of magnitude in the cost does not seem to be reflected

in practice. Of course, the data shown here is far from be-

ing exhaustive and there are many possible biases (for exam-

ple, it is possible that the groups who have access to larger

computational ressources will tend to use a more expensive

method for tackling a given problem), but the expected differ-

ence of one order of magnitude is not clearly observed. In-

deed, although larger systems are generally simulated by non-

polarizable force fields, the longer trajectories have been ac-

cumulated using polarizable ones. These observations may

be explained by the fact that the polarizable force fields are

generally used for calculating transport properties while the

non-polarizable ones focus on the structure. Note also that in

classical MD the simulation time scales as N2 where N is the

number of interacting sites, while extending a trajectory over

time leads to a linear increase of the simulation time. As a con-

sequence, it is more efficient to do a longer simulation time on

a smaller simulation cell for studying the transport properties

with polarizable force fields. Nevertheless figure 1 shows that

the continuous increase in the computational ressources avail-

able, together with the efficient parallelization of MD codes,

has allowed polarizable force fields to become a viable alter-

native for studying the physical properties of RTILs.

5 Coarse-grained force fields

Coarse-grained force fields are used when the computational

cost needs to be strongly reduced. For example, many prob-

lems in material science in which ionic liquids are used in-

volve complex interfaces. In energy storage devices such as

supercapacitors or batteries, RTILs play the role of the elec-

trolyte, in which the transport of the charge occurs via the mi-

gration of ionic species from one electrode to the other.1,86

Understanding how they operate then necessitates very large

simulation cells with explicit electrodes. This limits the num-

ber of systems that can be studied and prevents systematic

comparisons. Here we will focus on the topic of supercapaci-

tors, which has attracted a lot of attention from the RTIL mod-

elling community in the last years. Indeed, the energy storage

does not imply any (electro)chemical reaction, but rather the

reversible adsorption of the ions on porous carbon electrodes,

so that this problem can be tackled using classical molecular

simulation methods. A first understanding of the adsorption

behavior of RTILs on electrodes has been provided by analyti-

cal theories.87 Then the first simulations have been performed

using simplified models of RTILs. For example, Fedorov et

al. devised some generic rules on the behavior of RTILs at the

surface of planar electrodes, with an emphasis on the effects

of the ionic sizes, of the presence/absence of neutral groups

(representing the alkyl chains) on the cations and of the volt-

age.88–91 Nevertheless it is worth underlining that these sim-

plified models cannot really be considered as coarse-grained

force fields because there is no mapping between them and

real ionic liquids, so that it is not possible to use them directly

for the study of a specific system.

The two main challenges for simulating realistic super-

capacitors are i) the size of the system and ii) the han-

dling of constant potential conditions. Indeed, they involve

nanoporous carbon materials,92,93 which can only be mod-

elled with complex structures. There are several methods for

maintaining those at constant potential.94 In our model,95–97

the local charges on the atoms of the electrode vary dynami-

cally in response to the electrical potential caused by the ions

and molecules in the electrolyte. They are therefore calcu-

lated at each time step of the simulation using a self-consistent

approach similar to the one used for calculating the induced

dipoles in polarizable force fields, so that the computational

cost associated with such simulations is very high. For these

reasons, simulations at constant applied potential and using

all atom force fields have mostly been limited to electrodes

with simpler geometries and the computational cost is often
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have shown that the electrode is wetted by the electrolyte at

null potential and that the charging process involves the ex-

change of ions with the bulk electrolyte without substantially

changing the volume of liquid inside the electrode. This ex-

change is accompanied by a partial decrease of the coordina-

tion number of the ions rendered possible by the charge com-

pensation by the electrode, which underlines the importance

of the electrostatic interactions on the charge storage mecha-

nism. The screening of the Coulomb interaction by the metal

at non-zero voltages is even at the origin of the formation of a

“superionic” state,110,111 in which two cations or two anions

are contiguous as can be seen on figure 6, a situation which is

extremely unfavorable in a bulk RTIL. Then we demonstrated

the key role of the local structure. In qualitative agreement

with recent NMR studies,112–114 our simulations could put

in evidence that the adsorption of the ions occurs on various

sites in a way which depends on the applied potential.115 Four

different types of sites were proposed in the case of CDCs:

Depending on the number of carbon atoms in the vicinity of

the ions, we have distinguished edge sites (concave curvature),

plane sites (graphene sheet-like structure), hollow sites (con-

vex curvature) and pocket sites (inside a subnanometre car-

bon pore). More recently, we could exploit the fact that these

coarse-grained force fields were adjusted in order to repro-

duce well the diffusion coefficients for studying the charging

dynamics of these supercapacitors.116 Characteristic charging

times of approximately 1 second were determined by extrap-

olating the MD results to a macroscopic electrode, here again

in good agreement with the available experimental data.

Although very efficient, these coarse-grained force fields

suffer from a lack of transferability. It is probably neces-

sary to reparameterize them and to redefine the geometry of

the ions when passing from a RTIL to another. If more com-

plex ionic liquids are simulated in the future, it will proba-

bly be necessary to use the effective force coarse-graining ap-

proach proposed by Voth et al.117,118 It is rather similar to

the force-fitting approach that we have used for polarizable

force field. The idea is to determine effective pairwise forces

between coarse-grained sites by averaging over the atomistic

forces between the corresponding atomic groups in configura-

tions extracted from all-atom MD simulations (in principle it

would also be possible to use AIMD). The size of the grains is

smaller than in the models proposed by Roy et al., and the po-

tential includes bonded interaction terms, so that it should be

possible to keep similar parameters for a wide family of ionic

liquids. This approach is therefore very promising as a next

step for the study of supercapacitors.

6 Conclusions

Since its burgeoning, the field of ionic liquids has taken much

profit from the use of molecular dynamics. On the one hand,

AIMD provides an unique framework for studying the vibra-

tional properties and the mechanisms of chemical reactions.

On the other hand, classical MD allows to reach the time and

length scales necessary for a deep understanding of their struc-

tural, thermodynamic and transport properties, both in the

bulk and at interfaces. In the past ten years, such simulations

have provided a quantitative understanding of the structure of

the ionic liquids, showing the formation of nanosegregated po-

lar/apolar domains, which has strong consequences on the sol-

vation properties of these media. The determination of trans-

port properties has proven more difficult: conventional, non-

polarizable force fields largely underestimate the diffusion co-

efficients and polarization effects need to be introduced to re-

cover the correct dynamical behavior. In recent years, two

approaches have been proposed. The simplest one is to use

rescaled charges for the ions, while the other one consists in

introducing explicit dipoles (either using Drude oscillators or

point dipoles). Although both approaches provide enhanced

dynamics, the latter is more accurate. In addition, the cor-

responding parameters are more transferable from one com-

pound to another, so that this approach should be preferred for

systematic studies. Indeed, an ambitious but feasible objec-

tive for future studies should be the prediction of the physico-

chemical properties of RTILs prior to their synthesis, in order

to target the most adapted one for a given application.

Applications, however, often use ionic liquids under spe-

cial conditions. Indeed, they are widely used as electrolytes

in energy storage devices, and it is then necessary to under-

stand their behavior at complex interfaces. The computational

cost associated to heterogeneous systems is usually very large,

which implies that these studies are currently tackled using

coarse-grained force fields. The loss of atomic details implies

that comparisons between specific RTILs become more diffi-

cult, but these simulations allow for the understanding of prob-

lems which are otherwise difficult to address by experiments

only. For example, the field of supercapacitors has recently

benefitted greatly from molecular simulations, which have

provided interpretations for the changes in the electricity stor-

age ability depending on the geometry of the electrodes based

on the structure of the ionic liquids. The dynamical aspects are

more difficult to handle since even with coarse-grained force

fields the computational costs remain high. There are many

other fields in materials science in which molecular simula-

tions of RTILs at interfaces should be able to provide very

useful input for optimizing devices: electroactuation,119 lu-

brication,120,121 Li-ion batteries.122
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131, 1129.

37 J. N. A. Canongia Lopes and A. A. H. Pádua, J. Phys. Chem. B, 2006,
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J. N. Canongia Lopes, J. Phys. Chem. B, 2010, 114, 3592.

44 W. L. Jorgensen, D. S. Maxwell and J. J. Tirado-Rives, J. Am. Chem.

Soc., 1996, 118, 11225.

45 C. M. Brenemand and K. B. Wiberg, J. Comput. Chem., 1990, 11, 361.

46 S. L. Price, C. G. Hanke and R. M. Lynden-Bell, Mol. Phys., 2001, 99,

801–809.
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115 C. Merlet, C. Péan, B. Rotenberg, P. A. Madden, B. Daffos, P.-L.

Taberna, P. Simon and M. Salanne, Nature Commun., 2013, 4, 2701.
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120 A. C. F. Mendonça, A. A. H. Pádua and P. Malfreyt, J. Chem. Theory

Comput., 2013, 9, 1600–1610.
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