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The initial states of the secondary processes of X-ray emission spectroscopy (XES) and resonant inelastic
X-ray scattering (RIXS) are highly excited eigenstates with a deep core hole after a X-ray photoelectron
spectroscopy (XPS) process and a X-ray photoabsorption spectroscopy (XAS) process, respectively, so
that the XES and RIXS calculation offers a good example of extended quasiparticle theory (EQPT) (K.
Ohno, S. Ono and T. Isobe, J. Chem. Phys., 2017, 146, 084108) which is applicable to any initial exited
eigenstate. We apply the standard one-shot GW + Bethe—Salpeter equation (BSE) approach in MBPT to
this problem on the basis of EQPT and analyze XES and RIXS spectra for CH4, NH3, H,O, and CHsOH
molecules. We also suggest a simpler approach only using the GW calculation without solving the BSE
to compute the XES and RIXS energies, although it cannot give the spectral intensity. Moreover, accord-
ing to extended Kohn-Sham theory (T. Nakashima, H. Raebiger and K. Ohno, Phys. Rev. B, 2021, 104,
L201116), we give a justification and comment of applying the method relying on time-dependent den-
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1 Introduction

Recent advances in synchrotron' and in-house” X-ray sources have
accelerated the use of powerful analytical tools involving an excita-
tion of a core electron.>* While X-ray photoelectron spectroscopy
(XPS) and X-ray photoabsorption spectroscopy (XAS) use the pri-
mary process of exciting one electron from a core level up to,
respectively, above and below the vacuum level, (non-resonant)
X-ray emission spectroscopy (XES) and resonant inelastic X-ray
scattering (RIXS) involve the secondary processes, where X-ray
radiative recombination of a valence electron and a core hole takes
place after the XPS core-level ionization and the XAS core-electron
excitation, respectively. XES and RIXS have been recognized as new
experimental techniques for chemical analyses which can give
important information of valence electrons in the presence of a
deep core hole.>® However, since the initial states in the secondary
processes of XES and RIXS are highly excited eigenstates with a
deep core hole, which is created in the preceding XPS and XAS
processes, a first-principle calculation using the GW + Bethe-
Salpeter equation (BSE) method” in many-body perturbation theory
(MBPT) or time-dependent density functional theory (TDDFT)® for
XES and RIXS is a big challenge. This situation is different from
XPS and XAS, whose initial states are the ground state. Below, we
confine our discussion to XES and RIXS only.

In order to obtain the transition energies and the intensities
of XES spectra, Besley et al.’ applied configuration interaction

Department of Physics, Yokohama National University, 79-5 Tokiwadai, Hodogaya-
ku, Yokohama 240-8501, Japan. E-mail: ohno@ynu.ac.jp

16586 | Phys. Chem. Chem. Phys., 2022, 24, 16586-16595

sity functional theory as well as the one-shot GW + BSE approach to this problem.

singles (CIS), TDDFT, and equation of motion - coupled cluster
singles & doubles (EOM-CCSD) methods. Concerning the
X-ray fluorescence photon energies, the TDDFT results with BLYP
and B3LYP exchange-correlation functionals showed large devia-
tions from the experimental data due to the self-interaction error,
but the use of a short-range-corrected functional improved the
results. Their CIS, TDDFT(B3LYP), and EOM-CCSD results with
the 6-3111G** basis set for the carbon K-edge XES spectrum of a
CH;0H molecule showed, however, three peaks only in contrast
to the experimental spectrum'® showing five peaks. Recently,
Besley refined the TDDFT result and obtained five peaks using
B3LYP"' or CAM-B3LYP"? with the cc-pCVQZ basis set, but still an
empirical shift by —6.3 eV or —5.7 €V was required to fit to the
experimental XES spectrum. (A larger shift by +10.9 eV was
required for a direct comparison between the Kohn-Sham eigen-
values and the experimental XES spectrum.'?) In the present
paper, we focus this problem from a different point of view on
the basis of exact theories, ie., extended quasiparticle theory
(EQP) by Ohno et al.™® and extended Kohn-Sham (EKS) theory
which was quite recently established by Nakashima et al.** There
are also several other reports on XES using TDDFT.">'® Recently,
Cruz et al.*®?° used TDDFT for the RIXS analysis.

On the other hand, in order to treat XES or RIXS with the
Green’s function method in MBPT, Vinson et al.?*** performed a
standard one-shot GW (G,W,) calculation and solve the BSE for
valence excitations only. Their initial state for XES is the neutral N
electron ground state, not the true N — 1 electron state. Therefore,
they had to introduce an empirical parameter to compare their
results with experiments. However, according to EQP theory,"
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one can start calculation of the GW + BSE method of MBPT from
an arbitrary excited eigenstate. That is, EQP theory allows us to set
the initial state to be the N — 1 (or N) electron excited state with a
deep core hole, where one electron is emitted from the core level
to the vacuum (empty) level. This theory can remove the difficulty
to compute XES and RIXS spectra with MBPT, which is a clear
novelty. Indeed, we have recently succeeded in calculating the XES
spectra of several small molecules (CH,, NH;, H,O, CH;0H) using
the GoW, + BSE method of MBPT without introducing any
empirical parameter.>® In our approach, the initial state of the
GW + BSE method is the core-excited state.

The purpose of the present paper is to give a justification of
using MBPT and TDDFT for XES and RIXS and discuss the
problem lying in the existing methodologies. Here, we apply the
GoW, + BSE method to the XES and RIXS analysis of CH,, NH3,
H,0, and CH30H molecules and discuss the accuracy of the
resulting spectra. Moreover, according to extended Kohn-Sham
theory,'* we give a justification and comment of applying the
method relying on TDDFT as well as the one-shot GW + BSE
approach to this problem. Based on this theory, we discuss the
proper problem of the XES and RIXS calculations.

In what follows, we assume, as usual, that the initial state of
the XES and RIXS secondary processes is an excited eigenstate of
the total Hamiltonian. However, some non-equilibrium effect may
occur in the experimental situation. For example, we have totally
ignored the effect of molecular vibration, which is sometimes
experimentally observed in the XES and RIXS spectra.”*
have to say that we use a time-independent approximation and
totally ignore dynamical effect. However, for the dynamics, we
have successfully performed a TDGW molecular dynamics simu-
lation for the excited state CO* + H — HCO reaction®® on the
basis of EQP theory. Another research using the non-equilibrium
Green’s function technique®®?” has been performed by Spataru
et al.”® and by Perfetto and Stefanucci.”® Such studies should be
extended to the X-ray related dynamics® in the future.

The rest of this paper is organized as follows. First, we will
briefly review EQP and EKS theories in Section 2. Computa-
tional details and results of our RIXS calculation based on EQP
theory are given, respectively, in Sections 3 and 4. Discussions
are given in Section 5, where a simpler approach only using the
GW calculation without solving the BSE is suggested, and
finally Section 6 concludes the paper.

So, we

2 Theory
2.1 EQP theory

Here we briefly review the keypoint of extended quasiparticle
(EQP) theory."? First, let us derive the equation satisfied by the
EQP wave functions and the EQP energies. The Hamiltonian H
is given by H = H") + H® with the one-body part

HY =T 4= Zju}_f(r)hm

s

(1) (r)dr
1)
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and the two-body part

V=33 oo

where (r), y{(r) are annihilation and creation operators at

position and spin coordinates (r, s), V(r — t') = e*/4ney|r — ¥'| is

the Coulomb interaction, and v(r) = — > Z;V(r — R;) is the
7

Ve =Wy () (rdrdr’,  (2)

nuclear potential. The commutation relation between l[l(l‘) and
H is given by

(), H] = +ZJ VI — 0y (), ). (3)

Let | P¥*") and |2’ be the (M + 1)- and M-clectron eigenstates
of the Hamiltonian H, and E*" and EY' be the corresponding

energy eigenvalues. Then, by sandwiching eqn (3) with (¥} |
and |P}") or with (¥)'| and |P)""), we derive

(52— 5 ) (3 it ) = ) (3 o)
+ZJ r—r <lpM l‘lp Wy (l‘/)lpy(r)’lpé‘/’>dr/

(sa)

(= = E2) (o)) = W0 e ([ o) w2

+ZJ r—r<

Pl () (60|

(4b)

Here, the second term in the right-hand side (r.h.s.) of eqn (4) is
conventionally rewritten as

) R T TATI LR
; >dr’7

(5a)
V) (), (1) P24 ) de

= JZS (r, v EM — E[y_l> <‘P34_] ’I/A/s(l',)

> [r =i

(5b)
:st(m’,E,f“‘ EM <¥’M‘¢

‘1’M+l>dr

by introducing the energy-dependent self-energy X(r,r';¢;).
Since both identities (5a) and (5b) hold simultaneously, they
should be an equivalent identity. In fact, if we replace M, p and
ywith M + 1, y and v in eqn (5a), we obtain eqn (5b). This means
that both equations should hold for arbitrary M, v, u and v. This
is the reason that MBPT can be applicable to an arbitrary
excited eigenstate as an initial state. Indeed the full Green’s
function formulation of MBPT can be reproduced by using the
Brillouin-Winger perturbation theory,"” which is certainly
applicable to any excited eigenstate without doubt. Now, defin-
ing EQP energies as

8'“ :E{;l_Eftlily SZ/ZE?//Pr1 _E{;lr (6)
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and EQP wave functions as

dulr, s) = (PY @Y, b, s) = (P[P,
)

we successfully derive EQP equations

h(l) (r)¢u(r7 S) + JZS'(rv r/a 8#)¢;L(r/’ S)dr, = 8M¢;t(r’ S)? (Sa)

KD (1), (r, ) + “ZS(L Y )b (¢, 5)dF = e (r.5)  (8D)

from eqn (5a) and (5b).

EQP energies defined by eqn (6) directly correspond to the
photoemission (PE) and inverse photoemission (IPE) energies
associated with the initial excited eigenstate |¥}), and EQP
wave functions defined by eqn (11) describe the created hole
and electron (particle) distribution in the corresponding PE/IPE
process. However, EQP wave functions are not orthogonal to
each other and their norm is less than one.*'"** They are even
not linearly independent.’® Therefore, there are, in principle,
infinite number of occupied (occ) EQP wave functions ¢,(r, s)
even for the finite M-electron system, as there are infinite
number of (M — 1)-electron states |¥}/'). This implies that
the electron spin density

pu() = (¥ [ir b, 0] w1
= S (wrfilmle ) (ne o] er)
©)

= Z ([)Z(l‘, s)d)”(n S)

occ

=Y g9

must be expressed with an infinite sum of occupied EQP wave
functions even in the finite M-electron system, and makes the
rigorous analysis such as in highly correlated systems difficult.
This problem was, however, solved quite recently by extended
Kohn-Sham theory explained in Section 2.2.

2.2 EKS theory

Extended Kohn-Sham (EKS) theory'* solves this problem on the
normalization of EQP wave functions. Multiplying both sides of

—iejt

eqn (8) by e and using the original definition X(ry,r;¢;) =
Jd(t1 — 1)2,(1,2)e™(1=%) (numbers are abbreviations for posi-
tion and time coordinates, i.e., i = (r; t;), one readily obtains

the time-dependent EQP equation®>-¢

.0

i i(1,5) = Km0, (1,) + jm, 2p,2.5)d2,  (10)

where time-dependent EQP wave functions, ¢,(1, s), are
defined by

$u1, 8) = (TP, o1, 8) = (W)
(11)
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using the Heisenberg operator (1) = e (r,)e . Then, the
two-time spin density matrix p4(1, 2) is introduced as

pi(1,2) = ([, (0)|¥)")

oce

- Zﬂ:<lpM

oce

= quy(l“g)(bz(z? S)'

D (2)] i (r

L) 4y

This p4(1, 2) coincides with the Green’s function —iG(1, 2) for
t, < t, and satisfies

i (1.2) = W9, (1.2) + [2.0.3),6.243, (13)
1

which is readily derived from eqn (10) by multiplying ¢;(2,s)
and summing with 2 (=p) over all occupied EQP states. Next, let
us assume that p,(1, 2) is expressed by M normalized EKS wave
functions ¢41, s) (i =1, 2,...,M) as

M
py(1,2) = Z&bi(lvs)éj(2>s)' (14)
i=1

It certainly satisfies the necessary condition for the electron
spin density Y [p,(r1)dr; = > [p,(1,1)dr; = M. (Note that the

original ¢, had norm less than 1 and infinite number of ¢,
were required to satisfy this necessary condition.) At each time
t;, we can introduce the dual orbitals qgj(l, s) (=1, 2,...,M),
which satisfy the biorthogonality condition

J(}br(l,s)é}/(l,s)drl =5y (ij<M). (15)

Note that ¢;(1, s) can be made from ¢;(1, s) by using the the
Gram-Schmidt orthogonalization to all the other M — 1 orbitals

¢;(1,5) (j # 1) Then, we have [p (1,2)¢;(2,5)dr, = ¢,(1,s) for
i < M. Then, eqn (13) yields the equation™

1.9 =13 (1,9) + [£.0.20,2.d2 (10)
1

Eqn (10) and (16) have exactly the same form, and thus we know
that ¢,(1, s) is equivalent to the EQP wave function ¢,(1, s)
except for a normalization factor. Therefore, the electron spin
density p(r1) =ps(1, 1) is expressed by M normalized EQP wave
functions except for normalization. Those functions are not
necessarily mutually orthogonal. So far, we discussed the
occupied EQP wave functions only, but a similar discussion is
possible also for the empty EQP wave functions.™

Although there are a lot of independent excitations that are
not directly associated with the PE and IPE processes in the
(M + 1)-electron states |P}*"), they can be eliminated in the
summation over all occupied (and empty) EQP states, and
instead we have to accept that the EQP energies have an
imaginary part, which represents the peak width and the
inverse of the QP lifetime. However, according to Baym-
Kadanoff’s conservation laws,>”*® we can derive the hermitized

This journal is © the Owner Societies 2022
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equation™*
W0+ e + 2 @) 16~ Relullgd, a7

which can be regarded as the EKS equation. Moreover, we

derive®%33
¢,
w=¢,

Thus the operator 1 — 0X(w)/0w|,-.; normalizes the EQP states.
This normalization procedure is closely related to the Ward
identity®®*°

- 02 (w)
Ow

¢x> =1 (18)

02 (w)
Ow '’

which is the ¢ — 0 limit of the Ward-Takahashi identity, where
q = (q, ® — w) denotes the momentum-energy transfer via the
Coulomb interaction. In eqn (19), I'g-o() is the vertex operator
in the ¢ — 0 limit. Comparing (19) with (18), we have'*

(@il g=0(e7)[2) = 1. (20)

The vertex function, which connects the dynamical interaction
to a pair of Green’s functions, has an effect to make the system
gauge invariant by the Ward-Takahashi identity, and guaran-
tees the local charge conservation by the continuity
equation.’®*° However, in the limit ¢ — 0, no multiple excita-
tion is possible. Therefore, the vertex function in this limit
counts the (M 4 1)-electron states |¥P¥*') with purely one
electron or hole only, and has an effect to normalize the
corresponding EQP wave functions to unity, ignoring all the
other EQP wave functions involving multiple excitations. This is
the physical meaning of eqn (20).

A simple way to normalize EQP wave functions is to multiply
the Green’s function by

Il ry o) = (e, s|lZ (o), s) = 6(r — n2)f (0),

Fyo(@) =1—

(19)

I (0 — &) (21)

_ 1 oFE
@)= 2 iy T =)

p#L

and introduce the normalized Green’s function G(w) as
G(w) = IE P (@)G(0) R () = G(w) f(w).  (22)

It is proved" in Hedin’s exact GWI formulation that the
frequency integrals at each order of the expansion in terms of
skeleton-diagrams equally give rise to all contributions from
the poles of all Green’s functions in the series, and therefore
f(w) — f(e;) normalizes all EQP wave functions appearing
inside all Green’s functions in the expansion. Therefore, one
can simply normalize the EQP wave functions to unity. The only
difference from the traditional DFT is that the EQP wave
functions are not necessarily orthogonal to each other, because
the self-energy is energy dependent. A non-orthogonality actu-
ally implies that the EQP wave functions are interacting, or
correlated, in contrast to the fictitious non-interacting KS
orbitals. This EKS theory is applicable to the excited states,
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i.e. the problem of the XES and RIXS studies, by relying on EQP
theory explained in Section 2.1. However, the very important
message here is that one has to use an accurate nonlocal self-
energy in order to obtain a good result.

3 Computational details

There is also a problem of basis functions to represent the wave
functions for the XES and RIXS studies. The electronic structure
calculations in quantum chemistry usually use the Gaussian
basis functions which are not always suited to represent highly
extended states. To overcome the basis set incompleteness, we
apply the all-electron mixed basis approach,** in which both
plane waves (PWs) and numerical atomic orbitals (AOs) are
used as basis functions. We have successfully applied this
approach in our previous XP$**** and XES>® studies. A similar
XPS study has been performed by Golze et al.** Here, we select
CH,, NH3, H,0, and CH30H molecules as target systems. There
are experimental XES data for these molecules.">**™*” There are
also experimental RIXS data for NH;,*® H,0,*> and CH;0H.>°
We take the input coordinates of these target molecules from
the PubChem3D data.’® First, we perform the DFT calculation
for the spin-polarized electron configuration for the XES and
RIXS excited states with a core hole. We use the local density
approximation (LDA) of Perdew-Zunger’s interpolation
formula®® for the exchange-correlation functional. Second,
using the resulting Kohn-Sham (KS) eigenvalues and KS orbi-
tals, we calculate the EQP energies using the one-shot GW
approach. In this approach, the EQP wave functions are
replaced by the LDA Kohn-Sham orbitals ¢5"(r, s), and the
GW EQP energies 7" are estimated from the LDA energy

eigenvalues &i™* as

e = gtPA 4 7, ZJ LDA* (¢ g) [Zx(r, ¥';elDA)
S (23)
— P ()d(r — l‘/)} PP (Y, 5)drdr’

with a renormalization factor

1= 30 [ P2

S

-1
Z,= d)iLDA(r’,s)drdr’] .

w=¢PA
(24)

Finally, the BSE is solved within the Tamm-Dancoff
approximation.”® In order to avoid quite heavy numerical w
integrations, the generalized plasmon pole (GPP) model®* is
applied to the dynamical screened Coulomb interaction in the
correlation term of the GW self-energy®® and the direct term of
BSE Hamiltonian.” The computational conditions such as unit
cell parameters, cutoff energies for PWs, the Fock exchange >
and the correlation term X (w) (here, the self-energy X(w) is
decomposed as 2(w) = 2, + Z(w)), and the number of levels are
listed in Table 1. For AOs, we use minimal basis, i.e., 1s, 2p,,
2py, 2p; for C, N, O and 1s for H. (AOs are confined inside
nonoverlapping atomic spheres.) All calculations in this paper
use periodic boundary conditions. So, in order to treat the

Phys. Chem. Chem. Phys., 2022, 24, 16586-16595 | 16589
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cutoff;

Table 1 Molecules, unit cell parameters (simple cubic), cutoff energies for plane waves (Epw'
number of levels used in the GW + BSE calculations
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), exchange (ESU*°™) and correlation (ES“*°™), and the

Molecule Cell parameter (A) ESf pw (Ry) E&f exchange (Ry) EXf correlation (Ry) Number of levels
CH, a=b=c=12.0 44.2 122.8 11.1 2000
NH; a=b=c=10.0 63.7 223.9 15.9 2000
H,0 a=hb=c=10.0 63.7 223.9 15.9 2500
CH;0H a=b=c=14.0 38.1 114.2 11.1 2500

isolated systems, we use the spherical cut technique for the
Coulombic interactions.” The radius of Coulomb truncation is
the half of the side length of the simple cubic unit-cell, and the
molecular size should be smaller than this radius.

4 Results

First we show the one-shot GW (G,W,) results. Initial state has a
core hole at C1s for CH, and CH;O0H, N1s for NH;, and O1s for
H,O0, corresponding to the K-edge XES/RIXS spectra of carbon,
nitrogen, and oxygen atoms. The other electron configuration is
the same as the neutral ground state in XES (X). In contrast, in
RIXS (R), one electron, which has the same spin as the removed

core electron, is added to the LUMO level. This corresponds to
the lowest-energy singlet exciton with a core hole induced by
the X-ray absorption. These states are generated within the
LDA. Contributions to the one-shot GW calculation are listed in
Tables 2-5. In these tables, asterisk (*) attached onto % values
indicates occupied levels, and ¢°% values without asterisk are
empty levels. Note that the GW energy ¢“" is not the simple
addition of X, + X, — ur2® because of the existence of the
prefactor, i.e. the renormalization factor Z, in eqn (23). We see
from these tables that, for all molecules, there are interesting
correlations between the up spin and down spin EQP states and
between the XES (Xn) and RIXS (Rn). For example, ¢">* and £V
have similar values between up and down spins at the same
level, when both spin states are simultaneously occupied or

Table 2 Contributions to the one-shot GW calculation for XES (X) and RIXS (R) of CH,. ¢-P* and uk2” are the LDA eigenvalue and the expectation value of

the LDA exchange—correlation potential; =, and X. are, respectively, the exchange and correlation parts of the self-energy; and " is the GW extended

quasiparticle energy. Asterisk (*) attached onto £“% values indicates occupied levels. This table lists the data for single-particle levels (Xn, Rn) only

Up spin (eV)

Down spin (eV)

Process/level ghA LDA s X i glbA LDA s X il

X1 (Cls) —331.6 —60.9 —103.5 10.4 —359.1* —300.6 —28.9 —3.2 —10.5 —287.8
R1 (ClS) —325.7 —60.8 —103.5 12.4 —348.3* —295.2 —29.4 —3.4 —12.6 —285.8
X2 —29.3 —17.5 —27.5 3.1 —35.5% —28.2 —15.9 —25.0 2.8 —33.8*
R2 —23.6 —17.4 —27.3 4.5 —29.7* —22.6 —16.0 —25.3 6.9 —23.7*
X3-5 —21.0 —16.5 —22.5 0.8 —25.9% —20.4 —15.3 —21.1 0.6 —25.2%
R3-5 —15.3 —16.4 —22.3 2.3 —18.2* —14.8 —15.3 —21.1 2.2 —17.5*
X6 —6.6 —6.3 —2.8 —0.9 —4.0 —6.3 —5.6 —2.1 —0.8 —3.6
R6 —2.5 —4.7 —1.6 —-2.0 —1.5 —2.8 —4.7 —5.6 —1.2 —4.6*
X7-9 —5.5 —9.0 —4.0 —-1.1 —1.7 —5.2 —8.4 —3.6 —1.0 —1.5
R7-9 —1.2 —4.7 —1.4 —1.8 0.2 —1.5 —4.3 —2.0 —1.1 —0.6

Table 3 Contributions to the one-shot GW calculation for XES (X) and RIXS (R) of NHs. "> and g

LDA
XC

are the LDA eigenvalue and the expectation value of

the LDA exchange—correlation potential; >, and X are, respectively, the exchange and correlation parts of the self-energy; and % is the GW extended
quasiparticle energy. Asterisk (*) attached onto ¢“% values indicates occupied levels. This table lists the data for single-particle levels (Xn, Rn) only

Up spin (eV)

Down spin (eV)

Process/level gHPA LDA 2y e i gHPA LDA Xy DR eV

X1 (le) —453.1 —71.3 —121.3 12.0 —485.8* —417.3 —34.6 —4.3 —12.2 —401.8
R1 (NlS) —446.1 —71.2 —121.2 14.4 —473.5* —410.8 —35.1 —4.5 —14.6 —399.1
X2 —34.7 —20.4 —32.0 3.7 —41.9* —33.4 —18.5 —29.1 3.3 —40.0*
R2 —27.9 —20.3 —-31.9 5.6 —33.7% —26.7 —18.6 —29.6 6.8 —29.3%
X3-4 —24.0 —19.0 —26.0 0.9 —29.7* —23.3 —17.6 —24.2 0.7 —28.7*
R3-4 —17.3 —18.9 —25.8 2.6 —20.9% —16.7 —17.6 —24.1 2.3 —20.4%
X5 —19.9 —20.2 —28.1 1.5 —25.8% —18.7 —18.3 —25.5 1.2 —24.3%
R5 —13.4 —20.0 —27.6 3.1 —17.2* —12.4 —18.2 —25.2 2.8 —16.9*
X6 —8.0 —7.7 —-3.5 —1.0 —4.8 —7.7 —7.1 —2.8 —-0.9 —4.5
R6 —2.9 —5.7 —-2.0 —2.1 —1.5 —3.4 —5.9 —7.1 —1.0 —5.4*
X7-8 —6.4 —9.6 —4.5 —1.0 —2.5 —6.1 —9.0 —4.0 —1.0 —2.2
R7-8 —1.3 —5.7 —2.1 —2.0 0.1 —1.8 —-5.9 -3.1 —1.2 —0.4
X9 —3.7 —-3.0 —1.0 —0.5 —1.6 —3.6 —2.9 —1.0 —04 —2.1
R9 —0.5 —2.4 —0.5 —1.2 —0.0 —0.9 —2.8 —1.1 —1.0 —0.3
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Table 4 Contributions to the one-shot GW calculation for XES (X) and RIXS (R) of H,O. ¢-°* and uk2” are the LDA eigenvalue and the expectation value of
the LDA exchange—correlation potential; Z, and X. are, respectively, the exchange and correlation parts of the self-energy; and " is the GW extended
quasiparticle energy. Asterisk (*) attached onto ¢“% values indicates occupied levels. This table lists the data for single-particle levels (Xn, Rn) only

Up spin (eV)

Down spin (eV)

Process/level ghbA ok 2y e i g et 2y e il

X1 (015) —594.1 —82.0 —139.7 12.0 —634.6* —553.9 —41.0 —5.8 —12.1 —533.6
R1 (OlS) —585.9 —81.9 —139.7 14.5 —620.5* —546.2 —41.5 —6.0 —14.6 —530.0
X2 —40.9 —23.9 —37.7 4.3 —49.7* —39.7 —21.6 —34.2 3.9 —47.2%
R2 —32.9 —23.8 —37.6 7.5 —37.7* —31.5 —21.7 —34.8 6.8 —37.1*
X3 —27.8 —22.2 —30.0 1.3 —34.3* —26.9 —20.4 —28.0 1.0 —33.0*
R3 —19.8 —22.1 —30.1 3.1 —24.0* —19.2 —20.5 —28.0 2.6 —24.5%
X4 —25.4 —23.5 —32.7 1.8 —32.4* —24.1 —21.4 —30.0 1.5 —30.7*
R4 —17.6 —23.2 —32.2 3.6 —22.3% —16.6 —21.4 —29.9 3.5 —20.8*
X5 —23.7 —24.2 —33.7 2.2 —30.6* —22.4 —22.0 —30.8 1.8 —28.9*
R5 —16.0 —23.9 —33.2 3.9 —20.6* —14.8 —21.9 —30.5 3.6 —19.1*
X6 —9.1 —8.8 —4.1 —0.9 —5.3 —8.8 —8.2 —3.5 —0.8 —4.9
R6 —2.8 —6.3 —2.3 —2.0 —1.0 —3.5 —7.1 —9.0 —0.7 —5.8*
X7 —7.5 —10.3 —4.9 —0.9 —5.3 —7.2 —9.8 —4.5 —0.8 —2.8
R7 —1.2 —6.3 —2.4 —1.9 0.5 —1.9 —7.3 —4.2 —1.0 0.0
X8 —4.0 —2.9 —1.0 —0.3 —2.4 —3.9 —2.8 —1.0 —0.3 —2.3
R8 —0.6 —2.6 —0.8 —1.0 0.1 —0.9 —2.7 —-1.2 —0.8 —0.2
X9 —-3.9 —2.9 —-1.0 —0.3 —2.3 —3.8 —2.7 —0.9 —0.3 —2.3
R9 —0.3 —2.0 —0.3 —0.9 —0.4 —0.7 —2.7 —1.0 —0.7 0.1

Table 5 Contributions to the one-shot GW calculation for XES (X) and RIXS (R) of CHsOH. £-°* and uk2* are the LDA eigenvalue and the expectation
value of the LDA exchange—correlation potential; X, and Z. are, respectively, the exchange and correlation parts of the self-energy; and ¢ is the GW
extended quasiparticle energy. Asterisk (*) attached onto " values indicates occupied levels. This table lists the data for single-particle levels (Xn, Rn)

only

Up spin (eV) Down spin (eV)
Process/level glPA DA 2y 2. i glbA LDA 2y 2 i
X1 (O1s) —515.2 —78.8 —-132.1 11.1 —551.4* —515.3 —78.8 —-132.1 11.1 —551.4*%
R1 (O1s) —509.4 —78.8 —-132.1 13.0 —540.9*% —509.4 —78.9 —132.2 13.0 —541.0%
X2 (C1s) —333.1 —60.8 —103.6 10.7 —360.5% —301.9 —28.8 —3.2 —-10.9 —289.4
R2 (C1s) —326.7 —60.8 —103.5 12.6 —350.3* —295.9 —-29.1 —-3.3 —12.8 —286.1
X3 —34.2 —20.7 —32.5 5.0 —40.1* —33.9 —20.6 —32.3 5.1 —39.7%
R3 —28.3 —20.7 —32.5 6.7 —32.7% —28.0 —20.7 —32.6 6.9 —32.7%
X4 —27.8 —18.5 —28.2 3.1 —33.8% —26.9 -17.1 —26.1 2.8 —32.5%
R4 —-21.7 —-18.4 —28.0 4.8 —25.8% —-21.0 —-17.2 —26.3 5.0 —24.3*
X5 —22.2 —-17.5 —23.8 1.4 —26.8% —21.8 —-16.9 —23.2 1.3 —26.3%
R5 —16.2 —-17.5 —23.7 2.9 —19.1* —15.9 -17.1 —23.4 3.0 —18.7*
X6 —-21.7 —16.7 —23.2 1.4 —26.5% —21.1 —-15.7 —-21.9 1.2 —25.8%
R6 —15.6 —16.7 —23.0 2.8 —18.7* —15.7 —15.2 —-21.9 2.6 —18.2*
X7 —-21.0 —18.6 —-24.1 1.1 —25.2% —20.5 —-17.6 —23.1 1.0 —24.7%
R7 —-15.0 —18.4 —-23.9 2.5 —17.6* —14.7 -17.5 —-23.1 2.5 —17.3*
X8 —16.8 —19.4 —26.1 1.7 —21.5% —-16.7 —-19.1 —25.8 1.7 —21.4%
R8 -11.1 —19.2 —25.8 3.0 —14.1* —-11.1 —19.0 —25.5 3.0 —14.1*
X9 —14.6 —-19.7 —26.7 2.2 —19.1* —14.6 —19.6 —26.6 2.1 —19.1*
R9 —-8.9 —19.5 —26.4 3.5 —-11.7* -9.0 —19.5 —26.9 3.5 —11.8*
X10 —-7.4 —13.7 -7.5 —-1.5 -2.9 -7.1 —-11.4 —-5.8 —-1.4 -3.0
R10 —2.3 —6.6 —2.7 —2.1 —-0.7 —2.6 —6.3 —7.4 —-1.0 —4.4*
X11 —6.5 -9.9 —=5.2 —-1.2 —-3.1 —6.1 -9.0 —4.4 —-1.1 —2.7
R11 —-1.8 -9.3 —4.8 —-2.1 0.3 -1.8 —6.4 —-3.3 —-1.4 —-0.3
X12 —5.8 -9.0 —4.1 —-1.1 —2.3 —-5.5 —8.3 —-3.5 —-1.1 -1.9
R12 —5.6 —-1.2 —2.2 -1.7 0.2 —-1.4 —4.6 —2.1 —-1.0 —0.1
X13 —5.7 —-9.1 —4.1 —-1.1 —-2.1 —5.4 —8.5 —3.6 —-1.1 —-1.8
R13 -1.1 —4.6 —-1.6 —-1.5 0.2 —-1.4 —=5.3 —2.5 —-1.3 —-0.0

empty, while they have quite different values when up spin is
occupied and down spin is empty or vice versa. Moreover, we
notice that the expectation values of the LDA exchange-correla-
tion potential (uk2*) and the exchange and correlation parts of
the self-energy (X and X.) are almost the same (at most 2 eV

difference) between Xn and Ra. This means that the main

This journal is © the Owner Societies 2022

difference between Xn and Rz in the GW energy ¢ comes
from the LDA energy eigenvalue £"**, We will discuss this point
later in Section 5.

Next, the RIXS spectra obtained by solving the BSE are
shown in Fig. 1 and in Fig. 2, respectively, for NH; and CH;OH.
The calculated XES and RIXS fluorescence photon energies are
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Fig. 1 Calculated RIXS spectrum for NHs.

Intensity

.J L J .1.

270 275 280 285 290
Photon Energy (eV)
Fig. 2 Calculated RIXS spectrum for CHzOH.

Table 6 XES and RIXS fluorescence photon energies obtained by solving
the BSE after the GW calculation for the EQP energies, which are listed in
Tables 2-5. Available experimental values'®*>~>° are listed together

XES (eV) RIXS (eV)
Molecule State Calc. Exp. Calc. Exp.
CH, S, 277.5 276.4% 280.8 —
S, 277.5 276.4% 280.8 —
S3 277.5 276.4% 280.8 —
Sa — — 285.3 —
NH, S 390.5 388.6° 393.4 389.0°
S, 390.5 388.6° 393.4 389.0°
S; 396.1 395.0° 398.2 392.5°
S, — — 399.4 394.3°
H,0 Sy 521.8 520.8° 524.4 522.3
S, 525.7 524.8° 528.5 524.3/
Ss 528.1 526.6° 531.4 526.3
S, — — 532.5 526.5
CH,0H S 270.8 275.2¢ 273.8 274.3°
S, 274.6 277.0% 277.0 276.7%
S; 277.1 279.4¢ 279.2 279.0¢
S, 277.8 281.2¢ 279.7 279.3%
Ss 279.5 282.5¢ 281.4 281.0°
Se 280.2 282.87 282.2 281.4%
S, — — 286.9 287.0°

@ Ref. 45. ” Ref. 46. ¢ Ref. 47. ¢ Ref. 10. © Ref. 48.7 Ref. 49. ¢ Ref. 50.

10,45-50

listed in Table 6 together with the experimental data.
There are three excitonic states S;-S; for XES and four excitonic
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states S;-S, for RIXS in the case of CH,, NH; and H,O
molecules, while there are six excitonic states for XES and
seven excitonic states for RIXS in the case of a CH3;OH mole-
cule. The XES results are slightly different from those of our
previous report*® due to the choice of different computational
conditions given in Table 1. For the present XES results, the
agreement with the experimental values is better than our
previous report*® for CH,, NH; and H,O (the difference
between the present results and the experimental data®>™” is
1-1.5 eV), but a bit worse for CH3;0H (the difference from the
experimental data'® is 2-4 eV). Similarly, the RIXS results well
reproduce the overall experimental tendencies. In particular,
the result for NH; (Fig. 1) reproduces the shoulder peak
observed experimentally;*® the shoulder peak D; of Fig. 5 in
ref. 48 corresponds to the calculated peak at 398.2 eV in Fig. 1.
However, our RIXS results are systematically larger by 2-3 eV
from our XES results, in contrast to the experimental XES and
RIXS data showing the difference at most 1.5 eV. Accordingly,
our RIXS results are systematically overestimated by 2-4 eV
from the available experimental data for NH; and H,0.***° A
possible reason of this systematic deviation is discussed in the
following section. Nevertheless, it is worthwhile to note that,
our RIXS result for CH;OH (Fig. 2 and Table 6) well coincides
with the experimental data.>

5 Discussion

The EQP energy of the C1s core hole created by a XPS process,
—287.8 eV, which is given in Table 2 as X1 (C1s) ¢“” for down
spin, should coincide with the C1s XPS energy of a neutral
system. So, we performed the GW calculation of a neutral CH,
molecule at the ground state and obtained ¢215 for the 1 (Cls)
XPS level as shown in Table 7. The resulting C1s XPS energy
e&1s = —289.4 eV is fairly close to the EQP energy —287.8 eV of
the X1 C1s core hole (Table 2) with a 1.6 eV difference, which is
an error caused by the approximations used and some insuffi-
ciency of the parameter set (including the supercell size), etc.
Anyway, the error of 1.6 eV is relatively small compared to the
absolute value 288 eV and acceptable. This strongly supports
the validity of the present methodology.

Moreover, using an idea to calculate the photoabsorption
energy only by performing the GW calculation for the cation of
the target molecule without solving the BSE,”® we can estimate
the XES energies only from the result given in Table 7 of a

Table 7 Contributions to the one-shot GW calculation for neutral CH,4 at
the ground state. é"°* and pP” are the LDA eigenvalue and the expectation
value of the LDA exchange-correlation potential; X, and X, are, respec-
tively, the exchange and correlation parts of the self-energy; and ¢ is the
GW quasiparticle energy. Asterisk (*) attached onto " values indicates

occupied levels

Level  (eV) g A 2y 2. e

1 (C1s) —265.6 —58.0 —96.2 10.0 —289.4*
2 —-17.1 —15.5 —24.2 2.8 —22.3%
3-5 (HOMO) —-9.5 —14.0 —-19.3 0.5 —13.8*
6 —-0.6 —-1.8 —-0.6 —-0.3 0.3

This journal is © the Owner Societies 2022
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oo = —289.4 + 13.8 €V =
275.6 eV, which is different from the experimental XES value
—276.4 eV by 0.8 eV only. This again strongly supports the
validity of the present theory, although this type of calculation
(as well as the above-mentioned paper>®) does not allow us to
calculate the spectral intensity. It can be used at least for the
purpose of error estimation, but we think the ability is more
than that. We can more positively expect that the accuracy of
the involved calculation becomes better, because this is simply
a standard GW calculation for a neutral molecule. In fact, there
was a similar advantage in the spin-unpolarized calculation in
cationic systems of Al, B, Na;, and Li; treated in the above-
mentioned paper.>®

Similarly, for RIXS, we performed GW calculation for an
ammonia anion NH; ' and obtained Table 8. From down
spin levels, we can estimate the RIXS energies as eqrs — &5 " =
—397.3 eV — £5%(n = 3-6) as —385.9 eV, —385.9 eV, —390.9 €V,
and —396.0 eV, which can be compared with the experimental
values in Table 6: —389.0 eV, —389.0 eV, —392.5 eV, and
—394.3 eV. The differences between theory and experiment
are, respectively, 3.1 eV, 3.1 eV, 1.6 €V, and 1.7 eV. The larger
differences compared to the CH, XES case discussed above are
probably due to the GW calculation for an anion, not for a
neutral molecule.

As seen in the previous section, there is a systematic devia-
tion between our XES and RIXS results. The most probable
reason is the approximation used in the present calculation.
The validity of the linearization of the QP equation, i.e., the so-
called renormalization of the one-shot GW approximation, is
not obvious in particular for the deep core level. So, we tried to
use the X1 (C1s) eS7ERP)(1, |) values listed in Table 2 in the
argument of the self-energy ¥(c°"®?"), and reperformed a GW
+ BSE calculation for the CH, XES case. The resulting
egK(EQP)(T, 1) values, however, did not change at all up to
one decimal place written in Table 2 even if we used the correct
EQP energy in the argument of the self-energy. The difference is
about 0.01 eV. So, we think the linearization does not cause any
significant problem at least in the present case. In this sense,
there is no oscillatory behavior in the self-energy as discussed
by Mejuto-Zaera et al.’>’ at least in the present case. In the
present and previous calculations, we have used the GPP model.”*
It is known that sometimes the GPP model gives a worse result
compared with the numerical o integration. However, unfortu-
nately, it is quite heavy to perform the numerical o integration for

neutral GW calculation as €%y, —

View Article Online

PCCP

the XES and RIXS studies. From a tentative calculation, we
found that there is a possibility to lower the XES and RIXS
energies by using the full numerical @ integration up to 1000
points corresponding to about 200 eV. Moreover, we used the
Tamm-Dancoff approximation®® in solving the BSE.

On the other hand, as seen in Tables 2-5, the main differ-
ence between XES and RIXS in the GW energy ¢°" comes from
the LDA energy eigenvalue ¢"*, since the expectation values of
the LDA exchange-correlation potential (use?®) and the
exchange and correlation parts of the self-energy (Xx and X.)
are almost the same between the XES and RIXS calculations.
Therefore, another reason for the difference between the result-
ing XES and RIXS energies may lie in the LDA energy eigenva-
lues ¢"P*. The use of LDA is an approximation in particular for
excited states, even though EQP theory is the exact theory and
the usual way to calculate the self-energy is justified for excited
states. For example, we have to be careful for a treatment of the
charge neutrality in the unit cell for a cation system required in
the XES calculation. In order to exclude the interaction between
the unit cells, we have introduced the spherical cut technique
for the Coulombic interaction.®® In particular, in the XES
calculation of + charged molecule with a deep core hole, the
effect of Coulomb spherical cut and the unit-cell size may
become more serious. So, we performed a LDA calculation with
a slightly larger unit cell (14 A) for the CH, XES case with the
same cutoff energy for plane waves as listed in Table 1. Then,
we obtained —331.7 eV (up spin) and —300.6 eV (down spin) for
the X1 (C1s) level, which is different from the ¢"°* values in
Table 2 by only 0.1 eV. As well, to investigate the effect of the
electric dipole, we performed a similar LDA calculation with a
slightly larger unit-cell (12 A) for the NH; and H,O RIXS (charge
neutral) case with the same cutoff energy for plane waves as
listed in Table 1. In this case, we obtained —445.8 eV (up spin)
and —410.5 eV (down spin) for the R1 (N1s) level of NH; and
—585.7 eV (up spin) and —546.0 eV (down spin) for the R1 (O1s)
level of H,O. The difference from the ¢ values in Tables 3
and 4 is 0.3 eV for NH; and 0.2 eV for H,O. Therefore, the unit-
cell size listed in Table 1 is almost sufficient.

Finally, we want to give a justification and comment of
applying TDDFT to the XES and RIXS studies. As demonstrated
in Sections 2.1 and 2.2, Kohn-Sham equation is applicable to
excited states. However, as is well known, the condition to apply
TDDFT for an initially excited state is that one should use
the exchange-correlation kernel constructed by including the

LDA

Table 8 Contributions to the one-shot GW calculation for NHz~ anion. ¢-°* and uk2* are the LDA eigenvalue and the expectation value of the LDA
exchange-correlation potential; X, and . are, respectively, the exchange and correlation parts of the self-energy; and ¢* is the GW quasiparticle

energy. Asterisk (*) attached onto " values indicates occupied levels

Up spin (eV)

Down spin (eV)

Level gPA et 2y X i gtoA et 2y X i

1 (NlS) —373.9 —68.3 —114.0 13.8 —397.3* —373.9 —68.3 —114.0 13.8 —397.3*
2 —18.1 —18.1 —28.1 5.0 —20.2* —18.1 —18.1 —28.2 5.1 —20.3*
3-4 —8.3 —15.9 —21.7 2.1 —11.3% —8.3 —15.9 —21.7 2.1 —11.4*
5 —-3.5 —15.7 —21.1 1.9 —6.4* —3.5 —15.7 —21.0 1.9 —6.4*
6 0.5 —2.3 —0.3 —1.6 0.7 0.0 —2.7 —2.8 —1.5 —1.3*
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information of the wave function of the initial excited state.®?
This should not be the simple LDA kernel. From EKS theory,"*
the true kernel should be the hermitized self-energy in MBPT,
and, from EQP theory,"® it is applicable to any excited eigen-
state of the many-body Hamiltonian. This means that, even
with hybrid functional such as B3LYP, the difference between
the correct self-energy and the hybrid functional may cause a
systematic error in the XES and RIXS calculations. It would be
important to use a more elaborate functional, which imitates
the important characteristic of the true self-energy.

6 Conclusion

In this paper, we have demonstrated the validity of applying the
Green’s function method based on many-body perturbation
theory (MBPT) to the XES and RIXS studies. The important
point is that one can rely on extended quasiparticle (EQP)
theory"® and extended Kohn-Sham theory," which enable
one to treat an arbitrary excited eigenstate as an initial state.
From this point of view, we have given a justification and
comment of applying TDDFT to the XES and RIXS studies.
Though Kohn-Sham equation is applicable to excited states,
the exchange-correlation kernel must be dependent on the
initial state according to TDDFT.® From EKS theory," the true
kernel should be the hermitized self-energy in MBPT, and, from
EQP theory," it is applicable to any excited eigenstate of the
many-body Hamiltonian. This means that, even with hybrid
functional such as B3LYP, the difference between the correct
self-energy and the hybrid functional may cause a systematic
error in the XES and RIXS calculations. It would be important to
use a more elaborate functional, which imitates the important
characteristic of the true self-energy. This is, however, left for a
future study.

We have explicitly applied the one-shot GW + Bethe-Salpeter
equation (BSE) method to the XES and RIXS calculations of
CH,, NH;, H,0O, and CH;OH molecules, which include the
chemically important K-edge XES/RIXS spectra of carbon, nitro-
gen, and oxygen atoms in the soft X-ray regime. Our results give
the fluorescence photon energies of XES and RIXS in reason-
able agreement with the experimental data, although there
appear some deviations between our XES and RIXS results.
We infer these errors from several approximations, such as the
plasmon-pole model,* the Tamm-Dancoff approximation® or
one-shot methods. So, the numerical w integration and the self-
consistent GW calculations will be desirable for more accurate
investigations.

In Section 5, we have also presented a convenient method to
calculate the XES or RIXS energies just by performing a GW
calculation of a neutral ground state or of an anion without
solving the Bethe-Salpeter equation, although it does not allow
us to calculate the spectral intensity. The results obtained in
this approach are also in good agreement with the experimental
values of the XES and RIXS energies. In particular, in the case of
the XES analysis, the approach treating a neutral molecule can
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give better results compared to the full GW + BSE calculation for
a cation molecule with a deep core hole.

In terms of the computational scalability, the GW + BSE
method is advantageous compared to the EOM-CCSD method if
we use the generalized plasmon pole model® instead of doing
the numerical  integration. The EOM-CCSD calculation with
the localized basis scales as N°. On the other hand, the GW +
BSE calculation using the reciprocal lattice space representa-
tion scales as N'. For more precise discussion, the atomic
vibration effect>® is also important, although this is beyond
the scope of the present study.
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