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Effect of chromophore encapsulation on linear
and nonlinear optical properties: the case of
‘‘miniSOG’’, a protein-encased flavin†

Nanna H. List,a Frederico M. Pimenta,b Lotte Holmegaard,b Rasmus L. Jensen,b

Michael Etzerodt,c Tobias Schwabe,d Jacob Kongsted,*a Peter R. Ogilby*b and
Ove Christiansen*b

Linear and nonlinear spectroscopic parameters of flavin mononucleotide, FMN, have been examined both

experimentally and computationally under conditions in which FMN is (1) solvated in a buffered aqueous

solution, and (2) encased in a protein that is likewise solvated in a buffered aqueous solution. The latter

was achieved using ‘‘miniSOG’’ which is an FMN-containing protein engineered from Arabidopsis thaliana

phototropin 2. Although it is reasonable to expect that the encasing protein could have an appreciable

effect, certainly on the nonlinear two-photon absorption cross section, we find that replacing the dynamic

aqueous environment with the more static protein environment does little to influence the spectroscopic

properties of FMN. The experimental and computational studies are consistent in this regard, and this

agreement indicates that comparatively high-level computational methods can indeed be used with

success on large chromophores with a complicated local environment. The results of the present study

facilitate the much-needed development of well-characterized and readily-controlled chromophores

suitable for use as intracellular sensitizers and fluorophores.

1 Introduction

The use of light-absorbing compounds in cells is a mainstay of
modern biology.1 Pertinent examples include fluorescent mole-
cules used in assays and photosensitizers used to perturb cells.2–4

Over the years, the applications of such molecules have become
increasingly complicated and the required specifications have
become quite demanding. In this regard, an ill-defined intra-
cellular environment in the immediate vicinity of the chromo-
phore is often counterproductive; photochemical, photophysical
and spectroscopic properties can depend quite strongly on the
molecular microenvironment.5,6

One promising approach to impart some control and
continuity to the local environment of an intracellular chromo-
phore is to encapsulate it in a protein. The latter could then be
specifically placed in a given intracellular domain using the
techniques of modern genetic engineering.3,7 With this
approach, it then becomes incumbent to characterize the effect
of a given encapsulating protein on a given chromophore. Such
a procedure is not only critical for the standardization of an
analytical tool but it also contributes to valuable general know-
ledge in the quest to better understand fundamental aspects of
chromophore–environment interactions.

The effects of the local environment on linear one-photon
optical transitions have long been examined both experimentally
and computationally,5,8,9 but the effects of the surrounding
solvent on nonlinear two-photon transitions have only
recently started to receive some attention.10–20 Intermolecular
perturbation-induced changes in the two-photon absorption cross
section are a particularly attractive problem given that this non-
linear property presumably is quite sensitive to solvent, and
responds differently from the one-photon case.10 Exploring this
issue is challenging and involves nontrivial techniques at the
forefront of both experimental and computational chemistry.
Nevertheless, the progress made thus far on both fronts has been
promising and paves the way for the study of increasingly larger
systems that accurately represent functional chromophores.
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In the present study, we explored a recently developed
system called miniSOG (for mini Singlet Oxygen Generator).21,22

The chromophoric heart of miniSOG is flavin mononucleotide,
FMN (Fig. 1). FMN is readily bound in many proteins, including
the LOV2 (light, oxygen, voltage) domain of Arabidopsis thaliana
phototropin 2.23 MiniSOG is a mutated version of Arabidopsis
thaliana phototropin 2 in which, among other things, a cysteine
residue positioned near the bound FMN has been replaced by a
glycine residue.21

Although it has recently been established that the moniker
miniSOG more appropriately denotes a SuperOxide Generator24

(i.e., miniSOG is not a good singlet oxygen sensitizer24,25),
this aspect of miniSOG’s photophysics will not influence the
present study. Rather, the very fact that enclosing FMN in a
protein appreciably alters the photophysics of this chromo-
phore, changing a reasonably good singlet oxygen sensitizer
into a poor sensitizer, indicates that FMN responds to the local
environment and, as such, we have indeed selected an appro-
priate system for the present study.

2 Methods
2.1 Experimental procedure

2.1.1 Materials. Riboflavin-50-monophosphate sodium salt
hydrate, FMN, (73–79%, Sigma Aldrich) was used as received.
The preparation and purification of miniSOG have been
described before.24

2.1.2 Instrumentation and methods. The instrumentation
and methods used to obtain two-photon absorption spectra have
been described previously.26,27 Two-photon absorption cross sec-
tions, sTPA, were determined against a reference compound using
an established approach based on relative fluorescence intensi-
ties.28 For wavelengths o780 nm, fluorescein in pH 11 H2O was
used as the reference standard.29 For wavelengths >780 nm,
2,5-dibromo-1,4-bis(2-(4-(diphenylamino)phenyl)vinyl)benzene in

toluene was used.26,27 In all cases, we ascertained that the
intensity of the fluorescence monitored increased quadratically
with an increase in the incident laser power. Error estimates were
obtained on the basis of three independent measurements.

2.2 Computational procedure

A realistic computational approach to study the one- and two-
photon optical responses of the FMN chromophore should
include both the effects of the geometrical flexibility of the
composite system by means of conformational averaging as
well as the electrostatic effects of the surrounding environment.
To achieve this, we adopted a sequential procedure consisting
of classical molecular dynamics (MD) simulations followed by
quantum mechanical (QM) electronic response calculations. To
model the effects of the environment, we employed the polarizable
embedding (PE) scheme.30,31 The PE approach used herein
comprises a detailed electrostatic and polarizable force-field
representation of the protein and solvent, where each atomic
site of the environment is assigned a QM-derived charge to
account for the permanent charge distribution of the environment
as well as an isotropic electronic dipole–dipole polarizability to
describe the many-body induction effects that allow for polari-
zation of the environment. This method not only includes the
mutual polarization between the protein and FMN in its
electronic ground state but also incorporates the instantaneous
first-order response of the environment to the changing
electron density of FMN upon excitation. Due to the lack of
an X-ray crystallographic structure of the miniSOG protein, the
initial conformation was obtained by homology modeling
based on the LOV2 domain from Oat (Avena sativa)32 as a
template in SWISS-MODEL.33 In contrast to previous hybrid
quantum mechanical/molecular mechanical (QM/MM) studies
on LOV proteins,34–36 the QM-treated core region encompassed
the entire FMN as well as a nearby sodium counterion to
stabilize the dianionic chromophore. The effects of incorporating
nearby residues into the QM region has been discussed in other
QM/MM related studies.37,38 However, test calculations indicated
that extension of the QM region is not necessary in the present PE
calculations for discussing the perturbing effects of the environ-
ment (cf. Table S2 of the ESI†), as also confirmed by the
comparison to experiment (vide infra). As generally recommended
when using force-fields not specifically designed for the given
chromophore under consideration,39–42 the PE calculations of the
optical properties of FMN in the two environments (i.e. water and
protein) were based on 50 structures generated by electrostatic
embedding QM/MM geometry optimization of the configura-
tions extracted from each of the MD simulations (with intervals
of 20 ps), keeping the MM region fixed.

All one- and two-photon properties were computed with
time-dependent density functional theory (TD-DFT) using the
range-separated CAM-B3LYP43 functional and the cc-pVDZ+44–46

basis set, considering only vertical electronic transitions.
Besides improving issues related to charged systems,47

CAM-B3LYP has been demonstrated to provide, by far, the best
performance among related conventional functionals for the
description of two-photon absorption cross sections48,49 as well

Fig. 1 The local environment of the FMN chromophore inside the miniSOG
protein. The dianionic chromophore (pH 7) is shown in a ball-and-stick
representation, while selected residues and water molecules are displayed
in wire representation.
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as for describing the coupling to an environment.50 Following
previous studies,34,51 its performance applied to the one-
photon properties of encapsulated FMN was validated by
comparison to the approximate coupled cluster singles and
doubles (CC2) approach using the recently developed extension
to polarizable embedding including the resolution of the
identity approximation (PERI-CC2).52,53

The PE-TDDFT and PERI-CC2 calculations were conducted
using development versions of DALTON201154 and TURBO-
MOLE V6.4,55 respectively. A detailed description of the
computational protocol is supplied in the ESI.†

3 Results and discussion
3.1 Experimental data

One-photon absorption spectra of both FMN and miniSOG were
recorded in phosphate buffered aqueous solutions at pH 7
(Fig. 2). The protein-dependent appearance of structure on
the absorption bands of FMN is consistent with what has
previously been observed,21,23 and is attributed to vibronic
transitions.56,57 In an independent exercise,24 we quantified
the extinction coefficient of FMN when incorporated in the
protein cage. Our data indicate that the surrounding protein in
miniSOG slightly enhances the one-photon absorption coefficient
of FMN at the band maxima [emax(miniSOG) = 15 883 � 428 M�1

cm�1 at 448 nm; emax(FMN) = 12 063 � 408 M�1 cm�1 at 450 nm].
Moreover, the encasing protein serves to slightly increase the
difference in intensities between the band centered at B450 nm
and that centered at B360–375 nm.

Two-photon fluorescence excitation spectra were recorded of
both FMN and miniSOG, and the wavelength-dependent two-
photon absorption cross sections were determined by concurrently
recording corresponding data from molecules established as
standards. The results, presented as absorption spectra, are
shown in Fig. 3 along with the corresponding one-photon
spectrum. To our knowledge, there is only one published report
of the FMN two-photon spectrum58 and, relative to these data,
our results in Fig. 3 show more structure on the spectrum and

yield a slightly larger absorption cross section at the band
maximum.

The data in Fig. 3 indicate that the change in environment
from bulk water to the encapsulating protein has only minor
effects on the FMN spectrum. Perhaps most importantly, the
two-photon spectra of both FMN and miniSOG resemble the

Fig. 2 Experimental data. One-photon absorption spectra of FMN
(dashed line) and miniSOG (solid line) in phosphate buffered aqueous
solutions.

Fig. 3 Experimental data. (A) Two-photon (open circles) and one-photon
(dashed line) absorption spectra of FMN. (B) Two-photon (filled circles) and
one-photon (solid line) absorption spectra of miniSOG. (C) The miniSOG
(filled circles) and FMN (open circles) two-photon spectra are plotted
together. In panels A and B, the wavelengths for the one-photon
experiments are shown on the bottom abscissa, whereas the wavelengths
for the two-photon experiments are shown on the top abscissa.
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respective one-photon absorption spectra recorded at half the
wavelength. On the basis of parity-dependent selection rules,
this observation is indeed expected for a chromophore that
does not have an inversion center.27,59,60 In short, it appears
that the electronic states populated in the two-photon process
are the same as those populated upon one-photon absorption
at half the wavelength. Admittedly, for FMN in water (Fig. 3A),
both of the two-photon absorption bands appear to be
systematically and slightly blue-shifted relative to the corres-
ponding one-photon bands. This could reflect non-Condon
effects as has been previously observed in one- and two-
photon spectra for other molecules.61,62 Moreover, within the
spectral resolution of our experiments, there appear to be no
pronounced changes in the absorption band widths upon
incorporating FMN in the protein.

As with the one-photon absorption coefficient, we find that
encapsulating FMN in the protein also slightly increases the
two-photon absorption cross sections at the band maxima
[at 722 nm, sTPA(miniSOG) = 2.2 � 0.1 GM and sTPA(FMN) =
1.8 � 0.1 GM, where 1 GM = 10�50 cm4 s photon�1]. However, in
comparing the one-photon spectra to the two-photon spectra,
note that the intensity ratios of the observed bands are differ-
ent. In the one-photon spectra, the lowest-energy longest-
wavelength band centered at 450 nm is more intense than
the shorter wavelength band centered at B360–375 nm. In the
two-photon spectra, the opposite is observed: the shorter
wavelength band is more intense than the lower-energy longer
wavelength band.

3.2 Computational results

3.2.1 Molecular structure and conformation. Before ana-
lysing and discussing the computed spectra it is appropriate
first to examine the implications of the two environments on
the structure of the flavin moiety. As outlined earlier, the
configurations used in this study are derived from QM/MM
geometry refinements of FMN and a sodium counterion with
the surroundings kept fixed at the geometry extracted from the
MD simulations. Although retaining the thermal effects of
the environment, note that this procedure removes some of
the temperature effects from the chromophore itself and will
therefore lead to an artificial narrowing of the absorption
bands. Table S4 of the ESI† gives important geometrical para-
meters of the flavin unit averaged over the configurations of
FMN in the two environments, together with those found for
the minimum energy structure of isolated lumiflavin (LF). LF is
an appropriate analog for the FMN chromophore; it only lacks
the ribityl-50-phosphate tail.

The general structure of the FMN binding pocket in miniSOG
is shown in Fig. 1, which depicts the FMN chromophore and
residues lining the pocket. As in other flavin-based proteins,63–65

the pteridine part of FMN participates in hydrogen bonding to
the side chains of four conserved amino acids (Gln44, Asn72,
Asn82 and Gln103), while the hydrophobic part is surrounded by
nonpolar residues (see further discussion in the ESI†). Consistent
with previous findings,66,67 the formation of hydrogen bonds
in both the aqueous and the protein environment causes

elongations of the CQO and N–H bonds of the FMN chromo-
phore, and this elongation is more pronounced in the aqueous
solution than in miniSOG. Moreover, comparing the variations
in the geometrical parameters of FMN in aqueous solution and
in the protein indicates that encapsulation of the chromophore
inside the protein diminishes its structural fluctuations
compared to the solvent phase (see discussion in the ESI†).
This is particularly manifested in an improved planarity of the
chromophore in the protein, as assessed by a root-mean-square
deviation (RMSD) of the distances between the ring atoms of
the flavin moiety and a plane, defined by the least-square plane
fit to the same atoms (RMSD of 0.116 Å in miniSOG compared
to 0.155 Å in aqueous solution). Taken together with the
dynamical nature of the solvent, this leads, as discussed later,
to a broadening of the one and two-photon spectra of FMN in
aqueous solution compared to miniSOG.

3.2.2 Comparison of polarizable embedding DFT and RI-CC2.
It is well known that the performance of TDDFT relies to a high
degree on the choice of functional and the specific electronic
transition under consideration.68 Although CAM-B3LYP has
been benchmarked before with good results for both one-
and two-photon transition probabilities,48,69 it is appropriate
to check this for the system at hand. Although PE-TDDFT has
been implemented to allow for both one- and two-photon
calculations, PERI-CC2 is thus far only available for one-
photon calculations. As such, this benchmark study will rely
on selected one-photon transitions.

We have randomly chosen three configurations of FMN in
both the aqueous solution and in miniSOG, and based on these
configurations, we computed the one-photon properties of the
two lowest p–p* and n–p* transitions. Since the CAM-B3LYP
results found for aqueous solution are similar to those
obtained for miniSOG, we report in Table 1 only the averaged
results for FMN in miniSOG; the complete set of results are
compiled in Table S5 of the ESI.†

As previously observed,70,71 CAM-B3LYP overshoots the exci-
tation energies with respect to CC2; the four transitions con-
sidered are overestimated by 0.1–0.3 eV. Even though we only
used values averaged over three configurations, we note that
the deviation between the PERI-CC2 and experimental results
for the lowest transition (2.77 eV (448 nm), cf. Section 3.1), i.e.
the one that carries the largest oscillator strength, is only
0.1 eV, while the PE-CAM-B3LYP result is blue-shifted by 0.4 eV.

Table 1 One-photon excitation energies (eV) and oscillator strengths of
the two lowest p–p* and n–p* transitions of FMN in miniSOG computed at
the PE-CAM-B3LYP/cc-pVDZ+ and PERI-CC2/cc-pVDZ+ levels of theory,
along with the corresponding differences (D)

Transitiona

PE-CAM-B3LYP PERI-CC2 D

Eex f Eex f Eex f

pH–pL* 3.16 0.35 2.84 0.32 0.32 0.03
nN–pL* 3.76 0.03 3.62 0.02 0.12 0.02
pH�1–pL* 3.83 0.24 3.70 0.27 0.13 �0.04
nO–pL* 4.41 — 4.04 — 0.37 —

a H = HOMO, L = LUMO, N = nitrogen, O = oxygen.
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Hence, the excitation energies obtained using the CAM-B3LYP
functional are within the expected accuracy of the TDDFT
method.72 In this context, we should also note the inherent
errors in comparing calculated idealized pure electronic
vertical excitations with experimental band maxima. For isolated
LF and riboflavin (lacking the monophosphate), inclusion of
vibrational contributions has been found to displace the absorp-
tion maximum of the lowest p–p* transition by about 0.2 eV
(ref. 56 and 57) and thus complete agreement between the
theoretical vertical excitation energy and experimental values for
band maxima positions should not be expected.

With respect to the one-photon oscillator strengths, the
differences between RI-CC2 and CAM-B3LYP are small; both
methods accurately distinguish between the weak and strong
transitions.

In conclusion, keeping the expected blue-shift for the calculated
spectra in mind, a CAM-B3LYP-based approach should be fine for
modeling the effect of the local environment on spectroscopic
transitions in FMN.

3.2.3 Computed spectra. The computed one- and two-
photon results for the two lowest p–p* and n–p* transitions
of FMN in miniSOG and solvated in water are presented in
Table 2. These values represent the average over the PE calcula-
tions performed on the 50 QM/MM geometry-optimized
configurations obtained from each of the MD simulations.
For comparative purposes, we have also calculated the corres-
ponding one- and two-photon properties of LF in vacuum.
These results are compiled in Table 3.

3.2.3.1 The Lumiflavin (LF) model. It is firmly settled that the
low-energy region of the LF one-photon spectrum, within the
spectral range considered in this study, is dictated by the two
lowest-lying p–p* transitions (HOMO (H) - LUMO (L) and
HOMO � 1 - LUMO).57,66,67,73,74 As can be seen from the
orbital pictures in Fig. 4B, the electron density is shifted from
the nonpolar to the polar side of the flavin unit in the pH�1–pL*
transition. As reported previously,66 this charge rearrangement
is accompanied by a substantial increase in the dipole moment
upon excitation, primarily along the x-axis (see Table 3 and
Fig. 4), whereas a much smaller change is found for the pH–pL*
transition. In addition to these two intense transitions, we find
two weak transitions of n–p* character, energetically positioned
in between the two intense transitions. The lowest of these
two transitions mainly originates from an nN–pL* excitation

(79% HOMO � 3 - LUMO), while the main contribution to the
other stems from an nO–pL* transition (63% HOMO � 2 -

LUMO). These transitions are indeed expected to be weak given
the fact that the important x- and y-components of the transi-
tion moments for the n–p* transitions are restricted by the Cs

symmetry of isolated LF. Note that the n–p* transitions of LF in
the gaseous phase are subject to some controversy since their

Table 2 Comparison of PE-CAM-B3LYP excitation energies Eex (eV) and wavelengths l (nm), one-photon oscillator strengths f and two-photon
transition probabilitiesa dTPA (a.u.) for the four lowest electronic transitions averaged over the 50 configurations of FMN in solvated miniSOG and aqueous
solution

Transitionb

In water In protein

Eex l f dTPA Eex l f dTPA

pH–pL* 3.18 � 0.06 390 0.32 � 0.02 177 � 36 3.17 � 0.02 391 0.35 � 0.01 236 � 25
nN–pL* 3.76 � 0.07 330 0.04 � 0.05 80 � 90 3.77 � 0.03 329 0.04 � 0.05 80 � 90
pH�1–pL* 3.78 � 0.10 328 0.23 � 0.04 415 � 160 3.83 � 0.05 324 0.23 � 0.04 391 � 100
nO–pL* 4.47 � 0.12 277 0.00 � 0.01 3.2 � 8.4 4.39 � 0.08 282 — 6.2 � 5.3

a Related to the macroscopic sTPA through eqn (S4) of the ESI. b H = HOMO, L = LUMO, N = nitrogen, O = oxygen.

Table 3 One- and two-photon absorption properties of the four lowest
electronic transitions of isolated lumiflavin (minimum structure), obtained
at the CAM-B3LYP/cc-pVDZ+ level of theory: vertical excitation energies
Eex (eV), associated one-photon oscillator strengths f (length gauge) and
two-photon transition probabilitiesa dTPA (a.u.). The change in permanent
dipole moment upon excitation Dl (D) is defined relative to the coordinate
system in Fig. 4A

Transitionb Eex f dTPA Dmx Dmy |Dl|

pH–pL* 3.31 0.31 124.0 �0.35 �1.58 0.86
nN–pL* 3.61 — 1.2 1.57 0.54 �1.66
nO–pL* 3.91 — 0.1 5.64 2.04 �5.96
pH�1–pL* 4.22 0.14 217.0 �5.11 �0.35 5.05

a Related to the macroscopic sTPA through eqn (S4) of the ESI. b H = HOMO,
L = LUMO, N = nitrogen, O = oxygen.

Fig. 4 (A) The chemical structure, atom labeling and coordinate system
used for the flavin moiety of FMN, where R = ribityl-50-phosphate, and (B)
isosurfaces (0.2 a.u.) of the orbitals contributing to the lowest four singlet
electronic transitions of LF in vacuum, where R = methyl, computed at the
CAM-B3LYP/cc-pVDZ+ level of theory.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

7 
 2

01
4.

 D
ow

nl
oa

de
d 

on
 1

6.
10

.2
02

5 
12

:0
2:

55
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c3cp54470b


This journal is© the Owner Societies 2014 Phys. Chem. Chem. Phys., 2014, 16, 9950--9959 | 9955

ordering and character (lonepair orbitals on nitrogen or oxygen)
change among methods (see ESI†). However, since a consistent
picture across methods is found when going to the condensed
phase,57,66 we shall not be concerned further with this discre-
pancy restricted to the isolated case.

We next proceed to the two-photon properties of isolated LF,
also reported in Table 3. As expected from the absence of
an inversion center (vide supra), the two-photon spectrum is
dominated by the same two p–p* transitions as found in the
one-photon spectrum. However, the relative intensity of the two
transitions is reversed; the two-photon transition probability of
the pH�1–pL* transition is larger than the pH–pL* counterpart by
a factor of ca. 1.75. The amplification of the pH�1–pL transition
can be rationalized by a larger contribution from the
dipolar term to the Sxx two-photon transition matrix element
(cf. eqn (S2) of the ESI†).

3.2.3.2 Environment-perturbed spectra. Having summarized
selected one- and two-photon properties inherent to the chromo-
phore pertinent to FMN, LF, we now consider the environmental
effects on the transitions obtained from the PE-TDDFT calcula-
tions on FMN itself and on miniSOG (Table 2).

For FMN, we find that the two p–p* transitions are red-
shifted, while the n–p* transitions are blue-shifted in aqueous
solution compared to bare LF. This finding is consistent with
previous results.66,67 As also seen, the same holds true for FMN
embedded in the miniSOG protein. The most pronounced
shifts are found for the pH�1–pL* and nO–pL* transitions as
expected given the corresponding significant changes in dipole
moments (Table 3). The sizable shifts of the pH�1–pL* and nO–p*
transitions lead to an interchange of these two states in both
environments. Not unexpectedly, the surrounding environment
results in larger variations in transition energies for these two
states (Table 2).

When comparing the FMN and miniSOG data to the model
LF data, the largest spectral shifts are found in aqueous
solution, which may reflect the formation of stronger hydrogen
bonds to the chromophore (see further discussion and supporting
data in the ESI†). The presence of either the water or protein
environment also causes the pH�1–pL* and nN–p* transitions to
become energetically close; in 40% of the configurations in
aqueous solution, the relative energies of the two states actually
interchange. In some cases, this energetic proximity contributes
to a substantial mixing of the two states, as judged from the
orbital characteristics, which, in turn, enhances both the one- and
two-photon intensities of the otherwise weak nN–pL* transition.
Consequently, the character of the two transitions becomes less
well-defined in these cases.

Carrying this latter point further, we also find that both the
water and protein environment are responsible for a significant
amplification of the oscillator strength of the pH�1–pL* transi-
tion. Our computations also indicate that, when compared to
the case of isolated LF, both the water and the protein environ-
ments cause an appreciable increase in the two-photon absorp-
tion probability of the p–p* transitions (Tables 2 and 3).

The close resemblance of the environmental influence on
the transition energies of the FMN chromophore exerted by the
aqueous solution and the miniSOG protein is similar to that
reported for FMN in the interior of the LOV domain of the blue-
light photoreceptor YtvA from Bacillus subtilis.34,75

3.2.3.3 Correlating computations with experimental data. To
facilitate a comparison of the computational and experimental
results, we applied a Gaussian line shape function to the
computed spectral transitions. The set of snapshots describes
the spread of transition energies obtained from our
configuration-dependent data (i.e., the effects of inhomogeneous
broadening), but they do not account for other sources of broad-
ening such as that due to the intramolecular vibrations and
dynamics. Thus, for simplicity, each state for each snapshot is
represented as a Gaussian using the same width for all states and
all configurations. Adding the individual set of Gaussians for a set
of configurations generates a total spectrum. Since the individual
Gaussians account for broadening due to effects not described by
our calculations, we have no a priori knowledge of their precise
appearance. The choice of the broadening function applied to
each configuration-dependent transition is therefore ultimately
driven by the desire to match the computed spectra with the
experimental spectra. Despite this constraint, the full-width-at-
half-maximum (FWHM) of the function chosen (0.35 eV) is quite
reasonable for a typical electronic transition in a molecule of this
size.5,8,76 Details concerning the generation of the broadened
spectra are given in the ESI.† The resultant simulated one- and
two-photon spectra are presented in Fig. 5 and 6.

Apart from the expected discrepancy in the calculated excitation
energies (vide supra) and the discrete vibronic structure observed
on the experimental miniSOG spectra, the general features of the
experimental spectra are well-reproduced in the computed spectra.
Specifically, the computed spectra not only model the relative
intensities of bands in a given spectrum, but they accurately model
the effect of the surrounding environment on the band intensities.
Most importantly, the experimentally observed intensification of
the two-photon cross sections of the two bands in the protein with
respect to aqueous solution is reproduced by the PE calculations.

We also note that the smaller two-photon maximum cross
section of the pH�1–pL* transition in solution relative to inside
miniSOG is a result of two competing contributions: (1)
enhancement due to the increased polarization effects of the
solvent with respect to the protein and (2) the larger spread in
transition energies found in aqueous solution.

3.2.3.4 Electrostatic potentials. To shed further light on the
effect of the local environment on spectroscopic transitions in
FMN, we computed the electrostatic potential across the chromo-
phore produced by the ground state polarized environments. Such
analyses have previously been useful in the interpretation of the
one- and two-photon properties of fluorescent proteins.19,77,78

Fig. 7A displays the total electrostatic potential associated with
the solvated protein as well as by the aqueous solution along the
atomic positions of the flavin moiety, averaged over the sampled
configurations.
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First, note that the electrostatic potentials generated by the
two distinct environments exhibit a similar general shape
across the atomic sites. The potential is highest at the pteridine
end and gradually decreases toward the nonpolar end of FMN,
corresponding to an electric field along the long axis of the
molecule (minus x-direction). For a different view, we illustrate
in Fig. 8 a representative example of the projection of the
electrostatic potential generated by the miniSOG protein onto

Fig. 5 Computational results. One-photon spectra of FMN in (A) aqueous
solution and (B) encapsulated in miniSOG. In each case, represented by the
vertical stick, computations were performed using 50 snapshots and
10 electronic states to obtain converged spectra. Data for the electronic
transitions underlying the two bands are summarized in Table 2. Each
transition was then convoluted with a Gaussian line shape function with a
FWHM set to 0.35 eV to yield a broadened spectral profile. The resulting
spectra for FMN in water and in miniSOG are superimposed in panel C.

Fig. 6 Computational results. Two-photon spectra of FMN in aqueous
solution (dashed line) and encapsulated in miniSOG (solid line). Computations
were performed using 50 snapshots and 10 electronic states. Data for the
electronic transitions underlying the two bands are provided in Table 2. Each
transition was then convoluted with a Gaussian line shape function with a
FWHM set to 0.35 eV to yield the spectral profile shown. The one-photon
wavelength is shown on the bottom abscissa, whereas the two-photon
wavelength is shown on the top abscissa.

Fig. 7 (A) Total electrostatic potential (Vtot) (in a.u.) of the ground state
environment of the miniSOG protein as well as aqueous solution together
with the underlying static (Vsta) and induced (Vind) contributions at the
atoms of the flavin moiety of the FMN chromophore. The numbers on
the abscissa refer to the atoms shown in Fig. 4A. (B) Contributions to the
electrostatic potential (in a.u.) of the ground state environment of the
miniSOG protein, originating from key residues compared with the total
electrostatic potential (black line). The quantities have been averaged over
the sampled configurations.
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the van der Waals surface of FMN. With this electric field in
mind, the environment-dependent red-shift of the pH�1–pL*
transition (i.e., LF to FMN in water/protein, Tables 2 and 3) can
therefore be rationalized by a parallel alignment of the change
in the dipole moment (cf. Table 3) upon excitation and the
electric fields produced by the two environments. Likewise, the
observed blue-shifts of the nN–pL* and nO–pL* transitions
can be attributed to a rough ‘‘anti-alignment’’ of the dipole
difference and the electric fields.

To gain further insight into the electrostatic nature of the
two environments, we partitioned the total electrostatic
potential (Vtot) of the miniSOG protein and the aqueous
solution into static (Vsta) and induced (Vind) constituents. The
latter arises from the relaxation of the electronic degrees of
freedom of the environment to the ground state density of
FMN. As is evident from Fig. 7A, the profile of the potentials
exerted by both the protein and water environments is dominated
by the static part. Thus, the similarity of the total electrostatic
footprints of the respective environments arises as a consequence
of the similar static contributions. The induced parts of the electro-
static potentials of the two different environments are also alike but
only act to enhance the features of the static contributions.

To dissect the perturbing footprint of the protein, we
decomposed the total electrostatic potential of the ground state
environment contributions of the miniSOG protein arising
from the individual amino acids. The results of this analysis
are shown in Fig. 7B for selected residues (see Fig. 1). As
anticipated from the noncharged immediate environment of
the flavin moiety inside miniSOG, the overall trend in the
electrostatic potential across FMN is not dominated by a few
amino acids but is rather a result of the combined effects of the
immediate environment and more distant-lying charged
amino-acids. Specifically, we see that the negatively charged
Asp9, located near the nonpolar end of the encased FMN,
contributes together with Gln103 to the field component in
the minus x-direction. The negative contribution from Asp14 to
the y-component of the field is offset by the contributions
originating from the positively charged Arg41 and 57 residues.

Moreover, Fig. 7B confirms that the locally higher potential at
the carbonyl O2 and O4 atoms as well as the N1 atom can be
traced back to the Gln44, Asn72 and Gln103 residues directly
engaged in hydrogen bonding to these atomic sites. Similarly,
the peaks in the electrostatic potential of the aqueous solution
can be attributed to hydrogen bonding water molecules.

Based on this analysis, we find that the similar appearance
of the one- and two-photon spectra of FMN in aqueous solution
and in the miniSOG protein is not attributed to an insensitive
chromophore but rather to similar electrostatic footprints of
the two environments.

4 Conclusions

Detailed experimental and computational studies have examined
the effect of the local environment on both linear and nonlinear
optical properties of flavin mononucleotide (FMN). Although it is
reasonable to expect, a priori, that encasing FMN in a protein
might have an appreciable effect on the nonlinear optical
properties, we find that both the two-photon absorption spectra
and cross sections for FMN in water are quite similar to those
for FMN in the so-called miniSOG protein. Our results indicate
that this similar behavior can be attributed not to an insensitive
chromophore but rather to similar electrostatic footprints of
the two distinct environments.

In the least, the agreement between our experimental and
computational data on this point better facilitates a systematic
study of specific protein-dependent perturbations (i.e., mutations)
that can ultimately influence two-photon transitions in FMN. In
turn, this will give us a better general understanding of the extent
to which nonlinear optical transitions respond to environmental
perturbations. Controlling and quantifying nonlinear optical
transitions in protein encased molecules such as FMN will
contribute significantly to the development of tools used to study
mechanisms of biological processes in living cells.
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