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Elucidating thin film growth mechanisms for high-
performance II–VI photovoltaic semiconductors:
simulation-driven insights and challenges

Chengchi Cao and Qi An *

Thin film growth is a critical process in manufacturing photovoltaic semiconductors. However, defects

such as grain boundaries and dislocations that form during film deposition can significantly impair device

efficiency. A thorough understanding of the underlying mechanisms is therefore essential to improve film

quality. In this review, we summarized recent advancements in understanding thin film growth

mechanisms, with a focus on II–VI compound semiconductors, which are highly promising materials for

photovoltaic applications. We highlight studies that have increasingly integrated atomistic simulations—

such as molecular dynamics (MD) and kinetic Monte Carlo (kMC)—with experimental techniques to address

the challenges inherent in thin film deposition. We further discuss critical factors influencing film quality,

including deposition conditions, substrate interactions, and kinetic constraints. These insights contribute to

a deeper understanding of thin film growth and may guide future efforts to optimize deposition techniques

for high-performance photovoltaic materials.

1. Introduction

Thin film growth involves the sequential deposition of
atoms on a substrate, forming films with thicknesses
ranging from a few nanometers to several micrometers.1

These films consist of metals, semiconductors, insulators,
or composites, with their properties determined by the
deposition process, material selection, and growth
conditions.2,3 One of the most significant applications of

thin films is in the semiconductor industry, where they
are used to fabricate integrated circuits, transistors, and
memory devices.4–6 In addition, thin-film technologies are
employed in photovoltaic cells to improve energy
conversion efficiency while reducing material
consumption.7,8 Their versatility stems from their ability
to enhance surface properties, such as hardness,
corrosion resistance, and conductivity, without
significantly altering the bulk properties of the substrate.
This makes them invaluable for next-generation materials
and devices across diverse scientific and industrial
applications.

Thin film growth can be achieved through various
experimental methods, each tailored to specific
applications and material requirements. Physical vapor
deposition (PVD) uses vacuum-based techniques like
evaporation and sputtering to deposit high-purity films,
typically achieving thickness from a few nm to several μm
at deposition rates of 1–10 nm per second.9 In contrast,
chemical vapor deposition (CVD) relies on chemical
reactions of gaseous precursors to produce uniform
coatings, with variants like plasma-enhanced CVD enabling
lower deposition temperatures. CVD does not require a
high vacuum environment, allows for changes in precursor
composition during deposition, and is particularly effective
for coating 3D structures, recesses, and holes, often at
high deposition rates.10–14 Atomic layer deposition (ALD),
known as a bottom-up method,15 offers atomic-scale
control ideal for producing ultra-thin films with precise
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composition control, high conformality, self-limiting
reactions, and highly uniform thickness.16 Molecular beam
epitaxy (MBE) provides unparalleled control over crystalline
structure by using atomic or molecular beams in an ultra-
high vacuum environment, achieving films of the highest
quality with atomic layer control.17,18 Additionally,
solution-based methods such as sol–gel processing, spin-
coating, and dip-coating offer cost-effective, scalable, and
low-temperature routes to thin film fabrication, though
they often result in significant structural polydispersity
(i.e., a broad distribution of thickness profiles), small
lateral size, and chemical degradation.19–21 Collectively,
these techniques drive innovations in semiconductors,
optics, energy, and nanotechnology, with the selection of
methods dependent on the desired film properties, cost
considerations, and specific application requirements.

Mechanisms of thin film growth have been extensively
studied, with Volmer–Weber growth (also referred to as
nucleation and growth) serving as a classic example. In
this mode, 3D nuclei form as gas phase atoms arrive
uniformly on the substrate, spontaneously organizing
into a crystal structure with an island shape (Fig. 1(a)).
Following the initial nucleation, additional atoms diffuse
across the surface to join these growing nuclei. Their
incorporation depletes the local concentration of
adsorbed atoms, establishing a gradient that further
promotes atom attachment to the nuclei, thereby
reinforcing the growth of islands. As deposition
continues, these discrete crystal grains coalesce into a
continuous film. This mechanism is typically observed
when there is a significant difference in chemical
properties or lattice parameters between the substrate
and the thin film. For example, metals such as Au and
Ag (ref. 22) are vapor-deposited onto ionic crystalline
substrates such as NaCl or KCl, or Mn onto a Si
substrate.23 Similarly, compound semiconductors such as
AlN are deposited on Si substrates.24

Frank–van der Merwe growth involves the sequential,
layer-by-layer deposition of atoms from the gas phase onto
a substrate, as shown in Fig. 1(b). This mode typically
occurs when the substrate and film share similar crystal
structures and lattice constants—for instance, Ag on Cu
and Au on Pd in metals,25 and GaAs on GaAs
(homoepitaxy) and AlAs on GaAs in semiconductors.26

Such growth produces atomically flat films essential for

artificial superlattices and heterostructure devices.
However, even slight lattice mismatches can introduce
dislocations that relax misfit strain, compromising
interface quality. The allowable mismatch without
dislocations depends on the material: up to 10% for
metals, about 7% for semiconductors,27 and roughly 3%
for ionic oxides.28

Stranski–Krastanov growth starts with the formation of a
complete monolayer on the substrate, followed by the
nucleation of three-dimensional islands (Fig. 1(c)), merging
aspects of Frank–van der Merwe and Volmer–Weber modes.29

For example, high-temperature vapor deposition of Ag on Si
(111) initially forms a monolayer (an R30° structure) before
3D islands develop, eventually coalescing into a continuous
film. Similarly, the deposition of lanthanum strontium
manganese oxide (LSMO) on LaAlO3 (ref. 30) follows this
pattern. Notably, this mode can drive the self-assembly of
quantum dots over large areas without lithography, opening
avenues for novel applications.

The study of growth mechanisms,31 including Volmer–
Weber, Frank–van der Merwe, and Stranski–Krastanov
modes, is critical for controlling material properties at the
atomic level, optimizing fabrication processes, and reducing
defects in advanced II–VI semiconductors such as CdTe.
CdTe stands out for its potential to enable low-cost, high-
efficiency solar cells, being the only thin-film photovoltaic
technology that surpasses crystalline Si in watt-per-cost
efficiency.32,33 However, laboratory efficiencies for CdTe
devices remain well below their theoretical maximum. A deep
understanding of these growth processes is therefore
essential for engineering high-quality thin films,
nanostructures, and interfaces, which are important for next-
generation photovoltaic devices.

In this highlight paper, we review the typical simulation
methods for semiconductor thin film growth, comparing
their advantages and limitations with a focus on II–VI
semiconductors. We then discuss recent advances in this
field, analyzing key findings and emerging trends. Our
discussion centers on critical deposition and growth
parameters—such as temperature, crystallographic
orientation, and substrate conditions—that govern the
structural quality, morphology, and defect formation in thin
films. Finally, we outline the remaining challenges and
propose potential directions for future research to advance
thin film growth technologies.

Fig. 1 Schematic illustration of thin film growth modes with examples in oxide films, (a) Volmer–Weber (island growth), (b) Frank–van der Merwe
(layer-by-layer growth), and (c) Stranski–Krastanov (layer-plus-island growth).
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2. Theoretical approaches in studying
thin film growth

Theoretical modeling and computational simulations have
become indispensable for studying the thin film growth
mechanisms at the microscale. At the mesoscale, rate
equations and phase field models treat thin films as
continuous media, focusing on macroscopic parameters such
as thickness, surface roughness, and growth rate.34 However,
these approaches cannot capture the discrete nature of
atomic-scale processes. At the atomic scale, methods such as
lattice gas models, kinetic Monte Carlo (kMC) simulations,
and molecular dynamics (MD) provide detailed insights into
atomistic diffusion, nucleation, and adsorption–desorption
dynamics.35–38

Among these techniques, MD has emerged as a powerful
tool for investigating the atomic-scale dynamics in real-time
by solving Newton's equations of motion for interacting
atoms. This method provides detailed atomistic perspectives
on phenomena such as adatom diffusion, defect formation,
nucleation processes, and surface reconstruction.39–42 The
accuracy of MD simulations relies heavily on the interatomic
potentials, including empirical potentials (e.g., Lennard-
Jones, embedded atom method (EAM), Stillinger–Weber, and
Tersoff potentials) and machine learning-based potentials for
more complex systems. However, MD simulations are limited
by short simulation timescales, typically on the order of
nanoseconds. To overcome this, kMC simulations are
frequently employed as a complementary method.

kMC simulations, when combined with rates derived from
first-principles calculations such as density functional theory
(DFT), enable long-time and large-scale modeling of thin-film
growth processes.43 By incorporating activation energies and
diffusion barriers, kMC simulations can accurately capture
rare events and thermally activated processes that occur over
microsecond to second timescales, which are inaccessible to
MD simulations due to computational constraints.

In recent years, hybrid approaches that combine MD and
kMC have been developed to leverage their respective
strengths. MD simulations provide insights into atomic-scale
dynamics,44 while kMC excels at modeling long-time-scale
phenomena such as nucleation,45 growth kinetics, and
microstructural evolution.46 Together, these methods offer a
comprehensive framework for understanding complex
processes such as thin film growth.

3. Epitaxy thin film growth and its
relevant variables

Deposition and growth conditions critically determine the
formation and structural quality of thin films by directly
influencing growth dynamics, crystallinity, and defect
formation. Temperature, substrate termination, and
crystallographic orientation are key factors that affect atomic
mobility, nucleation, and defect densities. For instance,
temperature governs adatom diffusion and surface

morphology, with variations leading to differences in
stacking fault formation, dislocation densities, and phase
composition. Similarly, substrate termination (e.g., Cd-
terminated and Te-terminated surfaces in CdTe growth)
impacts atomic reactivity and bonding configurations,
thereby affecting growth behavior and defect distribution.
Moreover, crystallographic orientation determines the
arrangement and evolution of defects, including dislocations,
stacking faults, and grain boundaries. MD simulations and
other computational modeling provide critical insights into
these interdependencies, guiding the optimization of
deposition parameters for producing high-quality thin films
with precisely controlled structural properties. The details of
these effects are discussed below.

3.1 Temperature

Temperature plays a pivotal role in epitaxial growth and the
quality of semiconductor thin films by controlling adatom
mobility and surface diffusion. At higher temperatures,
adatoms gain sufficient kinetic energy to migrate to stable
lattice sites, promoting layer-by-layer growth and reducing
surface roughness. In contrast, lower temperatures hinder
adatom diffusion, resulting in rougher films with a higher
density of defects and amorphous regions. Temperature also
influences nucleation dynamics; elevated temperatures tend
to produce fewer, larger islands that merge into smoother
films, whereas lower temperatures lead to numerous smaller
islands and irregular morphologies. Additionally, optimal
temperature conditions facilitate elastic strain relaxation,
thereby minimizing dislocations, while inappropriate
temperatures can trigger plastic relaxation and generate
structural defects such as stacking faults and twin
boundaries. Although higher substrate temperatures
generally improve crystallinity and reduce dislocation
density, they can also induce stacking faults and twinning
on reactive surfaces like Te-terminated CdTe, where
competing zinc-blende and wurtzite phases coexist. Thus,
precise control of temperature, in combination with flux
ratios and deposition rates, is essential for fabricating high-
quality thin films with balanced composition and minimal
defects.

Li et al.47 employed MD simulations and force-bias Monte
Carlo (fbMC) simulations to investigate the growth dynamics
of CdTe films. They developed a machine learning force field
(ML-FF) to accurately model atomic interactions in MD
simulations. Using CdTe substrates with both (111) Te-
terminated and (111) Cd-terminated surfaces, isolated Cd
and Te atoms were allowed to adsorb onto the substrates,
with the fbMC method efficiently relaxing the adsorbates and
forming surface structures. Fig. 2 illustrates the growth
dynamics over a temperature range from 400 to 1000 K. As
temperature increases, the number of stacking faults
(represented by orange atoms) increases drastically due to
the competitive formation between CdTe zinc-blende and
wurtzite structures. Notably, at low temperatures, the (111)
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Cd-terminated surface (Fig. 2(a)) exhibits significantly fewer
stacking faults compared to the (111) Te-terminated surface
(Fig. 2(b)), a difference attributed to the higher reactivity of
the (111) Te-terminated surface.

The substrate temperature also greatly influences the
crystallization quality of CdTe films. As shown in
Fig. 2(c) and (d), both the overall crystallinity and the WZ-
crystallinity ratio of CdTe homoepitaxial layers increase with
substrate temperature, stabilizing at ∼0.80 for (111) Cd and
∼0.82 for (111) Te layers above 600 K. This arises from the
enhanced adatom mobility at elevated temperatures, which
allows atoms to efficiently reach lower energy lattice sites
before encountering additional vapor-phase species.
Furthermore, as illustrated in Fig. 2(e), the reduced free energy
difference between zinc-blende and wurtzite structures at
higher temperatures further favors wurtzite formation, thereby
promoting stacking fault layers and reducing their spacing.
Consequently, higher growth temperature yields films with
improved crystallinity, in line with previous studies.48 CdTe
homoepitaxial layers typically exhibit a zinc-blende structure
interspersed with stacking faults that form wurtzite regions.

Another study also shows the effect of temperature on the
crystallization quality of thin films. Hew et al.49 utilized MD
simulations with Stillinger–Weber (SW) potential, tailored for
II–VI compounds Zn–Cd–Hg–S–Se–Te, to examine the effects
of substrate temperature on the crystallinity and sticking
coefficient of Hg1−xCdxTe (MCT) on a perfect (211) Te-
terminated CdTe substrate during MBE growth. In their
simulations, as shown in Fig. 3(a), vapor species (including
Cd, Hg, and Te2 dimers) were randomly injected above the
substrate with a constant kinetic energy per atom. Fig. 3(c)
revealed that the Hg sticking coefficient decreases
exponentially with increasing substrate temperature at a
growth rate of 0.03–0.07 nm ns−1 and a fixed Hg/Te flux ratio
of 1.4, trends that align well with experimental
observations.50 Their results also indicate that the optimal
substrate temperature is growth rate dependent: a higher
deposition rate necessitates higher substrate temperatures to
provide adatoms with sufficient energy to migrate to their
lowest-energy sites before subsequent atoms arrive.
Additionally, substrate temperature significantly affects both
the crystallinity and Cd composition (x) of the films, as

Fig. 2 Layer structures of CdTe homoepitaxial films grown on (a) (111) Cd-terminated and (b) (111) Te-terminated surfaces across a range of
substrate temperatures: 400 K, 600 K, 800 K, and 1000 K. (c) Overall crystallinity and (d) WZ-crystallinity of the CdTe homoepitaxial layers as a
function of substrate temperature. (e) Free energy difference of CdTe zinc-blende and wurtzite structures as a function of temperature. Atoms
are color-coded for clarity: light gray represents disordered atoms; blue denotes diamond-structured atoms; cyan and green indicate the first
and second neighbors of diamond-structured atoms; orange represents hexagonal-structured atoms; and yellow and purple denote the first
and second neighbors of hexagonal-structured atoms. The substrate region is marked by a shaded area (copyright from ACS Crystal Growth
and Design).47
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shown in Fig. 3(d). Under fixed growth rate and Hg/Te flux
conditions, an optimum temperature of 758 K was found to

yield a crystallinity of 0.84 and a Cd composition of 0.3.
Temperatures below this optimum result in excess Hg

Fig. 3 (a) Hg1−xCdxTe deposition process. (b) MCT grown on a perfect (211) Te-terminated Cd0.96Zn0.04Te substrate at temperatures of 658 K and
858 K. (c) Hg sticking coefficient as a function of substrate temperature. (d) Crystallinity and Cd composition as a function of substrate
temperature (copyright from ACS Applied Electronic Materials).49

Fig. 4 (a) Dislocation length density as a function of substrate temperatures at constant deposition rate. (b) Dislocation length density as a
function of different deposition rates at 1200 K and 2000 K. The inset shows the dislocation length density for different polarities: [0001] for Cd-
terminated and [0001̄] for S terminated surfaces at 1200 K and 2000 K (copyright from Elsevier, Journal of Crystal Growth).51
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deposition, whereas higher temperatures promote excess Te
incorporation (Fig. 3(b)). Although the SW potential
successfully captures these trends, it does not fully reproduce
the experimental structure, which is predominantly
amorphous with traces of FCC and HCP phases (only
counting Te atoms).

In another study, Almeida et al.51 used MD with SW
potential52 to investigate the effects of temperature on
wurtzite CdS homoepitaxial growth. In their simulations, Cd
and S atoms were randomly deposited onto a Cd-terminated
CdS[0001] substrate. The findings show that films grown at
higher temperatures exhibit lower dislocation length
densities (Fig. 4(a)). Additionally, although elevated
temperatures accentuate the impact of the deposition rate on
dislocation density, they do not eliminate dislocation entirely
(Fig. 4(b)). These results reveal the thermal sensitivity of
dislocation formation and corroborate previous studies on
temperature-dependent defect reduction.49

3.2 Substrate effect: heteroepitaxy vs. homoepitaxy

The choice of substrate, whether heteroepitaxial or
homoepitaxial, significantly influences the quality and
properties of epitaxial films. Chavez et al.53 used MD
simulations with Zn–Cd–Hg–S–Se–Te SW potential54 to
investigate the growth of CdTe films on CdTe and CdS
substrates containing pre-existing stacking faults, double
positioning (DP) twins, and lamellar twin boundaries. Growth
simulations were achieved by randomly injecting Cd and Te
adatoms to the surface at a constant temperature of 1200 K
with a stoichiometric vapor ratio of Cd/Te = 1 : 1. The

simulations reveal distinct behaviors of defect evolution
during the growth of CdTe films under homoepitaxy and
heteroepitaxy conditions. While DP and lamellar twin
boundaries propagate consistently in both homogeneous
and heterogeneous cases, stacking faults were found to
propagate only in homogeneous cases. Notably, narrow
stacking faults, confined by interacting Shockley partial
dislocations, only propagate into the thin film up to a
critical thickness before collapsing, leaving behind defect-
free crystal regions. For homogeneous cases, the thin films
exhibit high crystal quality; in contrast, heterogeneous
cases develop regions dominated by WZ phase along
with interfacial misfit and threading dislocations to
accommodate the lattice mismatch. The DP and lamellar
twins are highly reproducible despite the existence of lattice
distortions and mismatch, though they disappear at grain
boundaries. These findings provide important insight into
defect interactions and propagation during thin film
growth, helping to control epilayer grain boundaries and
crystal quality during thin film growth.

3.3 Te/Cd-terminated surface effect

The growth behavior of semiconductor thin films is
profoundly influenced by the atomic arrangement and
chemical nature of the substrate surface. Variations in
surface termination, such as Cd-terminated or Te-terminated
configurations, result in distinct growth dynamics due to
differences in bonding strength and atomic reactivity. These
differences impact critical processes such as nucleation,
diffusion, and defect formation during deposition. By

Fig. 5 (a) The illustration graph for the 6 cases of the final states after impact. (b) Energetic impact results of small CdxTey (x, y = 0, 1) clusters on
wurtzite (111) Cd-terminated and S-terminated CdS surfaces (copyright from Elsevier, Nuclear Instruments and Methods in Physics Research B).55
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employing advanced computational methods, including MD
and kMC simulations, researchers have gained valuable
insights into optimizing deposition conditions for improved
film quality and reduced defect densities.

In a related study, Yu et al.55 employed MD simulations
with SW potential56 specializing for II–VI elements52 to
investigate the deposition of CdxTey clusters onto the wurtzite
CdS surfaces with Cd- and S-terminated (111) facets. They
identified six distinct impact scenarios—illustrated in
Fig. 5(a)—by performing over 1200 simulations to ensure
robust statistics. The results (Fig. 5(b)) indicate that Cd
atoms are more readily sputtered from the surface than Te
atoms, particularly on Cd-terminated facets. Deposited
clusters are more likely to be reflected than sputtered, and a
higher sticking probability is observed on S-terminated
surfaces. Furthermore, increasing the deposition energy
generally leads to more deposited atoms replacing surface
atoms, fewer atoms remaining on the surface layer, and an
increased number of interstitial defects.

Yu et al.57 applied an on-the-fly kMC method using
analytical bond-order potentials (BOPs)58,59 specifically
developed for the CdTe binary system60,61 to simulate thin
film growth on Cd- and Te-terminated surfaces. On the Te-
terminated (111) surface, the CdTe clusters typically “lay
down” such that Cd and Te atoms initially align at the same
height. These clusters then form a mixed-species layer with a
zig-zag chain morphology, from which Te atoms
subsequently migrate to form an additional upper layer,
resulting in a double-layer structure. In contrast, on the Cd-
terminated (111) surface, the Cd and Te atoms adopt a “stand
up” configuration with atoms at different heights, and the
double-layer structure forms immediately after deposition.
Moreover, while the deposited clusters tend to remain intact
and stoichiometric on Te-terminated surfaces, they are more
prone to dissociation and exhibit non-stoichiometry on Cd-
terminated surfaces. Over an equivalent simulation period,
the final lattice on Cd-terminated surfaces contained fewer
atoms than that on Te-terminated surfaces, indicating a
slower growth rate, even though atomic diffusion was more
rapid on the Cd-terminated surfaces.

In Li et al.'s47 research work, which has been
mentioned in the Temperature part, they studied CdTe film
growth using MD and force-bias Monte Carlo simulations
with an ML-FF. They deposited isolated Cd or Te atoms
on CdTe substrates with (111) Te- and (111) Cd-terminated
surfaces and found that homoepitaxial growth on (111) Te
surfaces produced more pronounced planar defects, likely
due to higher surface reactivity. In addition, the higher
WZ-crystallinity ratio is observed in (111) Te-terminated
layers compared with (111) Cd-terminated layers. As shown
in Fig. 2(d), there is a clear propensity for lamella twin
formation on these surfaces, likely due to their increased
lateral growth and reactivity, a mode similar to the
Frank–van der Merwe (layer-by-layer) mechanism. Indeed,
the (111) Te-terminated surface, with a surface energy of
0.60 J m−2, leads to reduced stacking fault spacing

compared to the 0.35 J m−2 of the (111) Cd-terminated
surface.

3.4 Orientation

Recent MD studies on CdTe and CdS thin films highlight the
critical influence of substrate crystallographic orientation on
thin film growth and defect formation.62–64 Specific
orientations can reduce misfit dislocation densities by
optimizing interfacial properties and minimizing lattice
mismatch strain energies. For example, films grown on {112}
zinc-blende (ZB) and certain hexagonal wurtzite (WZ) surfaces
exhibit superior crystallinity and lower defect densities,
whereas orientations such as {0010} WZ and {111} ZB tend to
generate higher density defects, including stacking faults,
vacancies, and twins.

In a study by Zhou et al.,64 MD simulations on vapor
deposition using a Zn–Cd–Hg–S–Se–Te SW potential52 were
employed to analyze CdTe films grown on{112} zinc-blende
(ZB) CdS surfaces. Contrary to the anticipated epitaxial
growth along the <112> direction, the CdTe films
preferentially adopted a <331> orientation. Atomistic
modeling revealed that this deviation arises from reduced
misfit dislocation energies, highlighting the role of substrate
orientation in modulating Burgers vectors and strain energy
relaxation. These insights offer promising strategies for
optimizing thin film growth and defect engineering.

Chavez et al.65 further explored the impact of substrate
orientation by using MD simulations with the same multi-
component SW potential52 to investigate the CdTe thin films
deposited on eight distinct wurtzite (WZ) and ZB CdS
substrate orientations. Their findings demonstrate that
substrate orientation decisively influences the distribution
and morphology of film defects, such as polytypism, grain
boundaries, and dislocations, with dislocation lines
displaying three unique patterns depending on the
crystallographic orientation of the substrate.

As shown in Fig. 6(a), structural analysis revealed that all
the samples exhibited polytypism, with coexisting wurtzite
and zinc blende domains. Although most epilayers
predominantly replicated the substrate's lattice structure,
films grown on the {112̄} surfaces deviated from this
behavior. Detailed examination of lattice defects (Fig. 6(b))—
including point defects, stacking faults, dislocations, and
grain boundaries—showed that the dislocation density
strongly depends on the substrate's crystallographic
orientation. Films grown on the hexagonal surfaces {0001}
and {111} displayed higher defect densities compared to
those on rectangular surfaces ({1̄100, {112̄}, {1̄10} and {010}).
Notably, films deposited on {112̄0} and miscut surfaces
deviated from this trend, showing higher defect densities.
These findings corroborate earlier studies employing DFT,
which identified optimal growth conditions based on surface
stability analyses.51,66 Dislocation morphology was observed
to vary distinctly with substrate orientation and could be
categorized into three primary types. For films grown on
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{112̄} substrates, dislocations remained localized at the
interface (Fig. 6(c)). This behavior indicates a highly effective
strain-relief mechanism that mitigates the lattice mismatch,
thereby preventing the formation of misfit dislocations. In
contrast, films grown on {1̄100}, {112̄0}, {1̄10}, {010}, and

1
10

1
1
10

� �
rectangular surfaces (Fig. 6(d) and (e)) exhibited

dislocations that initiated at the interface but extended
toward the surface. Films grown on hexagonal surfaces such
as WZ {0001} and ZB {111} formed an interconnected
dislocation network at the interface, which propagated
throughout the film.

Almeida et al.51 investigated the temperature effects on
wurtzite CdS homoepitaxial growth using MD simulations
with a Stillinger–Weber potential. In their simulations, Cd
and S atoms were randomly deposited on a Cd-terminated
CdS [0001] substrate. Consistent with thermodynamic
predictions, substrates with rectangular geometries,
including [112̄] ZB, [101̄0] WZ, [112̄0] WZ, [110] ZB, [010] ZB

and
1
10

1
1
10

� �
ZB, yielded highly crystalline films with

minimal point defects (Fig. 7(a)–(f)). In contrast, substrates
with hexagonal geometries ([0001] WZ and [111] ZB)

produced films with a higher density of defects, including
anti-site defects, vacancies, stacking faults, twinning, and
polytypism (Fig. 7(g) and (h)). Structural analysis further
identified the presence of both WZ and ZB domains and their
associated grain boundaries during hexagonal growth.
Dislocation analysis revealed that the predominant defects
were Shockley partials—with a Burgers vector of 1/6〈112〉—
and full dislocations—with a Burgers vector of 〈0001〉 for the
ZB and WZ families, respectively.

These results highlight the necessity of optimizing
substrate orientations and deposition parameters to achieve
superior crystal quality in II–VI semiconductors.

4. kMC simulations on thin film
growth

kMC is a computational simulation technique widely used to
model the dynamic evolution of systems at atomic and
molecular scales over extended time periods. Unlike
traditional MD simulations—which resolve atomic
trajectories in fine detail over short intervals—kMC focuses
on stochastic processes and the sequence of rare events that
drive system changes. This method is particularly well suited

Fig. 6 (a) Lattice structure percentage and (b) dislocation density for all simulated growths. Polytypism and misfit dislocations were observed in all
cases. Dislocation configurations in (c) CdTe on ZB (112̄) CdS, (d) CdTe on WZ (1̄100) CdS, and (e) CdTe on WZ (0001) CdS substrate surfaces
(figures from ref. 65, licensed under a Creative Commons Attribution 4.0 License).65
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for studying thin-film growth, diffusion processes, and defect
formation, as it statistically captures atomistic events such as
adsorption, desorption, and surface diffusion without being
limited by short simulation timescales. In kMC simulations,
transition rates for various events (e.g., atom hopping or
molecule attachment) are defined based on activation
energies and temperature-dependent factors. The algorithm
then probabilistically selects and executes these events,
advancing the system's state to simulate its temporal
evolution. By incorporating factors such as diffusion barriers
and Ehrlich–Schwoebel effects, kMC models offer unique

insights into growth mechanisms, surface morphologies, and
defect dynamics in complex systems. This section reviews the
application of kMC to thin-film deposition processes, with a
focus on CdTe and PbTe/CdTe systems, and emphasizes its
relevance in predicting material properties and optimizing
deposition conditions.

To et al.67 employed kMC simulations alongside AFM
imaging to analyze the transition from island growth to
continuous film formation during CdTe deposition on
Kapton using the hot wall technique. They quantified global
and local roughness, as well as autocorrelation functions,

Fig. 7 Atomistic visualizations of MD simulations for CdS homoepitaxial growth along (a) [101̄0] WZ, (b) [112̄0] WZ, (c) [110] ZB, (d) [010] ZB, (e)
1

10
1
1

10

� �
, (f) [112̄] ZB, (g) [0001] WZ and (h) [111] ZB directions. Shaded regions represent the initial substrate (copyright from Elsevier, Journal of

Crystal Growth).51
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and developed a framework that links these quantities to the
diffusion coefficients of atoms or molecules and the
magnitude of Ehrlich–Schwoebel (ES) barriers. Their results
indicate that during the early stages of deposition, ES
barriers are negligible, which leads to high atom mobility
with diffusion coefficients ranging between 10−7 and 10−5

cm2 s−1 at 150 °C. The observed Kardar–Parisi–Zhang (KPZ)
scaling behavior, in which evolving surface roughness follows
the characteristic power-law exponents, suggests that small
ES barriers consistently influence the growth process.
Moreover, as islands coalesce to form a continuous film, the
global roughness decreases from approximately 30 nm to
around 10 nm. This framework is broadly applicable to other
materials, including perovskites and organic compounds,
providing valuable insights into film growth mechanisms
and strategies for defect minimization.

Mińkowski et al.68 investigated the self-organization
process in crystalline PbTe/CdTe multilayer structures using
a combination of experiments and Monte Carlo simulations.
Their model, which incorporates biased bulk and surface
diffusion processes, accurately reproduced the observed
multilayer arrangements. By refining key parameters through
comparisons between experimental and simulated structures,
the study demonstrated that both bulk and surface diffusion
are anisotropic and that CdTe desorption significantly
impacts the system's overall composition. With appropriately
chosen diffusion barriers—lower for one direction and for
surface diffusion compared to bulk diffusion—the model
successfully captured the observed morphologies. The study
found that at low growth temperatures, thin layers form
elongated columns, while at higher temperatures, thicker
layers develop into dots and columns, with the deposition
rate and material content further influencing the structures.
By adjusting the amount of deposited material, the
deposition rate, and the temperature, the morphology of
multilayer films in immiscible systems can be effectively
controlled.

5. Challenge and future work

The simulation of thin film growth in semiconductors faces
several critical challenges that must be addressed to achieve
accurate and efficient modeling. These include the trade-off
between modeling accuracy and computational efficiency, the
difficulty of capturing multi-scale and long-timescale
phenomena, and the lack of realistic environmental
conditions. With more accurate interatomic potentials, such
as machine learning force fields (ML-FFs), we would expect a
more accurate description on defects (such as vacancies,
impurities, and stacking faults) regarding defect density and
propagation in the MD/MC simulations.

One major challenge is balancing modeling accuracy with
computational efficiency. Ab initio molecular dynamics
(AIMD) simulations capture quantum mechanical
interactions with high accuracy, yet they are computationally
intensive and restricted to small systems and short

timescales. In contrast, empirical potential-based methods,
such as Stillinger–Weber and Tersoff potentials, offer greater
efficiency but often lack the precision needed to represent
complex bonding environments. To bridge this gap, future
research should focus on developing hybrid simulation
approaches that integrate machine learning potentials
(MLPs), which can deliver quantum-level accuracy at a
fraction of the computational cost, enabling large-scale
simulations while preserving essential physical details.

Another significant challenge is the simulation of multi-
scale and long-timescale phenomena. Thin film growth
encompasses processes spanning a wide range of spatial and
temporal scales—from atomic diffusion to macroscopic stress
relaxation—yet current simulation frameworks struggle to
capture this complexity in a unified approach. Advancements
in multi-scale modeling techniques are needed to bridge
atomic, mesoscopic, and continuum scales. For instance,
coupling molecular dynamics with kinetic Monte Carlo
methods or employing coarse-graining strategies can help
simulate long-timescale growth dynamics while maintaining
atomic-level resolution.

In addition to computational hurdles, simulating realistic
growth environments remains a critical obstacle. Most
existing simulations assume idealized conditions—such as
perfect vacuum and uniform temperature—that do not
accurately reflect experimental deposition processes. Factors
like impurities, gas flow dynamics, and plasma interactions,
which significantly influence film growth and defect
formation, are frequently neglected. Future studies should
incorporate these parameters into simulation frameworks.
For example, modeling growth processes under plasma-
enhanced chemical vapor deposition (PECVD) or atomic layer
deposition (ALD) conditions would yield insights that are
more relevant to experimental observations, while simulating
defect formation under non-ideal conditions could help
explain anomalies and guide the optimization of deposition
parameters.

In summary, overcoming these challenges requires
interdisciplinary efforts that combine advanced
computational methods, such as machine learning-assisted
simulations and multi-scale modeling, with realistic
representations of experimental conditions. By bridging the
gap between theoretical predictions and practical
applications, future research can pave the way for the rational
design and synthesis of high-quality semiconductor thin
films with tailored properties.
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