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A tractable approach to solving the exact many-body electronic wavefunction has long remained an elusive

goal in quantum chemistry. Accurate computation of the electronic structure and related properties of

molecules would unlock a trove of precise information, but the exponential scaling of exact methods

has impeded this possibility. In this work, we report that the combination of an incremental expansion of

electronic correlation with effective utilization of modern cloud compute environments can overcome

the long-standing barrier of intractability. As a demonstration of viability, we investigate the bond

breaking of per- and polyfluoroalkyl substances (PFAS), a class of strongly correlated systems with

pressing environmental relevance. Using the incremental Full Configuration Interaction (iFCI) method, we

decompose the many-body wavefunction into independently computable units and distribute them

across a record-breaking one million simultaneous cloud vCPUs. Calculations for perfluorooctanoic acid,

the largest PFAS studied, involve correlating 150 electrons in 330 orbitals, corresponding to

a wavefunction dimension of ∼10151 configurations and producing the most accurate correlation

energies and electron densities to date. iFCI reveals an electron localization transition in the electronic

state during bond dissociation, which standard quantum chemical methods (e.g., DFT) fail to capture due

to insufficient treatment of correlation. The union of a highly parallel cloud-enabled infrastructure with

a polynomial-scaling method that treats static and dynamical correlation on equal footing lays the

foundation for further development of novel protocols for the degradation of PFAS, alongside potential

for characterization and screening of advanced molecules and materials in a wide range of chemistries.
Introduction

Quantum mechanics and quantum chemistry provide the
fundamental rules for describing chemical processes. Our basic
understanding of chemistry, material science, and life science
rests on these foundations, and underpins our exploration of
important physical phenomena relevant to the many facets of
chemistry. In general, quantum chemical approaches simulate
these phenomena by solving the many-body Schrödinger
equation.1–3 Unfortunately, computing the exact solution to this
problem is only possible for the smallest molecular systems due
to extremely high computational demand.4 Contemporary
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chemical problems cannot be approached at the highest level of
accuracy with modern electronic structure theories, which are
either unscalable or too approximate for practical use.

Per- and polyuoroalkyl substances (PFAS) are one such
example of relevant chemical systems, persistent pollutants that
have been dubbed “forever chemicals” because of their resil-
ience and accumulation in humans and the environment.5–7

One of the most common PFAS, peruorooctanoic acid (PFOA),
would require approximately 10151 electron congurations to
capture the exact energy with full conguration interaction
(FCI). This benchmark-level many-body wavefunction would
correlate all 150 valence electrons in 330 orbitals (assuming
a polarized double-zeta basis), while the largest fully variational
CI to date has considered a maximum of ∼1015 determinants.8,9

Typical approximations with reduced computational costs
lose the ability to reliably treat electron correlation, or introduce
signicant uncontrolled approximations (i.e., non-black-box
input).10 For example, conventional single-reference methods,
such as coupled-cluster theory,11 are not expected to properly
characterize bond breaking. Non-black-box, multireference
Chem. Sci.
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Fig. 1 PFAS species under consideration in this work. Color scheme:
green (fluorine), red (oxygen), gray (carbon), white (hydrogen).
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(MR) approaches can correctly break bonds, but with quanti-
tative results that depend on user-selected inputs. In the case of
PFAS, simulating bond dissociation is further challenged by
their complex electronic structure: non-dynamical correlation
arises when a single-reference wavefunction fails during bond
breaking, and dynamical correlation remains signicant due to
non-perturbative interactions among breaking bonds, lone
pairs, and virtual orbitals. Accurately capturing these correla-
tions requires simultaneous treatment of many electron
congurations – involving 18 electrons per CF2 unit – beyond
what is amenable to CC or MR approaches. Furthermore, uo-
rine's electronegativity produces strong C–F bonds, setting
PFAS apart from more-commonly studied systems, and neces-
sitating a thorough investigation of the dissociation manifold.
In recent years, progress has been made in inventing new
chemistries to break down PFAS,12–14 showing that they are not
truly immortal chemicals, and motivating the development of
computational tools that can guide such efforts. In order to
address these problems, a method that is both scalable and
highly accurate must be identied.

The incremental full conguration interaction (iFCI) method
is a novel approach to tackle large-scale electronic structure
problems with high accuracy.15,16 For example, iFCI has previ-
ously been shown to generate smooth dissociation proles for
both single- and multi-bond breaking scenarios and can also be
used to target excited states in transition metal complexes.17–19

iFCI uses a many-body decomposition of the energy of
a molecular system within a localized orbital basis to reproduce
the FCI limit of energies and electron densities. This decom-
position reduces the problem from exponential to polynomial
scaling, in principle enabling simulation of much larger
systems, and requires no specialized input such as the choice of
an active space. Even with the polynomial cost of iFCI, however,
a system such as PFOA would require order one million (106)
many-body terms with an average of 108 dimensions per term.
PFOA is therefore intractable to study with iFCI in its original
implementation.15–17 Here, we will show that a combination of
highly parallel computation and correlation screening can
dramatically reduce the costs and runtime of iFCI computations
on larger systems. Within one day of walltime and distributed
across over 1 million cloud vCPUs, the new iFCI algorithm
approaches the FCI limit for PFOA (10151 dimensions).

In this work, we describe a massively parallel implementa-
tion of iFCI that can simulate the wavefunctions of molecules
the size of PFAS within realistic time frames. Three represen-
tative PFAS – triuoroacetic acid (TFA), peruorobutanoic acid
(PFBA), and peruorooctanoic acid (PFOA) (Fig. 1) – were
selected based on their environmental relevance and the diffi-
culty of studying these systems with traditional electronic
structure theory.20 In particular, describing reactions involving
the C–F bond is important for understanding natural and
induced PFAS degradation pathways, as well as designing
potential catalysts for PFAS remediation. This is the rst
quantum chemistry calculation to use the cloud to scale an
accurate many-body wavefunction to systems of this size,
opening up a wide scope of future possibilities for precise
insight into strongly correlated molecules and materials.
Chem. Sci.
Results and discussion

The formal iFCI approach used to describe PFAS is delineated in
previous works15–17 and in the Computational methods section.
The core principle is to gather together small groups of elec-
trons (for instance 2, 4, 6.electrons at a time), compute their
exact correlation energies within each group, and sum up these
standalone contributions to the total energy and electron
density. Importantly, contributions from groups of 4 electrons
are additive, and do not double-count contributions repeated
from their 2-electron subsets, meaning that the method is
formally size extensive. Higher-order terms involving many (>8)
electrons are therefore vanishingly small, and can be neglected.
Additionally, some lower-order terms may be systematically
screened, focusing the iFCI computation on only those terms
that signicantly contribute to the total iFCI wavefunction. The
Computational methods section describes this process in
greater detail.

Despite the relative compactness of the iFCI wavefunction
compared to the astronomically sized FCI wavefunction, an
efficient parallel algorithm is required to scale iFCI up to
compute the large PFAS molecules of this work. To enable this
study, we developed amassively parallel implementation of iFCI
within QEMIST Cloud (https://www.sandboxaq.com/solutions/
quantum-simulation). QEMIST Cloud provides accurate
methods to predict the electronic structure and properties of
chemical systems via traditional ab initio quantum chemistry
and machine learning methods, and now includes the iFCI
method for analysis of strongly correlated systems. For this
work, our soware was implemented using Amazon Web
Services (AWS), using Amazon Elastic Compute Cloud
(Amazon EC2) Instances with Intel Xeon Scalable processors.
Further details are available in the Computational methods
section of this article. This new implementation allows iFCI to
be performed on an almost arbitrary number of processors,
up to and beyond the 1 million vCPUs employed in this work.
PFAS bond-breaking simulation

The challenging electronic characteristics of PFAS (see the
Introduction) – including strong C–F bonds, dense networks of
lone pairs, and delocalized electron density – require powerful
electronic structure methods to accurately predict their chem-
ical properties. Prior simulations have primarily utilized density
© 2025 The Author(s). Published by the Royal Society of Chemistry

https://www.sandboxaq.com/solutions/quantum-simulation
https://www.sandboxaq.com/solutions/quantum-simulation
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sc03019f


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
A

gu
si

to
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

6/
10

/2
02

5 
11

:0
2:

58
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
functional theory (DFT) to describe the bond breaking
processes in PFAS, but the results vary widely across func-
tionals.21,22 High-accuracy electronic structure calculations have
been limited to small molecules,22 and the “gold standard”,
CCSD(T)23 (coupled cluster with single and double excitations
with perturbative triples), does not correctly treat stretched
bonds or diradical systems.10,11,24,25

Multicongurational methods like MR-CI or CASSCF offer
more exibility for describing non-dynamical correlation, but
they rely on predened active spaces.26,27 In systems like PFAS,
where bond breaking induces collective correlation effects
across many orbitals, any practical active space becomes either
too small to be accurate or too large to be tractable. For
example, a CASPT2(2,2) treatment might focus only on the
breaking sCF bond, while neglecting the extended impact that
the breaking bond may have throughout the molecule.
Expanding the active space incrementally leads to an open-
ended problem with no clear convergence, as new interactions
continue to emerge with each addition.

In contrast, the iFCI approach includes all electrons and
systematically incorporates correlation across the full virtual
space, without requiring an arbitrary choice of the active space.
This allows iFCI to capture themany-body, delocalized nature of
PFAS bond dissociation with high delity. Enabled by
a massively parallel implementation, iFCI offers a tractable yet
fully correlated description of these chemically and computa-
tionally complex systems.
Fig. 2 Potential energy surface of TFA C–F dissociation (top) and
bond dissociation energies for all three PFAS from n = 1–4 and various
DFT functionals (bottom). All energies on the PES are displayed relative
to the iFCI n = 4 equilibrium geometry energy. The PES for each DFT
functional is shown in Fig. S2 of the SI.
Bond dissociation energies and potential energy surfaces

The iFCI energies of the equilibrium and stretched geometries
for three PFAS molecules were computed with iFCI up to the 4-
body expansion (n = 4), which correlates all combinations of
four occupied orbitals with the full set of virtual orbitals. The 4-
body expansion of iFCI has previously been shown to closely
approach the FCI limit, with the total n = 4 contribution less
than 10 mHa for both test systems and transition metal
complexes, well within chemical accuracy.15,19 These results
therefore provide an accurate bond dissociation energy for the
rigid-body stretch of the bond between a uorine and the a-
carbon on the carboxylic acid group, among other chemical
properties. The full potential energy surface along the bond
dissociation coordinate of TFA and the equilibrium and disso-
ciated geometries of PFBA and PFOA were computed and are
summarized in Fig. 2 (see also SI, Table S2). The BDEs of each
species show a similar trend with increasing n, and the rela-
tively small change in BDE from n= 3 to 4 reects good internal
convergence of iFCI (see SI, Fig. S5).

Direct experimental measurements of BDEs for the specic
PFAS studied here are not available in the literature, which
limits direct comparison. However, data from related systems
offer useful reference points. Typical C–F bonds fall in the range
of 110 to 116 kcal mol−1, with uorocarbons reported to have
a C–F bond strength of up to 127 kcal mol−1.28–31 These values
are in good agreement with our iFCI results for all three PFAS
and conrm that our results reect expected bond strengths of
comparable systems.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Among the PFAS tested, TFA expresses the largest BDE, while
PFBA and PFOA have similar BDEs at all n. The similarity of BDE
between the longer-chain PFAS indicates that additional CF2
units have relatively small effects on the dissociation of
a distant C–F bond. This observation is reasonable given that
the local geometry in these two molecules is similar for the
chosen dissociated bond, and the electronic environment is
therefore similar as well. However, a small effect of the chain
length on the BDE arises at higher n, with PFOA's BDE at n = 4
being almost 1 kcal mol−1 above PFBA's. This may be evidence
of a slight stabilization of the radical within longer-chain PFAS.

The BDE of various functionals using unrestricted DFT are
compared to iFCI in Fig. 2. Overall, DFT agrees with the general
trend of the longer-chain PFAS possessing lower BDEs, but all
functionals consistently overestimate the BDE to varying
degrees compared to iFCI. The lower BDEs of longer-chain PFAS
is consistent with experimental studies, where longer-chain
PFAS have been found to exhibit faster decomposition rates.32–34

However, the difference between the BDE of short- versus long-
chain PFAS estimated by DFT is much smaller than iFCI,
probably due to the semi-local treatment of exchange-
correlation in DFT, which does not treat long-range correla-
tion effects. In a similar fashion, the correlation retrieved in
Chem. Sci.
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Table 1 Non-parallelity error (NPE) analysis of PFAS potential energy
curves (kcal mol−1), each made with iFCI (n = 4) as a reference. iFCI
exhibits good convergence with increasing n. The NPE of UHF-
CCSD(T) is comparatively small, but does not converge at larger bond
distances. Although the generally large value for all DFT results is as
a result of being compared with n = 4, they vary greatly between both
functionals and molecules

Method TFA PFBA PFOA

iFCI n = 1 11.7 6.9 7.9
n = 2 9.1 5.7 4.8
n = 3 3.6 3.4 2.8

CCSD(T) 95.1 71.4 64.2a

UHF-CCSD(T) 8.8 — —
uB97x-D 16.9 11.6 10.6
B3LYP-D3(BJ) 12.5 10.3 9.3
PBE0-D3(BJ) 16.8 10.7 9.7
MN15-D3(BJ) 19.4 19.2 18.2

a DF-CCSD(T).
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iFCI n > 2 results in a slight widening of the difference between
PFBA and PFOA, while DFT resembles n = 2 with PFBA and
PFOA having nearly the same BDE.

The overestimation of the BDE by DFT can be contextualized
in terms of half-life using the Arrhenius equation,35–37 under the
simplifying assumption that the BDE and activation energy are
equivalent. For example, the 10.6 kcal mol−1 difference between
DFT (uB97x-D) and iFCI (n = 4) for PFOA equates to a predicted
half-life of bond breaking to be 108.5 times longer for DFT
compared to iFCI (at 273 K). The difference in relative strength
of the C–F bond and overall overestimation of the BDE by DFT,
along with the varying range of BDE across functionals, may
impact the study and design of PFAS remediation strategies.

TFA's iFCI potential energy curve for C–F dissociation shows
physically correct behavior for a stretched bond for all n (Fig. 2),
a feature usually found only in multireference methods with
careful selection of active space. The n = 3 and 4 curves agree
well with CCSD(T) and UHF-CCSD(T) around the equilibrium
region. Since the CCSD(T) curve becomes unphysical upon
dissociation, a meaningful comparison of the BDE cannot be
made. As reported in literature,10,24 the UHF-CCSD(T) method
provides marked improvement over RHF-CCSD(T). However,
UHF-CCSD(T) still exhibits a large difference compared with
iFCI (and CCSD(T)) in the intermediate region as the bond
begins to dissociate. The accuracy of the UHF-CCSD(T) energy
improves as the bond is stretched further toward dissociation,
but it was not possible to converge the UHF-CCSD equations –
and therefore also not possible to obtain UHF-CCSD(T) energies
– for geometries beyond RC–F = 3.0 Å. Additionally, we were not
able to obtain UHF-CCSD(T) results at any geometry for PFOA
due to the high computational demands of a system of this size.
For PFBA and PFOA, iFCI calculations of the equilibrium and
dissociated geometries were used to determine the BDE, though
we did not compute the full potential energy proles. These
species are expected to express similar behavior in the dissoci-
ation region when compared to TFA (see Fig. 2). Comparing
each method, iFCI n = 4, CCSD(T), and UHF-CCSD(T) exhibit
similar energies at equilibrium (all within 0.2 kcal mol−1 of
each other), but both CC methods deviate from iFCI by
>1 kcal mol−1 at 1.7 Å and higher. Further comparison between
iFCI, CCSD(T), and UHF-CCSD(T) can be found in the SI.

A metric to indicate the accuracy of the iFCI calculations is
the non-parallelity error (NPE), which measures differences
(maximum vs. minimum error) between potential energy
curves. As shown in Table 1, the NPE systematically decreases
with increasing order n of the n-body expansion, indicating
good convergence of iFCI. The NPE between n = 3 and n = 4 is
smaller than a few kcal mol−1, suggesting the 4-body expansion
approaches the FCI result. For TFA, the maximum and
minimum errors were located near the equilibrium and disso-
ciated geometries, and therefore the NPE for PFBA and PFOA
may be estimated given the error at their respective equilibrium
and dissociated geometries. The longer-chain PFAS also follow
a similar trend to that of TFA with increasing n, indicating
a comparable convergence of iFCI for the larger species.

The NPEs of other methods when compared to the FCI
solution are typically on the order of tens of kcal mol−1, with
Chem. Sci.
methods using a restricted reference experiencing large errors
at dissociation.10,24,38 For example, the NPE of CCSD(T) is
95 kcal mol−1 compared to iFCI n = 4 (see Table 1) due to its
failure to produce a qualitatively correct electronic state at
dissociation. Restricted DFT expresses similar problems.
Unrestricted methods handle dissociation more accurately –

UHF-CCSD(T) and UHF-DFT demonstrate NPEs of
<20 kcal mol−1 – but are nowhere near chemical accuracy. The
maximum errors in UHF-CCSD(T) arise from the unphysical
behavior in the intermediate region, and the maxima for UHF-
DFT are in the dissociation region (see SI, Fig. S2). Only iFCI
treats all regions on close to equal footing.
Analysis of orbital interactions

In addition to an accurate description of bond breaking, iFCI
provides themeans to assess the impact of individual molecular
orbital interactions on the overall electron state. Although iFCI
does not construct a single, global wavefunction in the tradi-
tional sense, it constructs a collection of converged many-body
expansions of all physically relevant observables within a given
basis set, including energies, density matrices, and other
expectation values. The one- and two-particle reduced density
matrices produced by iFCI are equivalent to those of full
conguration interaction (FCI) at convergence, and thus share
the same interpretability as the exact non-relativistic Born–
Oppenheimer wavefunction in that basis. Here, we analyze
correlation contributions in a localized molecular orbital basis
to provide chemically intuitive interpretations of bonding
changes during dissociation. As with all localization schemes,
the choice of basis is somewhat arbitrary, but the resulting
orbitals align with conventional bonding descriptions, such as
sCF and p bonds.

Each n-body term is uniquely identied by a combination of
occupied orbitals (X), and the correlation energy for each term
(eX in eqn (1)) is a measure of the interaction of electrons within
these orbitals. The localized orbital basis allows for a direct
comparison between terms of the equilibrium and dissociated
© 2025 The Author(s). Published by the Royal Society of Chemistry
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geometries. For example, the correlation from a 1-body term
dened by the C–F s bond on the a-carbon can be represented
as eequi(sCF). Although dissociation of this bond changes its
appearance, the orbital retains the same sCF character, and
therefore the contribution to the BDE from this bond can be
calculated through simple subtraction, ediss(sCF)− eequi(sCF).18,19

Orbital interaction analysis was performed by grouping the
localized orbitals of PFOA into general characterizations, or
classes, with chemically relevant features: sCF, sCC, and lpF
(orbitals present on the carboxyl group are excluded from this
analysis for brevity, as they do not provide a substantial differ-
ence to the total BDE). Contributions to the bond dissociation
energy of PFOA from these orbital classes are shown in Fig. 3,
where each class (or combination of classes for n > 1) represents
the summed contribution to the BDE for all terms that t that
description. For example, sCF represents the contribution from
1-body terms that correspond to all s bonds between C and F.
Likewise, lpF/sCF represents the contribution from all 2-body
terms that correspond to the interactions between one of the
lone pairs of a uorine atom and a C–F s bond.

As expected, the sCF class shows the most signicant
contribution to the BDE by far (−197 kcal mol−1), a natural
result of the dissociating C–F bond. However, in n-body terms
with combinations of sCF and other orbitals, the BDE is
increased by some and decreased by others. For example, the
sum of lpF/sCF 2-body interactions widens the BDE by
∼9 kcal mol−1, while the sum of lpF/sCF/sCF narrows the BDE by
∼2 kcal mol−1. Overall, the BDE is determined by a subtle
balance between orbital interactions, where the presence of
notable contributions to the BDE (>1 kcal mol−1) at n > 2 indi-
cates that highly-excited congurations – which are not present
in other common computational methods, such as CCSD(T) –
signicantly inuence the electronic state. Further analysis of
orbital-specic contributions from the many-body expansion
Fig. 3 Total contributions to the BDE from grouped combinations of
orbitals for PFOA. Orbital classes are paired with colors to aid in
readability: sCF is orange, sCC is green, lpF is blue. Combinations of
orbitals that result in jPDej < 0.5 kcal mol−1 have been removed for
clarity. Positive sums result in a larger overall change to the BDE (e.g.,
lpF/sCF interactions cumulatively raise the BDE by 9.4 kcal mol−1).

© 2025 The Author(s). Published by the Royal Society of Chemistry
may provide future insights in rational design of PFAS reme-
diation processes, such as identifying relative strengths of
bonds to calculate the energetics of PFAS degradation.22,39,40

Electronic localization transition with C–F bond breaking

The central challenge of describing bonding changes in PFAS
molecules is the simultaneous presence of dynamical and non-
dynamical correlation. Both types of correlation result in qual-
itatively different structures of natural orbitals (NOs), which are
the orbitals that diagonalize the 1-electron density matrix of
a wavefunction. In this section, it will be shown that the NOs
undergo a transition from delocalized to localized structures
upon bond breaking, and that this transition is the natural
outcome of the full treatment of correlation by iFCI.

According to valence bond theory, a single covalent bond
comes as a pair of one bonding orbital with a corresponding
anti-bonding orbital. The NOs of TFA and PFOA's equilibrium
geometry t this description for iFCI at n = 1 (Fig. 4), i.e., as a s/
s* pair. At n > 1, correlation between this bond and all other
bonds causes the bonding picture to become more delocalized,
representing the close coupling betweenmany pairs of the n= 1
localized orbitals. At least at the equilibrium geometry, indi-
vidual and distinct sCF bonds are representative of simple
theories (like the GVB-PP reference state) that are relatively
uncorrelated. iFCI recovers the correct picture of orbitals with
mixed, noninteger occupancy of delocalized orbitals across the
molecule.

The electronic state for a molecule with a dissociated bond,
i.e., a diradical, has a combination of the delocalized, weakly
Fig. 4 Natural orbitals and occupation numbers of the dissociated sCF
bond in TFA and PFOA at n= 1 and 2. Orbital spaces are mixed at n= 2
due to the correlation of more than one orbital at a time at n > 1,
leading to a fully delocalized sCF space in the equilibrium geometry.
For brevity, only one of these delocalized sCF NOs are shown and their
occupation numbers are the average across the NOs exhibiting this
bond (indicated by the † symbol). The difference in appearance of
singly occupied NOs between n = 1 and 2 is a result of different ±
combinations of electron densities, where the former appears as a s/
s* pair and the latter as a p/lp pair.

Chem. Sci.
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correlated states and localized, strongly correlated portion.
Computational methods such as DFT have difficulty spanning
the two regimes, as they prefer to have the same level of delo-
calization regardless of electronic state (see SI, Fig. S3). The iFCI
n = 1 NOs also do not show the correct behavior (two localized
1e− states) because they are not correlated with electrons
outside of the s/s* pair, and their portrayal is therefore a hold-
over from the reference orbitals. However, once correlation
across all orbitals is introduced at n > 1, the NOs spanning the
dissociated bond become localized with one unpaired electron
on each fragment, which is the qualitatively correct description
of the correlated state. (Their occupation numbers deviate
slightly from 1 due to weak correlation with neighboring lone
pairs and bonds.) As shown in Fig. 4, the covalently bonded
orbitals of the dissociated PFAS fragment remain delocalized at
n = 2, as expected. In all n = 2 NOs, iFCI provides the correct
description of the two regimes – and together with the smooth
potential energy prole of Fig. 2 – a smooth transition from one
distribution of the electronic localization to the other. (Note,
orbital spaces are further correlated at n > 2 but the degree of
delocalization remains constant at higher n, and we therefore
limit our discussion to just n = 1 and 2.)

Conclusions

This work demonstrates the viability of tackling the full spec-
trum of dynamical and non-dynamical correlation in realistic
PFAS molecules using a massively parallel cloud-based imple-
mentation of the iFCI method, involving an orchestration of
over 1 million simultaneous vCPUs. iFCI provides a physically
correct depiction of all intermediate states involved in the
reaction process, a feature lost when using single reference
methods (such as DFT or CC theories). Careful screening of
long-distance, many-body correlations to reduce the workload
of iFCI is combined with scaling up via effective use of cloud
resources to achieve these previously unobtainable results. The
ability to bring together any number of processors (for instance
the 1 million vCPUs of this work) makes the continued use of
iFCI tenable.

These calculations constitute the rst quantum chemical
method to make effective use of the incredible scaling capa-
bilities of the cloud, and are the most accurate electronic
structure calculations on PFAS species to date. Calculations of
this kind lay the foundation for further development of novel
protocols for the degradation of PFAS, with the potential next
step being the integration of this method with other pivotal
methodologies in the study of PFAS bond-breaking chemistry
(e.g., reaction path prediction, machine learning based
screening, surface reactions, solvation, etc.).

With the emerging availability of scalable iFCI simulations,
it will be possible to develop highly accurate benchmark data-
sets that include weakly and strongly correlated molecular
systems. These datasets will provide valuable training data for
the development of universal machine-learning force elds41–44

that could cover a wide range of molecular systems and chem-
ical behaviors that conventional methods are not able to accu-
rately describe. This difference is expected to be dramatic, as
Chem. Sci.
most ML force elds to date are trained on DFT data. In the long
term, the availability of this high-quality training data will mean
the fast and accurate force elds for strongly correlated systems
could become commonplace, exponentially increasing the
impact of the output from iFCI simulations.

Computational methods
Incremental full conguration interaction (iFCI)

iFCI calculations were performed with QEMIST Cloud using the
cc-pVDZ basis set. The incremental full conguration interac-
tion approach15–19 makes use of an incremental or many-body
expansion of the correlation energy in terms of occupied
orbitals labeled by i, j, k, l,.

Ec ¼
X

i

ei þ
X

i. j

eij þ
X

i. j. k

eijk þ
X

i. j. k. l

eijkl þ.; (1)

in which ei, eij, eijk, eijkl are respectively, one-, two-, three- and
four-body incremental energies dened as

ei = Ec(i) (2)

eij = Ec(ij) − ei − ej (3)

eijk = Ec(ijk) − eij − eik − ejk − ei − ej − ek (4)

eijkl = Ec(ijkl) − eijk − eijl − eikl − ejkl − eij − eik − eil

− ejk − ejl − ekl − ei − ej − ek − el. (5)

Here, Ec(X) are the correlation energies obtained from the
space of X occupied orbitals correlated with the full set of virtual
orbitals. For example, Ec(ij) indicates solving CISDTQ in a space
of i, j, and all virtual orbitals. By extension, four-body incre-
mental energies provide correlations for up to four occupied
orbitals (eight electrons) at a time. This notation is simplied
throughout this work with n representing the maximum
number of occupied orbitals that are correlated in a computa-
tion. For example, n = 3 refers to an energy that includes the
summation of all combinations of three occupied orbitals that
are correlated with the full set of virtual orbitals (

P
iei +

P
i>jeij +P

i>j>keijk). We also discuss contributions from individual
orbitals, combinations of orbitals, or classes of orbitals (e.g.,
eijk), and refer to them as n-body terms.

In order to make calculations tractable for larger systems,
the incremental correlation energies Ec(i), Ec(ij), Ec(ijk),. are
computed using the Heat-Bath Conguration Interaction
(HBCI) approach,45 which is an efficient selected conguration
interaction method that constitutes as an approximation to full
conguration interaction. In this method, inspired by heat bath
sampling, a number of the most important determinants are
selected for a variational conguration interaction treatment.
The determinant space is then expanded and second-order
Epstein–Nesbet perturbation theory is performed to correct
for the missing correlation effects. Two parameters are used to
control the selection of determinants for the variational
and perturbative calculations, 31 and 32 respectively. For the
calculations reported herein, we used values of 31 = 1 mHa and
32 = 1 mHa.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 QEMIST cloud architecture overview. The laptop represents
a client, stacked white boxes represent queues, and orange CPU
symbols represent individual workers. Each dashed box is a group of
components that was deployed into a specific cluster.
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To further increase the efficiency of calculations without
sacricing accuracy, we make use of Summation Natural
Orbitals (SNO),17 which facilitate a selection of the virtual
orbitals for each n-body term and discard a number of them
that have little effect on the correlation energy. Namely, for each
1-body term, the virtual space is spanned by natural orbitals of
the exact CISD 1-body RDM (i.e., CISD is exact for 2-electron
systems such as a 1-body term) and the natural orbitals for
which the occupation numbers fall below a threshold 10−h are
discarded. For higher n, a density is formed as the sum of the
one-particle CISD density matrices for each occupied orbital
included in the given n-body term. For example, a 3-body term
would form a density as the sum of the 1-body densities with the
same set of occupied orbitals in the form

rijk = ri + rj + rk. (6)

Then in analogous fashion to the 1-body case, the virtual
space for the 3-body term is spanned by natural orbitals of this
SNO density and the natural orbitals with occupation numbers
falling below a threshold 10−h are discarded. The nal HBCI
calculation is then performed in the truncated virtual space.
Herein, we used h = 8.5 as a middle ground of accuracy and
efficiency, as 9.5 did not show signicantly different energies for
TFA (e.g., correlation retrieved at n = 3 differed by <3 mHa
between h = 8.5 and 9.5).

An additional way to reduce the computational cost of
calculations without having a signicant effect on accuracy is to
screen certain higher order terms entering the incremental
expansion of eqn (1). As the size of the system increases, the
number of terms entering eqn (1) at n# 3 starts to become large
and many of the incremental energies have negligible contri-
butions to the total correlation energy, especially as n increases.
Hence, we can use the connectivity arguments discussed in
detail in ref. 18 and 19 to discard the less important contribu-
tions to the incremental expansion for n $ 3. We chose a value
of 10−4.6 Ha for the screening parameter (i.e., the connected n-
body screening procedure is applied to n = 3 and 4 with a value
of C ¼ 10�4:6Ha) as a good middle-ground because correlation
remains to be captured at looser cutoffs, while tighter cutoffs
introduce signicantly more terms with negligible change to the
total energy. Further discussions on this connected n-body
(CnB) truncation procedure are provided in the SI.

Our implementation of iFCI makes use of a zeroth order
reference wavefunction from Generalized Valence Bond, Perfect
Pairing (GVB-PP) theory.46–48 This constitutes one of the
simplest multi-congurational wavefunctions to include static
(non-dynamical) correlation and has been shown to be a good
reference wavefunction for iFCI calculations on strongly corre-
lated systems15 and transition metal complexes.18 As mentioned
in ref. 15, GVB-PP provides an excellent localized basis for the
incremental expansion of eqn (1), and since the PP ansatz
includes correlation beyond Hartree–Fock (i.e., EGVB-PP < EHF), it
also provides a better starting point for the incremental
expansion in iFCI.

In our initial GVB-PP calculations on TFA, we found it difficult
to converge to the same state for different geometries at larger
© 2025 The Author(s). Published by the Royal Society of Chemistry
C–F separation due to a discontinuity in the potential energy
surface. This was mostly due to the presence of many degenerate
electronic states in this region, evidenced by a change in orien-
tation of the bonding and lone-pair orbitals on the dissociating
uorine as the bond is stretched. Therefore, we introduced
a small perturbation in the form of a point charge (charge of −1
a.u.) along the dissociating C–F bond direction at a constant
distance of 5 Å from the F atom, which successfully corrected the
orientation of the lone-pair orbital, provided a smooth potential
energy surface across the full range of geometries, and changed
the GVB-PP energy by less than a few mHa. The perturbation was
removed in the calculation of the reference energy for the iFCI
expansion – the energy of a single determinant computed in the
basis of the converged GVB-PP MOs – and the one-electron
operator used in the calculation of the single determinantal
energy was unperturbed, though the converged GVB-PP MOs
used for this calculation were still perturbed to retain the proper
orientation of the dissociating uorine orbitals. Similarly, the
perturbation was not included in the nal iFCI calculation, even
though the GVB-PP orbitals used in the calculation were per-
turbed to retain the proper orientation of orbitals of the disso-
ciating uorine atom. We conrmed that this procedure had
negligible effect on the nal iFCI (n = 3 and 4) energy for the
equilibrium region of the potential energy surface. This is not
surprising, as for a given starting set of localized MOs (e.g., GVB,
localized HF MOs, etc.), the iFCI expansion will converge to the
HBCI result as n is increased. This procedure was utilized for all
three molecules considered in this work.
QEMIST cloud architecture design

The massively parallel framework built for the iFCI method was
implemented within QEMIST Cloud (https://www.sandboxaq.com/
solutions/quantum-simulation), a computational chemistry
soware as a service (SaaS) that provides accurate methods to
predict the electronic structure and properties of chemical
systems with both traditional ab initio quantum chemistry and
machine learning methods. For this work, our soware was
implemented using Amazon Web Services (AWS) as the platform
of cloud-based computing resources, using Amazon Elastic
Compute Cloud (Amazon EC2) Instances with Intel Xeon Scalable
processors. An overview of the QEMIST Cloud architecture is
shown in Fig. 5.
Chem. Sci.
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Before describing the technologies used to implement this
soware architecture at scale, we will rst introduce some
terminology. In modern cloud computing environments, phys-
ical hardware is transformed into “virtual machines”, where
a vCPU (virtual central processing unit) is a soware-dened
representation of a physical CPU core. An availability zone is
a set of one or more data centers in a particular region. Nodes
and instances refer to discrete allocations of hardware
resources, and workers refer to processes that use some or all of
these resources. A cluster is a collection of nodes, and a spot
instance is some spare capacity on AWS that is available at up to
a 90% discount compared to on-demand prices, but may be
reclaimed by AWS before the calculation is nished (with
a warning issued two minutes prior to reclamation).49 The total
cost of running iFCI depends on the number of n-body terms in
the calculation and computational complexity of each term, as
dictated by the number of virtual orbitals and the HBCI
convergence threshold (more details are in the Methods
section). As described in the last paragraph of this section, it is
benecial to optimize the usage between the on-demand and
spot instances. Individual compute tasks were performed with
standardized units of soware, referred to as containers.
Kubernetes performed distribution and execution of the
compute tasks and containers.50 Kubernetes was deployed using
the AWS managed service, Amazon Elastic Kubernetes Service.

The architecture supporting the iFCI implementation is
structured around the independence and natural parallelism of
the subproblems generated by the method of increments.17 In
iFCI, the n-body correlation energy is composed of a summation
of independent calculations, each correlating unique sets of n
occupied orbitals. Due to the natural independence of each
calculation and very low communication between calculations,
traditional message passing interface parallelism is not
required for these calculations. Instead, when our platform
receives an iFCI calculation request, a dedicated decomposition
worker is assigned and generates all required subproblems for
the current n. The decomposition worker then submits
subproblems to solver queues, where solver workers pick up
and complete each subproblem, writing their results into
a central database once nished. The number of solver workers
scales dynamically so that larger calculations have more
subproblems being solved simultaneously. Once all subprob-
lems for a given n are completed, the decomposition worker
sums the total n-body correlation energy and moves to the next
subsequent n until the desired highest order of n is computed
(usually not higher than n = 4). Each n is completed sequen-
tially before moving on to n + 1 to reduce the computational cost
via a screening procedure (see the Methods section).

To reach the scale required for the largest PFAS in this study
(1 million simultaneous vCPUs, or 62 500 workers with 16
vCPUs each), this infrastructure required numerous enhance-
ments. In general, these improvements fell into three cate-
gories: more efficient node recruitment, enhanced database
connections, and widening of the network to accommodate
a large number of nodes. A summary of the nal architecture is
given in Fig. 5.
Chem. Sci.
In order to reach a given scale, enough nodes must be
available. While cloud infrastructure providers generally have
more than enough to reach the scale aimed for in this work, no
one availability zone is guaranteed to have the required amount.
To ensure adequate node availability, the solver queues and
solver workers were moved from a single cluster into multiple
clusters, which distributed the work of provisioning nodes and
enabled node recruitment on a larger scale. All clusters were
allowed to provision nodes from multiple availability zones on
the infrastructure provider to ensure a deep pool of spot
instances. Distributing across availability zones does not
degrade the performance of the algorithm because there is low
communication between nodes during the calculation. While
this multi-cluster design allows for recruitment on a larger
scale, it adds complexity to the queuing and monitoring
systems, where each cluster's queue must be periodically re-
balanced so that all clusters remain active.

While the scale of node recruitment was addressed by the
previous modications, the speed of recruitment also needed to
be improved in order to reach large scale queuing in a short time.
For this, the Karpenter open-source autoscaler (https://
karpenter.sh) was used in lieu of the standard Kubernetes
cluster autoscaler. Karpenter removes the need for an
autoscaling group, allowing for node provisioning and removal
to occur at a rapid rate. An additional benet of changing to
Karpenter was the ease of scheduling multiple workers on
a variety of nodes, which improved spot instance availability
across all clusters due to diversication of instance type and size.

In order to efficiently store the outputs from a massive
number of worker nodes, Amazon Aurora was used in a “serv-
erless” fashion with a highly scalable proxy in between (RDS
proxy) that allows pooling and sharing of the database
connections between nodes. This allowed us to handle large
numbers of simultaneous connections (e.g., when 62 500 or
more workers are active). We optimized communication
between nodes and the database by decreasing their size and
frequency, preventing data transfer from becoming a hindrance
to computation. Additionally, leveraging 1 million simulta-
neous vCPUs required a widened IP address range, achieved by
deploying IPv6 networking for all components, which is novel
for some of the components used.

All subproblems of order n > 1 were run on spot instances
and were occasionally evicted prior to completing. We therefore
implemented a mechanism to automatically re-queue inter-
rupted subproblems, where each is maintained by a decompo-
sition worker that reschedules them in the event that a compute
node stops before completing.
PFAS simulations

Preparation of molecular geometries. The equilibrium
geometries of TFA, PFBA, and PFOA were optimized using the
DF-MP2 method in an aug-cc-pVTZ basis set. The other geom-
etries used for computing the BDE and PES of each PFAS were
generated by performing a linear rigid-body stretch of one of the
C–F bonds on the a-carbon to the carboxylic acid group. We
chose to follow the dissociation of the C–F bond with the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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smallest dihedral angle with the C]O to maintain a consistent
and comparative analysis between the different PFAS.

Coupled-cluster calculations. All coupled-cluster calcula-
tions reported herein were performed in the Psi4 package.51 The
RHF-CCSD(T) calculations on PFOA were performed using the
density-tting CCSD(T) code in Psi4, which is described in ref.
52. The RHF-CCSD(T) and UHF-CCSD(T) calculations for TFA
and PFBA were performed without the use of density tting.
Stability analysis was employed to obtain the broken symmetry
UHF reference wavefunction.

DFT calculations. All DFT calculations were performed with
QChem,53 where we used the uB97x-D, B3LYP, PBE0 and MN15
exchange–correlation (XC) functionals in a spin-unrestricted
formalism with the cc-pVDZ basis set. Grids were set to their
default values. The D3(BJ) dispersion correction was applied to
all XC functionals except for uB97x-D.
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