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Development of discrete interaction models for
ultra-fine nanoparticle plasmonics

Lasse K. Sørensen, *ab Valeriy S. Gerasimov, cd Sergey V. Karpov ec and
Hans Ågren *f

Plasmonics serves as a most outstanding feature of nanoparticle technology and is nowadays used in

numerous applications within imaging, sensing and energy harvesting, like plasmonically enhanced solar

cells, nanoparticle bioimaging, plasmon-controlled fluorescence for molecular tracking in living cells,

plasmon-controlled electronic molecular devices and surface enhanced Raman spectroscopy for single

molecular detection. Although plasmonics has been utilized since ancient times, the understanding of its

basic interactions has not been fully achieved even under the emergence of modern nanoscience. In

particular, it has been difficult to address the ‘‘ultra-fine’’ 1–10 nm regime, important for applications

especially in bioimaging and biomedical areas, where neither classical nor quantum based theoretical

methods apply. Recently, new approaches have been put forward to bridge this size gap based on semi-

empirical discrete interaction models where each atom makes a difference. A primary aim of this

perspective article is to review some of the most salient features of these models, and in particular focus

on a recent extension – the extended discrete interaction model (Ex-DIM), where the geometric and

environmental features are extended – and highlight a set of benchmark studies using this model con-

cerning size, shape, material, temperature dependence and other characteristics of ultra-fine plasmonic

nanoparticles. We also analyze new possibilities offered by the model for designing ultra-fine plasmonic

particles for applications in the areas of bioimaging, biosensing, photothermal therapy, infrared light

harvesting and photodetection. We foresee that future modelling activities will be closely connected to

collaborative experimental work including synthesis, device fabrication and measurements with feedback

and validation in a systematic fashion. With this strategy we can expect that modelling of ultra-fine

plasmonics particles can be integrated in the development of novel plasmonic systems with

unprecedented performance and applicability.

1 Introduction

Few scientific endeavors have transformed our perception of
nature like the development of nanotechnology. Materials
structured at the nanoscale possess unique physicochemical
attributes and provide unprecedented capabilities that nowa-
days are exploited in many important societal areas, like

healthcare, environmental research and energy conversion.
Much of the success of nanotechnology can be traced to two
outstanding properties of nanoparticles: quantum confine-
ment, leading to discrete energy states—quantum dots, and
the ability to support collective electron oscillations---plas-
mons. The localization of the strong local fields is associated
with collective electron excitations generating surface plasmon
resonances (SPRs) that depend on the geometric properties of
the particles.1 Plasmonics or plasmonic field enhancement is
nowadays used in numerous applications for imaging, sensing
and energy harvesting, like plasmonic enhanced solar cells,
nanoparticle bioimaging, plasmon-controlled fluorescence for
molecular tracking in living cells, plasmon-controlled electro-
nic molecular devices, and surface enhanced Raman spectro-
scopy for single molecule detection, to mention a few out of
many examples. Plasmonic enhancement of the incoming
electromagnetic field also offers a great opportunity to sub-
stantially increase the efficiency of light conversion nano-
particles. Nanoplasmonics plays a crucial role as a means to
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produce concentration of optical energy at the nanoscale as
localized surface plasmon oscillations and integrated plasmo-
nic functionality provides various mechanisms for manipulat-
ing the optical response of engineered materials.2–4

The optical properties of colloidal metal nanoparticles have
been extensively reviewed and it has been shown that custom
tailoring of the optical properties requires relatively inexpensive
manipulation of the size, shape and composition of the plas-
monic nanoparticles.1,5 Plasmonic materials of metal elements
that are nanostructured can generate very strong electric fields
in their vicinity through the interaction with electromagnetic
radiation, leading to the possibility of detecting signals of
single molecules on the nanoparticle surface. There is a need
for matching the frequency of the incident light with that of the
oscillating surface electrons that in turn, depends on electronic
structure, and thereby also on the size, shape, and material or
alloy of the nanoparticles. The important aspect here is the
combination of a giant enhancement of the electromagnetic
fields generated by the nanoparticles and their strong localiza-
tion. Plasmonic nanoparticles have therefore been frequently
employed as modifiers of the optical properties of various
optically sensitive objects and materials, such as molecules,
their aggregates, and quantum dots.6 At the same time, the
properties of localized plasmons critically depends on the
shape of the nanoparticles, which makes it possible to tune
their resonance system to interact effectively with light or other
elementary quantum objects. Such properties have enabled the
discovery of a number of new effects associated with plasmonic
nanoparticles. For instance, giant local fields near nano-
particles result in an increase in the Raman cross section by
10–14 orders of magnitude, making it possible to observe
individual molecules and determine their structure.7,8 Plasmo-
nic nanoparticles provide simultaneous enhancement of both
extinction and emission of light and, thus, make up for
effective fluorophores and nanoscale light sources, including
nanolasers.9–13

The plasmonic optical response thus depends on the mate-
rial, the shape and the size of the nanoparticle, something that
can be used to tune the optical properties of a molecular dye
located in the vicinity of the surface of the metallic particle.
The locally enhanced fields are the basis for increasing
the sensitivity of spectral methods for determining the
chemical composition of impurity materials up to the level
of single molecules. This fact also lays the basis for a number
of applications in bioimaging,14–16 nanosensing,7,8,17,18

nanophotonics19–21 and medicine,22–26 see reviews by Halas27

and Linic et al.28 An additional important characteristic of
plasmonic nanoparticles is that the localized surface plasmon
wavelength relates also the characteristics of a surrounding
medium, a factor that can be used in, e.g., refractive index
sensitivity measurements for biosensing.

The applications alluded to above have been greatly boosted
by the advances in synthesis procedures, which have made it
possible to control the variation of the shape and size of
particles and their material content.29 Traditional technologies
based on colloidal systems for the chemical synthesis of

nanoparticles have been complemented by fabrication by
pulsed laser ablation of bulk materials in liquid media, and
in gaseous media by the synthesis of self-organizing nano-
particles making it possible to fabricate nanoparticles upon
their deposition on a substrate.30–33 Moreover, the fabrication
of nanoparticles and synthesis of periodic arrays is now possi-
ble by both sputtering onto a substrate from the gas phase
through nanomasks and by directional etching of various
shapes on the faces of single-crystal samples.34–37 The tuning
of plasmonic properties is well-known for larger particles
(420 nm); red shifting deep into the infrared region can easily
be manipulated by just adjusting the size; blue shifting is more
challenging but can be introduced by alloying,38,39 while field
anisotropy and multiple resonances can be introduced by using
non-spherical particles with different aspect ratios;40 the sim-
plest case here is nanorods.40 An important concept is that
ultra-strong field enhancement in terms of so-called ‘‘hot
spots’’ can be triggered by field concentrations at sharp
edges.41,42 This is, for example, utilized in scanning tunneling
microscopy (STM) where the plasmon fields are mostly located
at the very top of the tips creating there an ultra-strong field
enhancement.43 All these aspects, which thus are supported
by modern controlled synthesis, have opened important per-
spectives in terms of optical applications in a wide
wavelength range.

From a theory or modeling point of view, the great challenge
is to find quantitative forms of relationships between structure
and plasmonic properties, that is structure–property relation-
ships. This would further promote the possibilities of designing
plasmonic nanoparticles for a specified purpose and so boost
the utility of nanoparticle plasmonics for applications like
detection, sensing and imaging. Modeling, with experimental
feedback and validation, has indeed boosted the utility of
plasmon techniques; however, it still remains a great challenge
to design active plasmonic nanomaterials with arbitrary size,
composition and structure. Classical electrodynamics methods
serve in general as viable approaches for the prediction of the
optical properties, including plasmonic generation.44–46 One
can here identify a variety of approaches where perhaps the
most commonly used one is the FDTD—the finite difference
time domain method—a numerical approach which applies
finite element propagation of the time-dependent Maxwell’s
equations47 and FEM – the finite element method – which has
frequently been used for both time- and frequency-domain
calculations. The FEM has been implemented in the package
COMSOL Multiphysics48 among many commercial solvers. A
combination of both the FDTD and the FEM retaining the
advantages has been introduced, based on a variation of the so-
called Galerkin method.49 These methods have been applied in
several contexts, e.g. for designing plasmonic metal shells of
quantum dot nanoparticles, to enhance the electromagnetic
field either inside to strengthen absorption, or for enhancing
the field outside for the purpose of sensing, and of course for
surface enhanced Raman scattering. Furthermore, Mie theory44

is frequently used for scattering problems involving nano-
particles that are sufficiently large that the concept of a
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classical dielectric constant remains valid. Other classical elec-
trodynamics methods, such as the discrete dipole approxi-
mation or coupled dipole approximation45 and T-matrix
method46 have also been widely useful for the calculation of
optical properties of nanospheres, nanodiscs, nanorods and
other complex geometrical configurations. A popular approach
in modeling the dielectric constant of metals for subsequent
calculation of the plasmon absorption spectra of nanoparticles
is the Drude50 model, applicable for a finite metal spherical
cluster much smaller than the wavelength of light.

For very small sizes, towards the ultra-fine region considered
in this review, there are abundant contributions to what might
be called mesoscopic electrodynamics.51–53 Here, the concept
of electron spill-out54 has been frequently applied with exten-
sions to account for size-dependent damping and the self-
consistent interplay between screening and spill-out. Further-
more, various modified Drude models for the non-local effects
have been put forward; for instance, the nonlocal hydrody-
namic Drude model of electron gas.55 Also semiclassical non-
local optical response theory has been advocated in the frame-
work of hydrodynamic models, that involve induced charge
diffusion kinetics as well as quantum pressure effects.56

The efficiency of the above mentioned methods has been
confirmed many times; nevertheless, there are losses in accu-
racy for small particles with a diameter less than 12 nm and
where quantum size effects57 can play a crucial role. While
some corrections for these models that take into account the
quantum size effects improve the results, these methods still
use the dielectric constants of bulk materials, obtained
empirically,58 and do not consider the discrete atomic structure
of the nanoparticles. It is thus obvious that the dielectric
constant will vary with size and become unpredictable for small
clusters with broad plasmon resonances or for clusters with
more complex shapes. Here the particle size can be smaller
than the mean free path of the conduction electrons and the
surface to volume ratio can become so large that significant
deviations from a non-local, bulk value, description of the
dielectric constant can be expected. All these methods rely on
the principles of classical electrodynamics and have limited
applicability to smaller nanosystems with pronounced quan-
tum size effects.57,58 In the continuous medium models the
classical approach to accounting for quantum size corrections
to the dielectric constant of spherical metal nanoparticles was
formulated in Kreibig’s early works by incorporating the size-
dependent contribution of the surface scattering effects in the
electron damping constant as follows G(R) = G(bulk) + AvF/R.
Here, vF is the Fermi velocity, R is the particle radius, and A is
the numerical parameter that is adjusted to take into account
the particle surface properties, usually taken equal to 1.

It is clear that there is a breaking point in size where
quantum mechanics-based descriptions, accounting also for
electronic structure, are necessary and where classical electro-
dynamics becomes too crude. Full quantum methods, such as
time-dependent density functional theory (TDDFT), can be
useful for calculating the absorption spectra of small clusters
of noble metals with the number of atoms N E 100–200.59,60

Plasmon oscillations have accordingly been addressed for
noble-metal clusters61 and charged gold clusters62 using
TDDFT. However, due to obvious limitations for first-
principles calculations, they cannot be performed for a large
number of atoms. Thus, to calculate the optical properties of
particles with N 4 106 and diameter of particles d o 10 nm it is
necessary to use complex methods. If all electronic degrees of
freedom are explicitly considered in an ab initio treatment, the
scalability is drastically reduced. For the smallest clusters,
up to 20–30 atoms, very accurate multi-configurational self-
consistent field and coupled cluster methods can provide a
reference state for time-dependent perturbation theory, for
instance linear response theory in the form of the equation-
of-motion coupled cluster (EOM-CC) method63 or the Bethe–
Salpeter equation.64 These very accurate methods also make it
possible for a hierarchical assessment between models that
converge to the final spectrum without referring to experi-
ments. However, the particle sizes are too limited to generate
strong plasmon excitations, and definitely too small to explore
their size-convergence. TDDFT-based methods65,66 cannot be
applied in such a convergent manner since there are no formal
relations between the functionals used, but can on the other
hand reach considerably larger clusters than the pure ab initio
methods. With modern density functional theory methods,
using more advanced functionals, it is a realistic proposition
to treat clusters of the size that show strong plasmonic excita-
tions. Here, any type of symmetry or periodicity in the cluster
reduces the computational effort. As even small metal clusters
often show multiple conformations and energy minima with
low transition state barriers, an integrated dynamical approach
that couples (quantum or classical) dynamics to the quantum
spectral calculations becomes almost mandatory. The develop-
ment of pure quantum methods towards larger systems is
rapidly expanding, including linear scaling technology. An
example is the work of Nobusada and coworkers who in a
series of papers developed and applied a highly efficient first
principles TDDFT computational program for electron
dynamics solved in real-time and real-space (a coupled Schrö-
dinger–Maxwell approach), thereby reaching optical response
of gold clusters with more than 1000 atoms, including plas-
monic excitations, though never being close to the accuracy
seen for classical methods on large particles. One can here
emphasize orbital-free DFT as a powerful DFT variant for
plasmonics.67,68 A few direct comparisons between classical
atomistic models and TDDFT have been reported, as an exam-
ple we can here mention the work of Giovanni et al.69 showing a
favorable comparison of results from their oFQ model with
TDDFT for large clusters in the 1000 atom range. As an
intermediate, the jellium model can be joined with density
functional theory where the ionic background charge of the
particles is replaced by a uniform charge density.70 When
implemented with the so-called time-dependent local density
approximation form of DFT, it can treat large clusters. In this
case a meaningful comparison with pure classical results can
be obtained. The jellium model thus introduces significant
simplifications for quantum mechanical calculations of
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plasmonics. It is here notable that DFT and TDDFT have
been implemented together with plasmonic models (n.b. dis-
crete interaction models) in the form of QM/MM, thus as DFT/
DIM or TDDFT/DIM. Here, TDDFT is applied to simulate
properties in the DIM plasmonic fields, like surface-enhanced
Raman optical activity,71 plasmonic circular dichroism,72

surface-enhanced hyper-Raman scattering73 and two-photon
absorption.74

It thus still remains a great challenge to design active
plasmonic nanoparticles with arbitrary size, composition and
structure in the ‘‘ultra-fine’’ region with the dimensions of a
few nanometers. This situation has been unfortunate consider-
ing the great number of applications such particles bring
about, for instance in the bioimaging and biomedical areas
where ultra-fine plasmonic particles provide a number of
distinct advantages like size compatibility of small clefts,
pockets and other compartments of the target biostructures.
They can more easily pass through membrane channels and
can, moreover, be effectively cleaned in the kidneys and rinsed
from the body. This alleviates, although not removes, the
nanotoxicity problem of using nanoparticles for in vivo studies
and is especially important when using them as a part of
complex therapy of oncological diseases and during early
diagnosis of disease.

In this perspective article, we will review recent work addres-
sing the lower nanoscale region for plasmonic nanoparticles,
where classical bulk models have limited applicability or where
the particles are yet too large for quantum mechanics, so that
the gap between classical and quantum treatments for plasmo-
nic particles potentially can be closed. This is accomplished by
implementing atomistic models for plasmonic excitation and
optical properties of metallic nanoclusters, which are parame-
terized using quantum chemical calculation results as well as
empirical results for larger clusters. The models are based on a
general atomistic complex polarizability parameterization of
the metal atoms, where the atomistic parameters are obtained
from a mix of experimental data and classical models. The
atomistic parameters can be made local environment-
dependent by introducing explicit atomistic parameter depen-
dence on atom coordination number, and by introducing an
explicit induced dipole-induced dipole interaction tensor on
atom type. In the extended discrete interaction model (Ex-
DIM)75 the total optical properties, the complex polarizability
and the plasmonic excitation of a cluster are atomically depen-
dent, and therefore dependent on arbitrary composition and
geometric characteristics of the cluster. Calculations for the full
polarizability and optical spectrum, including plasmonic reso-
nances, are made with and without the topology awareness of
the parameters and compared, for small clusters, with ab initio
data. The role of size, shape, aspect ratios, and other geometric
factors, down to the atomic level, is explored in order to design
plasmonic particles with particular strength and field distribu-
tion. It follows that the model makes it possible to do such
calculations also for any alloy composition of the constituting
metal elements as also shown in this review. The model is at
present practically implementable for clusters also above

10 nanometers, thus covering a significant part of the gap
between the scales where pure quantum calculations are pos-
sible and where pure classical models based on the bulk
dielectric constant apply. Before outlining the discrete inter-
action models, it is here relevant to mention the existence of
another atomistic model based on a different physical back-
ground, namely the frequency-dependent Fluctuating Charges
model (oFQ) first proposed by Giovannini et al.,76 which is
based on the Drude model of conduction and describes the
plasmonic response in terms of classical charges only.

In the following section we review some basic elements of
discrete interaction models addressing merits and limitations.
We then present the Ex-DIM and give a survey of its applica-
tions. Finally, we highlight some of the important results and
make an outlook for future research possibilities using the
proposed approach.

2 Discrete interaction models

For intermediate-sized clusters an atomistic approach, where
the polarizability can be obtained from the atoms of the
particle, could fill an important gap in the description of
nanoparticle plasmons between the quantum and classical
extremes. Here, the classical dipole approximation can be
applicable, since it can be used to construct the total polariz-
ability (or the dielectric constant) from a set of interacting,
complex polarizable, atomic dipoles.69,77–83 However, the polar-
izability is represented by fixed constants for each type of
chemical element, obtained either from bulk measurements
or electronic structure calculations. This neglects, e.g., any
charge rearrangement that takes place in the real cluster, on
formation or by a molecular sensitization. An obvious compli-
cation of a metallic particle is the almost free motion of charges
within the metallic cluster, and that the interaction with the
surroundings should be regulated by the ‘‘atomic capacitance’’
rather than by fixed charges. An elaborate model to deal with
this, but yet very simple compared to quantum chemical
calculations, is the so-called interaction model.84 In the sim-
plest form it is a set of atomic polarizabilities that interact
in accordance with classical electrostatics without external
electric field. This model has been significantly expanded by
inclusion of a damping term of the internal electric field85,86

extended also to the frequency dependence of the dipole
polarizability87,88 and with a capacitance–polarizability inter-
action model (CPIM).89 One of the significant drawbacks of the
interaction model is, however, that the atoms on the surface
and inside of the cluster do not differ very much. A specific
coordination number will correspond to each atom in the
cluster.90,91 The coordination number will have little effect on
the distribution of the charge density around every atom,
depending on it’s geometric position in the cluster. The charge
density will be slightly compressed for atoms inside of the
cluster, and slightly stretched for atoms on the surface. Here
atomic parameters can be optimized for small clusters and
interpolated for bigger systems.
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The aim of the discrete interaction model (DIM) has been to
describe the polarizability and optical properties of small to
large molecules, metallic nanoparticles and carbon nano-
structures by representing the nanoparticle as a collection of
interacting atomistic charges and dipoles. We note that the
DIM can be generalized to include higher order moments such
as quadrupole moments where also higher order hyperpolariz-
abilities are included. Including higher order terms, however,
increases both the complexity of fitting and computational
demand of the DIM significantly.92,93 We therefore here only
review the DIM’s using charges and dipoles.

The starting points of most DIM’s used69,75,77–83,87,89 are the
energy expression Lagrangian for interacting fluctuating
charges and dipoles in an external electric field subject to a
charge equilibration constraint

L½fm; qg; l� ¼ E½fm; qg� � l qtot �
XN
i

qi

 !

¼ 1

2

XN
i

qicii
�1qi þ

1

2

XN
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XN
jai

qiT
ð0Þ
ij qj

þ 1

2

XN
i

miaii
�1mi �

1

2

XN
i

XN
jai

miT
ð2Þ
ij mj

þ
XN
i

qiV
ext �

XN
i

miE
ext

�
XN
i

XN
jai

miT
ð1Þ
ij qj � l qtot �

XN
i

qi

 !
:

(1)

qi is the fluctuating charge assigned to the i-th atom, mi is the
fluctuating dipole assigned to the i-th atom, cii is the i-th charge
self-interaction tensor, aii is the i-th dipole self-interaction
tensor, T(0)

ij , T(1)
ij , and T(2)

ij are the electrostatic interaction
tensors, Vext is the external scalar potential, Eext is the external
time-independent electric field, qtot is the total charge of the
nanoparticle, l is the Lagrangian multiplier and N is the
number of atoms.

The first line in eqn (1) describes the self-interaction energy
of fluctuating charges and the interaction energy between
fluctuating charges, respectively. The second line contains the
self-interaction energy of fluctuating dipoles and the inter-
action energy between fluctuating dipoles in that order. In
the third line the interaction energy between fluctuating
charges and the external potential along with the interaction
energy between fluctuating dipoles and the external field are
listed. The last line describes the interaction energy between
fluctuating charges and dipoles and in the last term the charge
equilibration condition is expressed via the Lagrangian multi-
plier l.

The exact expressions for the electrostatic interaction ten-
sors T(0)

ij , T(1)
ij , and T(2)

ij depend on how the charges and dipoles
are represented as discussed in Section 2.3. The external scalar
potential Vext can be determined from the external electric field
Eext and the choice of gauge. The self-interaction tensors cii and

aii are model specific and the expression for aii is discussed in
greater detail in Section 2.2 and for the Ex-DIM in Section 3.
The effect of the different terms on the spectra from particles
with different geometries will be discussed in Section 3.4.2.

The minimization of the energy E[{m,q}] in which the fluc-
tuating charges and dipoles are determined can be cast into a
problem of solving a set of linear equations89

A �M
�MT �C

� �
m
q

� �
¼ Eext

Vext

� �
: (2)

The column vector m, in eqn (2), is the collection of N atomic
dipoles mi and the column vector q is the collection of N atomic
charges qi with the constraint of the charge equilibration
conditions. The matrix elements of A, C, and M matrices are
defined as

Aij = dij aij
�1 � (1 � dij)T

(2)
ij ,

Cij = dijcij
�1 + (1 � dij)T

(0)
ij ,

Mij = (1 � dij)T
(1)
ij , (3)

where A describes the interaction between the fluctuating
dipoles, C the interaction between the fluctuating charges
and M the interaction between the fluctuating dipoles and
charges. The numerical solution to eqn (2) will be discussed
in more detail in Section 2.1.

The DIMs are flexible models so DIMs which only involve
charges77

�Cq = Vext (4)

or dipoles75,94

Am = Eext (5)

are frequently used. All elements in eqn (4) and (5) are defined
in eqn (2) and (3).

The polarizability of the nanoparticle can be computed from
the derivative of E[{m,q}] with respect to an external field
Eext.89,95 The polarizability of a nanoparticle is defined as

anp ¼
XN
i

@mi
@Eext

¼
XN
i

ai; (6)

which is the sum of the individual atomic polarizabilities ai.
The above described scheme for determination of the polar-

izability is generic and has been employed in the original,
coordination-dependent and extended discrete interaction
models.1,69,74,75,77–83,85–88,94–98 Model differences originate
from the functional form employed to describe the fluctuating
charges and dipoles and from the parameterization of the self-
interaction and electrostatic interaction tensors.

2.1 Scaling considerations for linear equations

Eqn (2), (4) and (5) are all examples of linear systems

Ax = b (7)

PCCP Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
A

gu
si

to
 2

02
4.

 D
ow

nl
oa

de
d 

on
 0

1/
11

/2
02

5 
21

:5
6:

43
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp00778f


24214 |  Phys. Chem. Chem. Phys., 2024, 26, 24209–24245 This journal is © the Owner Societies 2024

where the simplest solution is the inversion of A. The inversion
of A is, however, only possible for small systems since the
inversion scales as m3, where m is the dimension of x.

For larger systems, iterative approaches scaling as m2 are
needed. Here, the conjugate gradient method, generalized
minimal residual iteration, and minimum residual iteration
along with other methods can be used. We here found that the
conjugate gradient method from Scipy was very slow to con-
verge, if at all, but found the LGMRES algorithm,99 which is a
modified version of the generalized minimal residual iteration
from Scipy, both fast and robust in converging for the Ex-DIM.
The fast Fourier transform (FFT) methods used in the discrete
dipole approximation are in general not applicable since the
geometries used in the Ex-DIM are often taken from molecular
dynamics simulations where there are no perfect lattices.45

Combined with the distinction between surface and bulk
atoms, which will be discussed in Section 2.3.2, where the
individual dipoles will differ slightly limits methods based on
symmetry of the lattice.

For very large systems the relay matrix in eqn (2) will either
have to be constructed on the fly or created using sparse matrix
algebra. In the sparse matrix approach the screening of the
relay matrix will typically be on distance or interaction strength,
where the latter is used in the Ex-DIM.98 The best effect of the
sparse matrix algebra is seen in 1- and 2D systems like rods and
thin films whereas in 3D systems like spheres the savings from
sparse matrix screening are less effective.

The system sizes that can be reached by the DIMs are also
very dependent on the order of the moments included. For a
charges only DIM, as seen in eqn (4), the dimension of m is N,
where N is the number of charges. In the dipole only moments
DIM, see eqn (5), m = 3N while in the charge and dipole DIM,
see eqn (2), m = N + 3N. Including quadrupole moments adds
an additional 9N to m. From these scaling considerations of the
Relay matrix it is seen that the maximum number of atoms in a
given system drops by about a magnitude every time a higher
order moment is included. Very large systems, where computa-
tional memory considerations have to be taken into account,
for the charge, dipole and quadrupole moments models are
approximately +500.000, +50.000 and +5000 atoms, respectively,
depending on the computational hardware available.

2.2 Representation of the polarizability

The representation of the polarizability usually follows one of
two methods. Either the frequency dependent polarizability is
computed from experimental values of the dielectric constant
or from the simulation of the polarizability from a Lorentz
oscillator model.

Lorenz and Lorentz showed that the refractive index of a
material can be directly related to the polarizability of the
individual atoms through a simple relation

n2 � 1

n2 þ 2
¼
X
i

Niai
3e0

(8)

where n is the refractive index, Ni is the number of atoms per

volume i, ai is the mean polarizability of the atoms in volume i
and e0 is the permittivity of free space. Usually the Clausius–
Mossotti relation, which relates the dielectric properties and
the atomic polarizability, is used

er � 1

er þ 2
¼
X
i

Niai
3e0

(9)

where er is the dielectric constant. The coordination-dependent
discrete interaction model (cd-DIM) from Chen et al.95 is an
example of a DIM method that uses the Clausius–Mossotti
relation to compute the frequency dependent polarizability.
The clear advantage of the experimental values of the frequency
dependent dielectric constant is the very wide frequency range
for different atoms where these measurements are available.
The disadvantage for small particles is the difficulty in creating
size-, temperature- and media-corrections since the frequency
dependent dielectric constants are bulk values at fixed tem-
perature and media.

The dielectric function from the Lorentz oscillator model
can describe a resonance where the complex dielectric function
is given by

eðoÞ ¼ 1þ 4pNe2

m

1

o0
2 � o2 � iGo

(10)

where
4pNe2

m
¼ op

2 and op
2 is the plasma frequency, o0 is the

resonance frequency and G is the relaxation constant. N is the
density of charges, e is the elementary charge and m is the
effective mass of a charge. The polarizability of a single Lorentz
oscillator is given by

aðoÞ ¼ e2

m

1

o0
2 � o2 � iGo

: (11)

The disadvantage of modelling the polarizability of the indivi-
dual sites is the limitation in the frequency range. This can be
overcome by adding more Lorentzian oscillators, which extends
the frequency range though each of these oscillators will then
have to be fitted. The clear advantage of modelling the polariz-
ability is that it is easy to add size-, temperature- and media-
corrections.

2.3 Representation of charges and dipoles

We will here briefly review the two most common ways to
mathematically represent the fluctuating charges and dipoles.
The charges and dipoles are meant to represent the individual
constituents of the physical system irrespective of the composi-
tion of the constituents. This means that these charges and
dipoles should make it possible to describe an aggregate of unit
cells, atoms and all the way down to individual atoms.

The interaction tensor of order n is in general defined as the
n-th derivative of the charge interaction or some other charge
distribution

Tn = rrT
n�1. (12)

This definition of the n’th order interaction means that the
dipoles and higher orders will be described as exactly
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overlapping charge distributions of opposite charge that can be
polarized. This physical description of the charge distribution
of the individual constituents from eqn (12) therefore comes
closer to aggregates than atoms. For aggregates, the physical
charge distribution is more evenly distributed over the space of
the individual constituents than for atoms since atoms are
made of two spatially distinct charge distributions, one from
the very localized charge distribution of the nuclei and one for
the large and more diffuse charge distribution of the electrons,
and these atomic charge distributions even out over larger
aggregates.

2.3.1 Thole damping of point charges. The initial approach
to represent charges and dipoles in the DIMs was to consider
point particles. In the physical picture of the point particle DIM
the charges are monopoles and the dipoles are thought to be
built up from two infinitesimally shifted monopoles.86 This
representation can unfortunately lead to infinite polarizabil-
ities when the distance r between two dipoles approaches
(4apaq)1/6, where ap and aq are the polarizability of site p and q,
respectively.100 In order to eliminate the problematic behaviour
of the polarizability, Thole modified the interaction tensor T(2)

with a shape function that was independent of the sites p and
q. As Thole noted, the modification of the interaction can also
be thought of as going from the point particles to modelling of
the charge distribution r(r).

Since it is not evident which well-behaved charge distribu-
tion shape r(r) represents molecular systems best, Thole tried
several different charge distributions of which two survived:86

rðuÞ ¼
3ða� uÞ

pa4
uo a;

0 u � a

(
(13)

rðuÞ ¼ a3

8p
exp½�au�; (14)

where u = rij/(aiaj)
1/6 and a is the polarizability of i and j,

respectively. Both the linear charge distribution in eqn (13)
and exponentially decaying charge distribution in eqn (14) have
shown good numerical results and are actively used
today.101–105

2.3.2 Gaussian electrostatics. The Gaussian charge repre-
sentation from Mayer106,107 has also gained popularity in
numerous methods and codes including the Ex-
DIM.75,94,95,108 We will here use normalized Gaussian charge
distributions that depend on the local environment of the
atoms as defined from the coordination number-dependent
radius acn

G r; fcn;Cð Þ ¼ acn

p

� �3=2
exp �acnðr� CÞ2
� �

: (15)

The inclusion of the coordination number is intended to give a
better description not only of surface and bulk atoms but also
of surface atoms for structures with more complex surface
topology where the electronic charge is less confined. The
coordination number of atoms in a rod is shown in Fig. 4
where it is clearly seen that the atoms on the surface are not all

treated the same but are dependent on the number of close
neighbors.

The chemical environment radius acn is defined as

acn fcnð Þ ¼ ratom 1� fcn

12

� �
þ rbulk

fcn

12
; (16)

which regulates the charge distribution radii of the atom
depending on the coordination number fcn from the atomic
radii ratom to the bulk radii rbulk. Both ratom and rbulk are
tabulated.

In the Ex-DIM, the Grimme59 scheme is used where the
atomic coordination number fi

cn is computed as

f icn ¼
XN
i

XN
jai

1þ exp �k1 k2 Rcov
i þ Rcov

j

� �.
rij � 1

� �h ih i�1
;

(17)

where Rcov
i and Rcov

j are the scaled covalent radius of the i-th and
j-th atoms, respectively, rij is the distance between the i-th and j-
th atoms, and k1 and k2 are empirical parameters equal to 16.0
and 4.0/3.0, respectively.90 Since the coordination number is
not a measurable quantity, several other definitions exist that
all differ slightly.109

The electrostatic interaction tensors, T(0)
ij , T(1)

ij , and T(2)
ij from

two Gaussian charge distributions, G(r;fcn,C) and G r0; f
0
cn;D

� 	
centred on the i-th and j-th atoms with position vectors C and
D, following A. Mayer,107 can be computed as

T
ð0Þ
ij ¼

ðð
G r; fcn;Cð ÞG r0; f

0
cn;D

� 	
jr� r0j dr0 dr ¼

erf grij
� 	
rij

(18)

g�1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2cn þ a

02
cn

q
and rij ¼ jC�Dj:

From the derivate of T(0)
ij , the higher order electrostatic inter-

action tensors, T(1)
ij , and T(2)

ij , can be derived

T
ð1Þ
ij ¼ �rriT

ð0Þ
ij ¼

rij

rij3
erf grij
� 	

� 2grijffiffiffi
p
p exp �g2rij2

� 	� �
; (19)

T
ð2Þ
ij ¼ �rri �rrjT

ð0Þ
ij

¼ 3rij � rij � rij
2I

rij5
erf grij
� 	

� 2grijffiffiffi
p
p exp �g2rij2

� 	� �

� 4g3rij � rijffiffiffi
p
p

rij2
exp �g2rij2
� 	

:

(20)

In this way, the electrostatic interaction between different
Gaussian charge distributions, dependent on the topology, can
be calculated. Regardless of whether the charges and dipoles
are derived from different charge distributions or not, eqn (18)–
(20) can be used directly. Eqn (18)–(20) are also directly applic-
able for alloys and molecules once the charge distributions
are known.

The tensors T(0)
ij , T(1)

ij , and T(2)
ij describe every interaction

between two sites i and j in the DIM as defined in eqn (2)
and explicitly seen in the matrix definition in eqn (3). The
interaction between sites in the DIMs is therefore determined
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by the choice of charge distribution and here in particular the
radii of the charge distributions. While the radii only have a
minor influence on the position of the plasmon resonance for
spherical particles, for the resonance position of non-spherical
particles like rods, even a small change in the radii of the
charge distribution can give a very large shift in the resonance.
Choosing a good representation for the charge distribution and
fit for the radii in the DIM is crucial for the description of
geometric distortions from spherical particles.

2.4 Relations to the discrete dipole approximation

The discrete-dipole approximation (DDA) was developed by
DeVoe as a flexible and powerful technique for computing
scattering and absorption by targets of arbitrary geometry and
as a method of discretization of Maxwell’s equations for a
particle in a field.110,111 Purcell and Pennypacker later included
retardation effects into the DDA, which means that the aggre-
gates no longer have to be small in comparison to the wave-
length of the incoming field.112 The DDA algorithm assumes
that any arbitrary object is replaced by a set of finite cubic
elements small enough so that only dipole–dipole interactions
induced by the incident field in neighboring elements occur.
This helps to reduce Maxwell’s equations to an algebraic
problem involving many coupled dipoles. The appropriate
choice of the polarizability of each element leads to an accurate
simulation of electric fields within the number of dipoles used
to approximate the object. The main advantage of DDA is the
flexibility it offers in describing arbitrarily shaped objects.113

The DDA is an approximation of a particle by a finite array of
polarizable dipole moments. The dipole moments respond to
the local electric field and interact with one another via their
electric fields and numerically the DDA is represented by
eqn (5). For a particle of arbitrary geometry, the DDA requires
choices for the locations and the polarizability of the point
dipoles in order to represent the particle. Each dipole in the
DDA represents the local polarizability of a particular subvo-
lume of a particle. The spatial resolution of the DDA depends
on the volume of each subvolume for every dipole. Since there
are no restrictions on the volume of the individual dipoles,
weaker closer spaced dipoles can be used to describe a complex
surface topology and larger dipole volumes for the body of the
particle. While the spatial resolution of the DDA in this way can
be improved, this method quickly becomes prohibitively
expensive.45 Secondly using the experimental values of the
frequency dependent dielectric constant also limits the sub-
volume size to a volume where the bulk dielectric constant
makes physical sense.

The DIM is a DDA method where each subvolume is an
atomic volume and the dipoles are placed on the nuclei of each
atom. The DIM is, in some sense, the minimum subvolume for
a material since the spatial resolution of the DIM is atomic. We
here notice that the DDA of course can be extended to include
both charges and higher order moments seen in the DIM.92 The
strengths and weaknesses of the DDA and the DIM are there-
fore also similar. The cd-DIM is an example of where the DDA
method is applied down to the atomistic level.95

3 Review of the Ex-DIM model

Since all interactions between different sites in the DIMs are
determined by the choices of charge distributions, the differ-
ences in DIMs are primarily in the self-interaction part
described in the diagonal. From the Lagrangian in eqn (1),
the self-interaction of the charge and dipole are described by cii

and aii. The self-interaction is, however, essential in describing
the position, width and magnitude of a resonance, and also size
dependence, medium and temperature shift in position and
magnitude of the resonance. The Ex-DIM is a dipole only model
because the charges are not parameterized, which means that
the diagonal only consists of aii. In the parameterization of cii

the same effects as in aii would also have to be considered and
effects should emerge in a similar form.

The different effects such as temperature, size and media all
require modification of the polarizability aii. Each effect and
term in aii

aii;kl o;P;T ; fcn; nð Þ ¼ ai fcnð Þ
rbulk

� �3

aii;s;kln2Lðo;P;T ; nÞ þ aib:

(21)

will be described in separate sections. In eqn (21) aii,kl = aiidkl for
k,l = x,y,z, aii,s,kl is the frequency independent polarizability and
specific for each atom, aib is the interband transition and
L(o,P,T,n) is a Lorentzian, while (ai(fcn)/rbulk)3 and n2 are
environment modifications that will be explained in the sub-
sequent sections.

3.1 Multiplicative environment factors

Surface topological effects related to the coordination number not
only effect the radii of the charge distribution as seen in Section
2.3.2, but also the polarizability of the individual atoms. The scaling
of the individual atomic polarizability as (ai(fcn)/rbulk)3 is inspired by
studies of small gold clusters where the atomic polarizability is
shown to be very dependent on the topology.114,115 In (ai(fcn)/rbulk)3,
the nominator ai(fcn) is calculated from eqn (16).

The (ai(fcn)/rbulk)3 term ensures that surface atoms, depend-
ing on the coordination number, will have a larger intrinsic
polarizability than bulk atoms and hence increase the total
polarizability for clusters with more surface atoms. (ai(fcn)/
rbulk)3 primarily shifts the total polarizability and gives only a
minor shift in resonance position, which is dominated by the
charge distribution as discussed in Section 2.3.2.

n2 is the square of the refractive index n of the media for the
particles and is similar to the expression from DDA.45,116 The
media is known to give a significant polarizability shift along
with some shift in the position of the plasmon resonance. The
major shift in the value of polarizability from the media,
however, stems from the change in the relaxation constant as
described in Section 3.2.2. n2 as a multiplicative factor here
mainly ensures the shift in the resonance frequency.

3.2 Lorentzian

The Lorentzian L(o,P,T,n) in eqn (21) regulates the size-,
geometric-, temperature- and media dependence. The
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geometric part of the size dependence comes in via the size
dependent resonance frequencies of three size-dependent Lor-
entzian oscillators

L(o,P,T,n) = N(Lx(o,Px,T,n) + Ly(o,Py,T,n) + Lz(o,Pz,T,n)),
(22)

where each Lorentzian:

Li o;Pi;T ; nð Þ ¼ 1

oi
2ðPiÞ � o2 � iGi Pi;T ; nð Þo; (23)

depends on the frequency o, the plasmon length Pi along the
direction i,117 the temperature T and the refractive index of the
media n. L(o,P,T,n) is normalized in the zero frequency limit
(o = 0)

N ¼ 1

ox
2 Pxð Þ

þ 1

oy
2 Py

� 	þ 1

oz
2 Pzð Þ

 !�1
: (24)

The plasmon length is defined as the length over which the
oscillations take place in a given direction and the aim of using
the plasmon length is to give a differentiated directional size
correction, which reflects the geometry of the particle. In
practice, the plasmon length is a measure of the maximum
distance between any two atoms plus the radius of those atoms
in each of the x, y, and z directions. We notice that the plasmon
length is not invariant to rotations of the particle, since the Px,
Py and Pz will change slightly with such rotations. The plasmon
length is a pragmatic approach to describe size correction for
all particle shapes. This means that regular shaped particles
such as rods, films and other shapes where there are clear
choices of direction should be rotated to align with the coordi-
nate system, while for irregular shapes the size correction is
more unclear. It should, however, be noted that the effect of the
size correction will rapidly decrease with size, and the charge
distribution, described in Section 2.3.2, is significantly more
important than the size correction for irregular shapes or
shapes with uneven lengths.

3.2.1 Size-correction of the frequency. The size-dependent
resonance frequency oi(Pi) is in the Ex-DIM written as

oi Pið Þ ¼ oa 1þ A

Pi

� �
; (25)

where oa and A are atom specific fitted parameters and Pi is the
plasmon length in the i direction. The size correction for the
frequency is the same as that for classical methods, as
described in the introduction, and tends to zero in the bulk
limit and remains finite in the smallest physical limit for the
DIM, which is where Pi equals the atomic radii. This use of the
plasmon length, as shown in eqn (25), is consistent with the
experimental work on both gold and silver spherical
nanoparticles.117–123 Adjusting oa and A in order to match the
experimental size correction is straightforward.

3.2.2 Relaxation corrections from media. The size-, tem-
perature- and media-dependent relaxation constant in the Ex-
DIM is defined in ref. 124

Gi(Pi,T,n) = [G(Pi) + Ge-ph,d(T)]/n2 as (26)

the sum of a size- and temperature-dependent relaxation con-
stant G(Pi) and (Ge-ph,d(T)), respectively. n2 is the refractive index
of the medium n and drives the large increase in the polariz-
ability seen in media shift.

3.2.3 Size-dependent relaxation constant. The size-
dependent relaxation constant G(Pi):

G(Pi) = Ks/Pi (27)

is proportional to the inverse plasmon length Pi which is the
same functional form as the size-dependent relaxation constant
from classical models and the size-dependence of the reso-
nance frequency in eqn (25). Ks is a chemical element specific
constant obtained from fitting. The size-dependent resonance
frequency and relaxation constant are very important for par-
ticles below 8 nm as seen in Fig. 17. Above 8 nm the size-
corrections become more linear.

3.2.4 Temperature-dependent relaxation constant. The
temperature-dependent relaxation constant describes the dam-
pening and broadening of the plasmon resonance with respect
to temperature due to scattering of electrons on phonons and
lattice defects. In the Ex-DIM, the phonon spectrum and the
temperature dependence of the relaxation constant are
described with a Debye model:125,126

Ge-ph;dðTÞ ¼ K0T
5

ðTD=T

0

z4dz

ez � 1
: (28)

TD is the Debye temperature and K0 is a constant that includes the
total scattering cross section of an isolated atom, the ion mass,
the ion density, the Debye wave number, the Debye temperature,
and other universal constants. K0 is a fitted constant.

The specific resistance of gold exhibits a sharp jump in the
relaxation constant when transitioning from the solid to the
liquid phase:126

G(l)
e-ph,d(Tm) = 2.4�G(s)

e-ph,d(Tm), (29)

where Tm is the melting temperature and l and s denote here
the liquid and solid phase, respectively, see further the
section below.

3.2.5 Melting temperature in Ex-DIM. The melting of par-
ticles is often performed using molecular dynamics simula-
tions where the geometries from different snapshots at
different geometries are used in the Ex-DIM. If the molecular
dynamics simulation can reproduce the sharp shift in mobility
seen upon melting and shown in Fig. 27, the Ex-DIM can adjust
the relaxation constant of the individual atoms depending on
the mobility. This gives an atomistically resolved two phase
particle in the Ex-DIM.

If the melting temperature cannot be directly derived from
the molecular dynamics simulations, the melting temperature
can be calculated from the plasmon length using the general-
ised Gibbs–Thomson equation:127,128

0 ¼ Lm
Tm

T�m
� 1

� �
þ Dc Tm ln

Tm

T�m

� �
þ T�m � Tm

� �

þ 2sslk
rs

; (30)
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where the effect of pressure is omitted in the Ex-DIM. In
eqn (30), Lm is the latent heat in the phase change for melting,
Tm is the temperature at which the phase change occurs (in the
case of a curved surface of a body), T�m is the bulk phase change
temperature, Dc is the difference in the specific heat between
the liquid and solid phase, Dc = cl – cs, where the subscripts
indicate the phase, s is the surface tension, rs is the density of
the metal, and k is the mean curvature radius of the surface.
The generalised Gibbs–Thomson equation from eqn (30) accu-
rately describes the melting temperature of spherical nano-
particles in the 1–12 nm range. Eqn (30) is in the Ex-DIM
primarily used to determine the phase of the particle, which
accordingly adjusts the relaxation constant in eqn (29).

3.3 Interband transition

Since the plasmon resonance and the interband transitions in
many materials partially overlap, it is often not sufficient to
model the polarizability of the plasmon resonance only due to
the interference of the two close resonances. In the Ex-DIM the
interband transition aib for gold is modelled by two size- and
media-dependent Lorentzians extrapolated from the fit to the
experimentally measured interband transitions129

Lðo;R; nÞ ¼
X2
j

kjn
2 1

oj
2ðRÞ � o2 � iGjðR; nÞo

: (31)

In eqn (31), kj is the fitted multiplication factor for the j’th
Lorentzian and R the radius. In the size-correction of the
interband we assume that the particle is spherical and R is
the input parameter for the fit. The media correction of Gj (R,n)
follows that of eqn (26). Since the experimental data are limited
at 300 nm for the interband transitions, the Ex-DIM spectra are
limited at 300 nm for gold.

3.4 Parameterization of Ex-DIM

The parameterization of any method under continuous devel-
opment often needs to be parameterized anew every time a new
effect is introduced and the Ex-DIM is here certainly no excep-
tion. One of the fundamental problems with the DIM is the lack
of available data, both experimental and calculated, along with
which input parameters should be fitted and which can reliably
be taken from table lookup of experimental data.

We will here discuss the different parameters in the Ex-DIM,
finding data for the fitting of the parameters along with the
actual fitting procedure.

3.4.1 Data for fitting. A major problem for the DIM, with
respect to plasmonics, is getting reliable data for which all
parameters can be uniquely determined. Since the atomistic
DIM methods fulfill a gap between the QM and the classical
continuum methods as shown in Fig. 1, getting fitting data
from other numerical methods with an accuracy seen for the
classical continuum methods for larger particles is difficult.

The only QM method, which can reach the particle size
needed for plasmonics, in reasonable time is DFT. The accuracy
of DFT is, however, not comparable with the classical methods
and is therefore not suited for data extraction for small

particles with a diameter between one and two nanometers.75

Secondly, extrapolating from particles with 50 E 150 atoms
also has the added difficulty from magic numbering due to the
shell structure effect seen for small particles.

Classical methods have proven to be very accurate in pre-
dicting the position of the resonance frequency for large
particles and size-correction from fitting to experimental data
seems to be better than a purely theoretical approach.130 The
result from the classical methods also depends on the choice of
experimental data used as can be seen for the extinction cross
sections in Fig. 2. In Fig. 2, all parameters such as the plasma
frequency and relaxation constant are kept the same for the
classical Mie method and only the experimental data of the
dielectric constant is varied. This variation in the experimental
data results in a significant shift in the absolute value of the
extinction cross section where the experimental data from
Babar et al.131 is 1.6 times larger than the extinction cross
section from the experimental data from Hagemann et al.132

with the data from McPeak et al.133 and Johnson and Christy134

nested in between the Babar and Hagemann data. Secondly the
position of the plasmon resonance also shifts 7 cm�1 depend-
ing on the choice of experimental data.

Fig. 1 Size range of applicability of quantum mechanical (QM) and
atomistic models, and classical continuum methods.

Fig. 2 The extinction cross section as a function of size for the Ex-DIM
and Mie theory with different experimental inputs for the dielectric con-
stant. The size correction in the Mie theory is taken from Karimi et al.130

The different experimental input data are from bulk or thick films
from McPeak et al.,133 Johnson and Christy,134 Hagemann et al.132 and
Babar et al.131
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Experimental data where a single effect is systematically
examined for particles in the 1–15 nm size range are scarce.
The effect of plasmon resonance as a function of particle size has
been examined for some plasmonic materials like gold and silver,
but there is a lack of systematic studies for other effects.120–123,135

3.4.2 Parameters for fitting. In the Ex-DIM, several para-
meters need to be fitted or determined from theory for the
method to work. We will here list these parameters, discuss
their effect and discuss what data is needed to fit or determine
the parameters.

ratom and rbulk from the radius of charge distribution and
polarizability in eqn (16) and (21), respectively, are often set to
the experimental radii, which can be looked up. However, as
discussed in Section 2.3.2 the charge distribution from the
overlapping Gaussian model differs significantly from the
atomic charge distribution and using ratom and rbulk directly
from experiments without any scaling may not be wise. A
scaling of ratom and rbulk will not change the polarizability in
eqn (21) and only change the off-diagonal elements describing
the interaction between the charge distributions. Determining
a scaling factor for ratom and rbulk requires data from geometries
different than spherical since the scaling factor for ratom and
rbulk is responsible for the large shift in the longitudinal and
transverse resonance frequency and extinction cross section
observed in rods and thin films.

The frequency independent polarizability aii,s,kl in eqn (21)
only gives a minor shift in resonance frequency but is instru-
mental in setting the absolute value of the extinction cross
section. Getting the absolute value of the extinction cross
section right is crucial in getting the absolute value of the local
electric field right and hence the effect on any surroundings.

oa and A from eqn (25) regulate the position of the resonance
frequency as a function of size and can easily be fitted for
materials where there are systematic data of the size dependence.

Ks and K0 are the size- and temperature-dependent relaxa-
tion constants from eqn (27) and (28) where knowledge of the
absolute value of the extinction cross section as a function of
size and temperature is needed.

For the interband transition kj, the fitted multiplication
factor for the j’th Lorentzian and R the radius needs to be
determined. In the size-correction of the interband, we assume
that the particle is spherical and R is the input parameter for
the fit. The media correction of Gj (R,n) from eqn (31) is
provided in Section 3.3.

3.4.3 Fitting of the Ex-DIM. For the size-correction, experi-
mental data is used where a set of representative spherical
particles are chosen. Since the number of atoms in spherical
particles with a given plasmon length can vary, several particles
for each plasmon length are chosen. The fitting of the size
correction of the Ex-DIM is performed by comparing the fit of
the inverse diameter of the experimental data and Ex-DIM calcu-
lations as seen in Fig. 3. Getting the size correction fit correct is
surprisingly easy but only fixes oa and A from eqn (25) and can be
performed with many other parameters varying greatly.

The absolute value of the extinction cross section is fitted to
the absolute values from Mie theory using the Johnson and

Christy134 experimental data and the Karimi et al.130 size
correction for the dielectric constant, as shown in Fig. 20. Using
Johnson and Christy data for the fit gives an absolute value of
the extinction cross section, which lies in the middle of all the
experimental values as seen in Fig. 2. The atomic polarizability
and the size correction to the relaxation constant Ks can in this
way be determined. K0, the temperature-dependent relaxation
constant, is determined indirectly since a too large or small K0

will increase the size sensitivity of Ks.
All fits in Fig. 3 and 20 can be performed with very different

charge distributions since all particles used in those fits are
spherical. In order to fit the charge distribution the resonance
shifts in FDTD and Ex-DIM have been compared for thin films
since the longitudinal plasmon is here significantly red shifted
and this red shift is primarily caused by the charge distribution.

4 Survey of representative Ex-DIM
model studies
4.1 Test of the model – silver nanoparticles

As a first set of applications beyond spheres, cubes and rods
were also considered in ref. 75. Fig. 5 and 6 of that paper
indicate substantial red shifts for nanorods along the long axis,

Fig. 3 Fitting the size correction in the Ex-DIM by comparison with
experimental data.120–122

Fig. 4 Coordination numbers, longitudinal and transverse plasmon length
for an Ag nanorod containing 8743 atoms. From ref. 75.
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in fact much stronger (with respect to aspect ratio defined as
the ratio between the plasmon length in the longitudinal and
transverse directions) than the red shifts for spherical particles
with respect to the radius. This significant red shifting property
is the basis for the common utility of nanorods in imaging and
sensing, as it easily can be manipulated by fabrication. Further-
more, the plasmon magnitude of the shifted peak is also greatly
enhanced with increasing aspect ratio. In addition, the nano-
rods show plasmonic bands along the short transverse axis,
which typically are only slightly blue shifted in comparison to a
spherical cluster with the same plasmon length. Notably, for
the smallest of the two rods shown, Fig. 5, the transverse
plasmon is split into two peaks, something that yet has to be
experimentally confirmed for such small rods.

In ref. 75, the interplay between the aspect ratio and
diameter was further studied with respect to the plasmon
resonance. A series of nanorods where each end is formed by
a half sphere connected by a cylinder, as shown in Fig. 4, were
studied. In this rod figure one discerns a great variation of
coordination numbers – the top layer of atoms with coordina-
tion number below 11–12 and edge atoms with the lowest
coordination numbers 5–6 on the edges. As the surface atom
polarizability is directly affected by the changes introduced by
the coordination, the plasmon generation is delicately depen-
dent on the coordination numbers as also recognized by the
parameterization in the Ex-DIM (as well as in the cd-DIM82)
models.

The red shift of the transverse plasmon is directly propor-
tional to the aspect ratio and the difference in the longitudinal
plasmon resonance changes with the diameter of the nanorod.
The dependence on the diameter of the nanorods is observed
for gold nanorods of bigger dimensions.136–138 Jakab et al.139

showed (experimentally) red shifts that are directly propor-
tional to the aspect ratio and with a slight increase in slope
compared to the Ex-DIM results.

The relative polarizability and peak width between long-
itudinal and transverse plasmons increase significantly with
increasing aspect ratio, actually the polarizability per atom
increases linearly with the aspect ratio, while the dependence
on the diameter of the nanorod is quite small, see ref. 75. Thus

both the maximum and the absorbance of the longitudinal SPR
can in this way be controlled by the aspect ratio and the
diameter. It is notable that the refractive index of the surround-
ing medium plays an important role, see further below.

Summarizing – the Ex-DIM results for small nanorods agree
with observation for larger particles in that the longitudinal
resonance significantly red shifts and the transverse resonance
slightly blue shifts with aspect ratio. The red shift as well as the
atom polarizability correlates linearly with the aspect ratio
thereby making both the peak position and magnitude con-
trollable for these particles. For the transverse direction, the
slope in blue shift shows a slight dependence on their plasmon
length, something also seen for gold nanorods of larger
dimensions.136,137 Here, the refractive index of the surround-
ings seems only to give a constant shift for the plasmon
resonance.139

Also cubes were addressed in ref. 75 as a test bed for further
exploration of the Ex-DIM model. At the time of the publication
of the model, Ringe et al.117 and González et al.140 had shown
that gold cubes red shift differently than spherical clusters with
the same plasmon length—with larger red shifts up to 0.2 eV.
Silver particles shift even more than gold with respect to size,
see also ref. 141 and 142. The Ex-DIM results presented in Fig. 7
predict that there is also a larger size dependence for silver
particles as their cubes are red shifted around 0.6 eV in
comparison to the spheres; see also results for larger particles
predicted by González et al.140 The size-dependences of the
cubes and spheres thus follow similar trends although the
geometric dependence for Ag is larger than for Au.

4.2 Hollow nanoparticles

In ref. 143 hollow nano-shells were explored by the Ex-DIM
model in order to test to what extent the role of cavity versus
volume size of spherical particles can be used as an additional
design parameter for plasmonics generation, along with the
particle size dependence. Hollow spherical nano-shells, as
depicted in Fig. 8 made of gold, were used for that purpose.
As shown in ref. 144 and 145 the surface charges on the nano-
shells constitute a hybridization of plasmon modes from the
cavity and the shell that can, in a semiclassical approach, be

Fig. 5 Polarizability versus incident energy for Ag(x,2.23) nanorods with
different longitudinal plasmon lengths. From ref. 75.

Fig. 6 Polarizability versus incident energy for Ag(x,4.20) nanorods with
different longitudinal plasmon lengths. From ref. 75.
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described as two coupled harmonic oscillators, as depicted in
Fig. 9. It has been shown146,147 that for larger nano-shells, this
approach gives both a good intuitive picture and good numer-
ical results for the surface plasmon resonance frequencies for
both small and large nano-shells. In ref. 143, it was studied if
the basic picture also holds going to ultra-fine dimensions.

In the semi-classical approach with two coupled oscillators,
the two SPRs are associated with red and blue shifts, which
depend only on the relative radius between the hole and the
particle. Ex-DIM calculations largely confirm this contention,
see Fig. 10a. Here, the antisymmetric mode weakly blue shifts
with respect to the hole and particle radii, whereas the sym-
metric mode red shifts more strongly. Here it seems (Fig. 10b)
that using Mie theory, the forming of the resonances does not
entirely follow the predicted plasmon modes from the semi-
classical approximation, as well as showing a too strong (Rin/
Rout) dependence. Fig. 11 shows the normalized imaginary
polarizability calculated for nano-shells with fixed outer radius
by the Ex-DIM model and by Mie theory which indicates that
the two theories possess similar red and blue shift trends for
increasing hole size, although the numerical results are some-
what different. For a fixed inner shell radius the blue and red
shifts for different (Rin/Rout) are not as distinct as for fixed outer
radii. A difference between spectra for a fixed Rout and Rin is
that for the fixed outer radius, the plasma frequency is the same
for all clusters, while for the fixed inner radius, the plasma

frequency changes with Rin/Rout where the highest ratio has the
largest plasma frequency. The antisymmetric mode also
becomes increasingly strong for larger ratios Rin/Rout, although
still significantly weaker than the symmetric mode.

In summary, the Ex-DIM study presented in ref. 143 could
show that the prediction for larger nano-shells by the simple
semi-classical harmonic oscillator model for symmetric and
anti-symmetric plasmon modes holds well also for small nano-
shells in the 2–13 nm range, having similar size dependence as
seen for filled nanoparticles. For the extended discrete inter-
action model (Ex-DIM), the plasmon modes follow the same
functional form predicted by the semi-classical model though
with a different size-dependent plasma frequency. For the
symmetric mode a significant red shift shows up with increas-
ing ratio between particle and hole ending in the regular
surface plasmon resonance of a filled cluster, while the anti-
symmetric mode disappears towards a filled cluster as
expected.

Fig. 7 SPR for sphere and cubes with different plasmon lengths. From
ref. 75.

Fig. 8 Representations of Rout and Rin for Ex-DIM and Mie models of
nano-shells. The Ex-DIM radius of the atoms corresponds to the effective
radius. From ref. 143.

Fig. 9 Symmetrically (o�) and anti-symmetrically (o+) coupled nano-
shell plasmon modes. From ref. 143.

Fig. 10 The spectral positions of SPRs for the symmetric and anti-
symmetric modes versus Rin/Rout calculated via (a) Ex-DIM and (b) Mie
theory for nano-shells with different Rin. The dashed line shows the
spectral position of symmetric, o�, and anti-symmetric, o+, modes from
eqn (1) in ref. 143 with (a) oB = 5.78 eV and (b) 6.82 eV used for the fit. From
ref. 143.

PCCP Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
A

gu
si

to
 2

02
4.

 D
ow

nl
oa

de
d 

on
 0

1/
11

/2
02

5 
21

:5
6:

43
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp00778f


24222 |  Phys. Chem. Chem. Phys., 2024, 26, 24209–24245 This journal is © the Owner Societies 2024

4.3 Alloys and core shells

In addition to designing plasmonic nanoparticles by their size,
shape and material, one can also consider compositions includ-
ing more than one plasmonic material. Such alloy nano-
particles can be interesting for bioimaging, sensors and
devices as the resonance position of the plasmon then can be
adjusted over a large wavelength range just by varying the
composition of the constituent metals. This gives flexibility
that can serve the purpose for a particular application.

Developments in synthesis and characterization148,149 have
made studies of such alloyed or bimetallic nanoparticles pos-
sible through fine-tuned design. Bimetallic particles formed by
noble metal elements, like platinum, gold, silver and copper,
stand out as the most promising candidates for such studies.

The question is, e.g. for a binary system, if the property
looked for, e.g. the extinction coefficient of the plasmonic
resonance, relates in a linear fashion or not with respect to
percentage of the ingredients. Here the validity of the so-called
Vegard law150,151 has been examined for larger particles to quite
some extent, which indeed overall have supported such a linear
relation between resonance frequency and composition. More-
over, core shelling the two materials opens new flexibilities for
design – which material is chosen to be the core and shell, and
which thicknesses of the core and shell are preferable. More-
over, forming core–shell structures turns out to be an effective
way to get a significant blue-shift in the surface plasmon
resonance frequency.

In order to shed light on these questions for nanoparticles in
the ultra-fine range, a series of Ex-DIM calculations were
carried out on gold–silver nanoparticle alloys in the small (1–
15 nm) nanoscale regime in ref. 149. It could there be demon-
strated that the surface plasmon resonances of these alloys and
core–shell particles, irrespective of geometry, indeed follow
Vegards law of the nanoparticle quite well, see Fig. 12a and b.
However, it was also shown that the dependence of the polariz-
ability with size is highly non-linear with respect to the con-
stituent ratio and with geometry in both alloys and core–shell
nanoparticles. Thus, going from the case of 100% gold to 100%
silver in spherical nanoparticles the polarizability curve shows a
minimum at about 40% before rising to the high silver value,
see Fig. 13a and 14a. In the mixed situation, with difference in
polarizability of the mixing constituents, there is a quenching
and increased misalignment of the dipoles due to the hetero-
geneity where the nearest neighbors respond differently to the
external field dipoles causing misalignment and losing the
cooperative effect of having aligned dipoles. Interestingly, other
shapes than spherical with a low aspect ratio showed a better

Fig. 11 Normalized imaginary polarizability from the Ex-DIM model (left)
and Mie theory (right) calculations for nano-shells with fixed outer radius
Rout: 5.97 nm (top) and 7.94 nm (bottom). Squares and triangles give the
positions of the symmetric (o�) and anti-symmetric (o+) modes from
eqn (1) in ref. 143 with oB = 5.78 eV (Ex-DIM) and oB = 6.82 eV (Mie). From
ref. 143.

Fig. 12 Position of SPR versus percentage of Ag atoms for Au/Ag alloys of different geometries. Dashed lines indicate Vegard’s law. Note that the
frequency in wavelength scale is non-linear. From ref. 149.
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linearity, see Fig. 13b and 14b for nanorods. It was furthermore
demonstrated that there is only a small dependence of
the surface plasmon resonance on the exact atomic distribution
in a nanoparticle and that the numeric standard deviation of
this dependence decreases rapidly with the size of the
nanoparticles.

Fig. 14(c) and (d) show the polarizability for the core–shell
structure. As seen, the response is of quite unsystematic nature
making it hard to a priori design such systems and to predict
their polarizability. No enhancement above the Vegard law
could be observed. The Ex-DIM results for the ultra-fine alloy
particles indicate that the classical methods of treating an alloy
without any atomic resolution largely are valid. With appro-
priate correction for the dielectric constant, classical methods
could be recommended simulating nanoparticle alloys down to
the 4–5 nm size. However, there is indeed a standing issue of
the validity of current size corrections of the bulk dielectric
constant for the very small particles and here direct Ex-DIM
simulations of the dielectric constants could be recommended
as a more precise alternative. It is clear that more irregular
shapes and more complex elementary compositions, also will
call for atomically decomposed models like Ex-DIM.

4.4 Plasmonics nanoparticles and local fields

Ref. 152 covered a broad range of geometrical structures with
different symmetry and geometry in order to analyze the dis-
tributions of plasmonically generated near electric fields and
the concentration of hot and cold spots around the particles,
see Fig. 16. We could predict wide ramifications of these results
for applications of ultra-fine plasmonic particles in the areas of
imaging, sensing and energy harvesting. After the initial devel-
opment and parameterization of the Ex-DIM method, and the
test applications on spheres, rods, hollow particles and alloys
reviewed above, a more comprehensive set of applications of
the model was undertaken in this paper. Here, a variety of ultra-
fine gold particles were studied, focusing on different geo-
metric shapes and symmetries and on the local distributions
of the plasmonically generated electric near-fields for all these

particles. Although experimental comparison often indicates
that classical electromagnetic theory works well when the
complex dielectric environment is well characterized and mod-
eled, there is, as already mentioned in the introduction of this
review, an open question when the particle size is diminished
to the level where there are issues with using the bulk dielectric
constant. This is in particular the case when one deals with
particles of complex shapes, which was the motivation for this
study. One can here also question the applicability of conven-
tional discrete dipole interaction models in this region and
their capability to describe the plasmon polarizability depen-
dence of the surface topology and their predictability of
detailed field generation. With the Ex-DIM model applied in
ref. 152 it was observed that also for very small nanoparticles
there are significant field localizations and charge concentra-
tions occurring at surfaces and close to sharp edges; however,
with the difference that such localizations are spatially very
confined, also for particles with high symmetry, and that there
are sharp geometric variations of the field amplitudes. Hot
spots appear as very narrow and can rapidly, within 1 nm or
less, and can decrease to cold spots as an effect of interference
between the external and generated fields. Thus when particles
of this size are employed as strong field concentrators the
geometric requirements are very sharp. It is here also notable
that Ex-DIM makes it possible to study the role of internal
crystal structure on the optical response of nanoscale particles,
which makes it further possible to explore the external field
polarization dependence of the generated local fields, some-
thing that is not achieved with the common classical models.
As shown in ref. 152 there is in general a strong deviation from
the Lorentzian surface plasmon extinction spectra, typical for
ideal spherical particles, for particles with sharp edges and
complex shapes. These shape features can significantly change
the plasmonic spectra with respect to spherical particles of
comparative size. We can summarize the findings for the
different shapes as:

Spherical particles. Fig. 15(a)–(c) indicates that extinction
cross sections and the field distributions are largely

Fig. 13 The polarizability at SPR maximum versus the percentage of Ag atoms for Au/Ag alloys of different geometries. Dashed lines indicate Vegard’s
law. From ref. 149.
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interrelated for such particles. Because of the absence of sharp
edges, the gradients of the local field strength are smoothly
varying and so is also the Lorentzian form factor of the surface
plasmon extinction band. Hot and cold spots emerge at poles in
the direction of polarization of the incident radiation, respec-
tively, around the equatorial part of the sphere. The origin of
the latter can be interpreted as destructive interference between
the external and plasmonic fields.

Hemispherical particles. The conclusions drawn from the
Ex-DIM results displayed in Fig. 16(a) accord qualitatively with
available experimental data for larger plasmonic silver hemi-
spheres;153 for example, the extinction in transverse polariza-
tion is noticeably different from spherical particles (Fig. 15) and
the plasmon resonances are shifted to longer wavelengths,
while for longitudinal polarization, the extinction decreases
and is blue shifted, coinciding with that for the full sphere.
Furthermore, the local field distribution differs from the clas-
sical picture of the dipole field of a sphere.

Toroidal nanoparticles. Toroidal nanoparticles are charac-
terized by a smooth and wide extinction curve, shifted to longer
wavelengths compared to spheres with similar widths and

demonstrate a broad resonance in the visible range.154 Ex-
DIM calculations clearly predict additional resonances where
one resonance is in the near-IR range, Fig. 16(b). This agrees
qualitatively with observations for large size tori (ca. 60 nm)
with varying thicknesses of the ring walls as presented in ref.
155 showing substantial red shift of the extinction maximum
with lowering as the ring thickness grows. The spectra for the
rings can be analyzed in terms of strong electromagnetic
coupling between the inner and outer ring walls leading to
mode splitting into symmetric and antisymmetric mode
branches, similar to the case of hollow metal particles briefly
reviewed in Section 4.2. Field distributions inside the nano-
particles show cold spots at the poles along the external field
polarization and hot spots in the orthogonal direction. More-
over, the inner cavity is characterized by a constant depolariza-
tion field amplitude.

Conical particles. Conical particles are characterized by
splitting into a long-wavelength band covering the long-
wavelength part of the visible range and a near-IR range feature
for longitudinal polarization, see (Fig. 16(c)) while there is a
single maximum with a large amplitude for transverse

Fig. 14 Polarizability of Au/Ag alloys spherical nanoclusters with different geometries in (a) and (d) and for Au–Ag and Ag–Au core–shells in (c) and (d).
The frequency in the wavelength scale is non-linear. From ref. 149.
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polarization. The inhomogeneous local field distribution is, as
expected, concentrated near the sharp edges and is especially
pronounced near the cone tips. Here, the hot spots can be
found, while cold spots appear near the flat surfaces. The
strong fields appear to be spatially limited and outside these
hot spots the field amplitudes decrease rapidly and even create
cold spots due to destructive interference between the gener-
ated and the external fields. The distance between hot and cold
spots is only on the order of 1 nm, producing challenging
geometric requirements when these particles are used for
detection and sensing surrounding media. The longitudinal
polarization extinction spectrum of the truncated cone in
Fig. 16(d) is transformed into a mono-resonant peak with a
large amplitude. The presence of two peaks for transverse
polarization refers to the radii of the upper cut and the base
of the cone, where the field is also highly concentrated.

Truncated double cones. Although these particles show
plasmonic spectra that resemble those of the truncated cone
shape particles, see Fig. 16(e), their optical properties differ
significantly. For longitudinal polarization, there is a mono-
resonant long-wavelength extinction band with a large ampli-
tude, while in the transverse polarization, the maximum
resides at considerably shorter wavelengths and with smaller
amplitudes following an increase in the aspect ratio. The
position of the maximum in the extinction spectrum of the
double cone strongly depends on both the aspect ratio and the
radius of curvature of the tips. The extinction spectrum max-
imum shifts to the short wavelength range along with bigger
cuts of the tip. Compared to bipyramids,41,42,156 the radius of a

cut rounded tip results in a blue-shifted longitudinal plasmonic
maximum peak, shifting linearly if the length of the bipyramid
is constant. Conversely, having a constant radius of tip curva-
ture red-shifting occurs for longer particle lengths. These
results are in line with the Ex-DIM findings in ref. 152 referring
to the sensitivity of the plasmonic spectra towards how the tip
of the cone is cut. It is clear that the smaller the curvature
radius and the volume of the tip, the higher the longitudinal
polarization field strength.

Tubular particles. Tubular particles form another set of
particles explored in ref. 152. They receive interest from the
fact that they can be exploited in theranostic applications that
integrate targeting, imaging, and photothermal therapy157 and
for applications also in biosensing, protein transportation158

and SERS imaging.159 This owes much to the open-ended
nature of the nanotubes with large inner voids that can act as
containers, but also because, compared to their spherical
counterparts, these nanostructures have extinction bands in
the spectral range of transparency of hemoglobin making it
possible to use them for laser photothermal therapy. A parti-
cular Au nanotube with an outer radius of 3.4 nm, an inner
radius of 1.56 nm, and a height of 6.8 nm was studied by Ex-
DIM in ref. 152. Fig. 16(f) shows that the extinction band
maxima in the spectra of this nanotube for longitudinal as well
as for transfer polarization reside above 660 nm, corresponding
to the short wavelength onset of the hemoglobin transparency
range.22 The local field in the nanotubes is concentrated
around the outer and inner sharp edges just like for
truncated cones.

Tetrapodic nanoparticles. Tetrapodic nanoparticles can in
principle generate a multimode response because of the
presence of several resonator configurations similar to a con-
nection of four rods. However, Ex-DIM calculations indicate
that all three orthogonal polarization orientations have
approximately the same response in the Au structures, see
Fig. 16(g). A strong field localization occurs near the limbs
oriented along the polarization of the external field while in the
orthogonal direction a cold spot can be observed.

Cross-shaped particles. Cross-shaped particles demonstrate
a broadened resonant band in the visible red or near IR part
with transverse polarization, while with longitudinal polariza-
tion a much narrower maximum is located with comparable
amplitude. The field shows pronounced cold spots at a distance
of several nanometers observed in one polarization direction,
see Fig. 16(h).

4.5 Red shifts

As mentioned in the introduction of this review, and which also
served as a motivation to derive the Ex-DIM model, the ultra-
fine regime 1–10 nm provides both challenges and opportu-
nities for plasmonic research: challenges, because this size
regime is in between the applicability of quantum mechanical
methods and classical continuum electromagnetic theory, and
opportunities as it can account for the most important aspects
of both theories. Being semi-empirical yet based on atomic
resolution, Ex-DIM, like other discrete interaction models,

Fig. 15 Extinction cross section spectra for spherical Au nanoparticles of
different sizes in aqueous medium calculated by the Ex-DIM (solid lines)
and by the FDTD method (dashed lines) (a); configuration of local electric
field calculated for spherical particles with r = 4.3 nm using the FDTD
method (b) and Ex-DIM (c) for Au spherical particles at the wavelength l =
525 nm. From ref. 152.
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Fig. 16 Plasmonic electric fields from polarized external electric fields together with spectra for ultra-fine plasmonic nanoparticles of different shape.
From ref. 152.
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provides the possibility to address this size regime. Opportu-
nities, because of the great number of applications such
particles bring about, in particular for biosensing in the bio-
medical area where ultra-fine plasmonic particles provide a
number of distinct advantages like reduced interference with
the research object, size compatibility of small clefts, pockets
and other compartments of the target biostructures. There are
primarily two such factors that make plasmonic ultra-fine
nanoparticles different from larger ones, namely enhanced
surface effects due to the increased ratio of surface to bulk
atoms, and the limited validity of using bulk dielectric con-
stants. It is therefore imperative for a discrete interaction
model to find quantitative relationships between structure
and the plasmonic properties which remediate these two
challenging factors.

The red shift of the plasmonic response is one of these
factors that needs to be scrutinized when going ultra-fine. This
red shift with respect to nanoparticle size is an important factor
in the design of the particle to operate in certain wavelength
regions for sensing or imaging. A linear relationship between
shift and size has long been assumed and applied as the prime
design criterion. It was, however, recently contested in some
recent reports not to hold for ultrafine particles. Piella et al.121

showed that there is an inflection point at about 8 nm in the
red shift dependence for gold nanoparticles, above which the
red shift retains its common linear behavior, while below it
becomes non-linear with a stronger dependence on size; Haiss
et al.135 observed a significant variation in size dependency of
the red shift at about 10 nm. Their classical modelling
approach agreed excellently with the linear dependency above
this limit, but broke down below. The inflection point for the
red shift indicates a change of physics. For the larger particles
the so-called retardation effect has served as the underlying
explanation, while for the ultra-fine regime one can suspect
surface induced effects playing the dominating role. As the
classical physics may break down, the use of atomistic-based
descriptions is called for, something that was the case in the
recent Ex-DIM work presented in ref. 160. Here the role of
surface layers on the dependence of the red shift of plasmon
resonance on the particle size was analyzed, from which a
quantitative relation was derived and compared with available
experimental data. Two key notions were introduced to unravel
the surface effects—the anisotropy factor and the chaotization
factor.

The anisotropy factor is defined by the positions of sur-
rounding atoms around each arbitrary atom of the crystal
lattice and the radial dependence of this factor.161 The local
anisotropy of atoms near the surface increases due to breaking
and deforming the crystal lattice near the surface. It has been
shown that the local anisotropy factor strongly correlates with
the local electromagnetic response. The chaotization factor
refers to the degree of disorder of the atomic light-induced
dipoles when interacting with each other, combined with the
dispersion of their amplitudes. Both the anisotropy and the
chaotization factors are mathematically defined in ref. 160.
Fig. 17 summarizes the main result of the paper.

The inflection point at about 8 nm for the red shift depen-
dence versus size is clearly seen in accordance with two recent
experiments, while some work, both experimental and theore-
tical, are at odds with this finding.

The common view of the source of the linearity for the larger
particles is due to an increase in the total effective (inertial)
mass of electrons in a particle upon increasing particle size.163

A depolarizing field inside the particle is created due to
collective oscillations of conduction electrons and local charge
redistribution in the plasmonic nanoparticle. An electrical
capacitive restoring force appears resonating with the inductive
conduction of electron mass.163 The red shift then appears by
an increase in the electromagnetic inertial mass of the conduc-
tion electrons in the nanoparticles. The increase in the inertial
mass is in turn caused by inductive loading of magnetic fields
inside and outside the nanoparticle. The inertial mass of
electrons in the small sized particles is much reduced and
would point at a reduced red shift dependence, quite opposite
to what is observed in Fig. 17. Thus, other concurrent pro-
cesses, come into play, namely those taking place at the surface.
We then enter into a range where traditional Mie theory or
other classical approximations are too limited to be applied.
Here, we turn to the Ex-DIM results displayed in Fig. 18
referring to the radial dependencies of the local anisotropy
factor; the degree of chaotization of atomic dipoles; the real
part of atomic dipole moment distribution in a particle; and
field distribution images for four different ultra-fine particles of
size ranging from 3 to 6 nm.

Fig. 17 Comparison of the size dependence for the maximum absorption
spectra of Au nanoparticles in aqueous medium with dielectric constant
e = 1.78 obtained by Ex-DIM in the size range 3–10 nm (hollow green
circles) and experimental data (1) red circles from ref. 121, and (2) crosses
from ref. 135. The experimental inflection point is established for a particle
diameter of 8 nm. Dashed line shows a general trend in the red-shift size
dependence for Au nanoparticles in the size range 8–22 nm. Data on the
non-local theory (1) pink crosses were taken from ref. 162 for comparison
with experimental data (3) blue triangles from ref. 118, and the non-local
theory (2) black circled plus from ref. 130 for comparison with experi-
mental data (1) from ref. 121 (red circles). Full figure from ref. 160.
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Fig. 19 gives a comparison between the ideal case of com-
plete orientational ordering of identical dipoles with equal
amplitude and the effect of non-collinearity for an Au nano-
particle with a diameter of 3.13 nm. The chaotization effect in a
surface layer of the field distribution inside and outside a
particle for the same size parameters and ambient medium
can in this way be visualized in Fig. 19.

The nonlinear and stronger red shift dependence for smaller
particles can be explained by the local anisotropy of the crystal

lattice, and caused by the chaotization of light-induced atomic
dipoles near the particle boundary, and furthermore by the
field inhomogeneities arising near the surface. We here see that
for all particles both anisotropy and chaotization factors are
localized to the surface, but also that they spread inwards
towards the bulk, more so for the smaller particles. This is also
reflected by the dipole moment distribution, which spreads the
most for the smallest particles and also with weaker generated
plasmonic fields and weaker hot spots. It is seen that the

Fig. 18 Radial dependencies of local anisotropy factor (I), chaotization of atomic dipoles (II); distribution of the atomic dipole moment (real part) in a
particle (III), distribution of the maximum field strength modulus (|E|/|E0|) and field directions inside and around the Au nanoparticles with diameter 3.13,
3.95, 5.17, and 5.98 nm in aqueous medium with refractive index n = 1.33 at the wavelength of SPR maximum for vertical polarization (IV). The largest
particle with a diameter of 5.98 nm with the field distribution image is reduced in order to cover the field distribution pattern (the pink circles around the
particles indicate the positions of their boundaries). From ref. 160.
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distribution of the field strength modulus and field direction
inside the nanoparticles are strongly inhomogeneous with a
weakening of the local field strength towards the surface layer,
as well as a concentration of field minima near the poles. These
field minima are actually located below the surface in a thin
layer. Cold spots of the field appear at the particle poles and
intensify when the particle is embedded in a dielectric medium
(not shown).

All the above reviewed features can be referred to the fact
that the relative, but not the absolute, size of the surface layer of
the particles strongly depends on the particle size for a given
local environment. In actuality, it is the ratio of the volume of
the surface layer to its entire volume that is the physically
important factor, rather than the particle surface-to-volume
ratio, as is commonly considered. Thus, the red shift mechan-
isms in the extinction spectra for ultra-fine nanoparticles are
associated with a significant increase in the surface layer
volume with decreasing particle size. We may conclude that
processes at the surface layer can be represented by a local
anisotropy factor describing the arrangement of atoms that,
upon interaction with an incident radiation, leads to a chaoti-
zation of the light-induced dipoles in this layer, which implies a
lowering of their orientational ordering and dispersion of
amplitudes. The chaotization reduces the strength of the
resonant interaction between the atomic light-induced dipoles,
thereby lowering the total polarizability. This in turn increases
the plasmon frequency and the red shift compared to larger
particles.

4.6 Medium shifts

The strongest applied feature of plasmonic nanoparticles is
their ability to generate ultra strong electric fields for sensing
objects in the neighborhood, so strong in fact as to make it
possible to detect single molecules. However, plasmonic parti-
cles can also be used to probe their environment by means of
how the plasmon excitation itself is perturbed by its surround-
ings. Here, the refractive index sensitivity is an important
concept whereby the environment and its refractive index are
sensed by the shift of the plasmon resonance. The early
variants of surface plasmon resonance devices relied on the
generation of surface plasmons in thin metallic films, which
were used as indicators of the changes in the refractive index of
the close environment or ligands to surface binding. Thus, the
plasmon maxima and extinction coefficient are sensitive to the
dielectric properties, n.b. refractive index, of the materials close
to the particle surface.118,164–178 Subsequently, it was shown
that the use of plasmons emerging from nanoparticles could
give even higher sensitivity than biosensing devices based on
thin film generated plasmons.179 It has been possible to settle
that the plasmon frequency in general changes in a regular
manner upon change of the refractive index changes, and also
that the size and shape of the particle matter a lot for how
strong this dependency appears, where larger particles tend to
increase the dependency and so also shaped particles com-
pared to spherical ones.180–182 Many recent articles are now
available that explore and analyze these dependencies, using
different methods, see e.g. ref. 183–186.

It can in this context be relevant to recall some facts from
classical dielectric theory assuming a bulk dielectric constant.
According to this theory, the frequency of the plasmon reso-
nance of a metal particle opl (the first dipole resonance) in a
small sphere depends on the real dielectric constant of the

ambient medium (em) as opl ¼ op


 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eib þ 2em
p

. The parameter
eib reflects the contribution of interband transitions to the
dielectric function, and op is the plasma frequency. This simple
relation tells that the surface plasmon resonance experiences a
red shift increasing with increasing dielectric constant of the
medium. In the dipolar approximation, the extinction cross
section of a metal nanoparticle with dielectric constant e0 + ie00

and radius R increases with em (l is the light wavelength)175,187

sext = 24p2R3em
3e00/l[(e0 + 2em)2 + 2e002]. (32)

Thus, in ref. 124, it was studied to what extent these relation-
ships hold in the small size range, below 10 nm. Fig. 20
indicates that the maximum shows an accelerated growth as
the medium refractive index grows for any given particle size in
this region. Also Mie theory data, taking into account a size
correction to the dielectric constant,130,188 are shown in Fig. 20.
A general correlation emerges between Ex-DIM and the Mie
theory, albeit with a small discrepancy for higher refractive
indices.

Fig. 21 demonstrates plots of absorption band maximum on
the inverse particle diameter at various values of the refractive
index where only small deviations from linearity for the high

Fig. 19 The maximum field strength modulus and the field direction
inside and around the Au nanoparticles with diameter 3.13 and 3.95 nm
in than aqueous medium with refractive index n = 1.33 at the wavelength
of SPR. On the left: All dipoles in a particle are collimated; on the right:
non-collimated dipoles. Polarization is vertical. From ref. 160.
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index data are observed. Thus, the classical relation above
basically also holds for the small sizes. As the particle size
increases, the influence of the medium increases the maximum
extinction cross section and decreases the red shift. Thus we
see regular trends for these aspects. Fig. 22 shows the depen-
dence of the plasmon resonance maximum on the refractive
index of the environment for different particle sizes. One
notices an increase of the red shift with increase of refractive
index of the medium, with the red shift becoming anomalously
strong in this small size range for a given medium, much
stronger than for larger particles beyond 8 nm. As discussed
in the previous section, this observation can be referred to the

chaotization of atomic dipoles of the surface volume and that
the surface volume to total volume ratio becomes essentially
larger.

4.7 Refractive index sensitivity

The refractive index sensitivity (RIS), defined by the ratio of the
resonance wavelength shift to the change of refractive index of
the surrounding medium, is an important concept for biosen-
sing using plasmonic particles with numerous applications.
Here, the character of this factor for small particles becomes
extra important to scrutinize owing to the above commented
great utility of small particles in the context of biostructures
like protein pockets, cell channels, etc. As already stressed in
this review, we then enter into a surface physics domain and a
domain where the mean free path of the conduction electrons
may exceed the particle size and therefore is associated with
limited applicability of using the bulk dielectric constants.

Mie theory results in Fig. 23 shows the dependence RIS on
Au particle diameter for an aqueous medium. The size correc-
tion of the Mie theory for the Au dielectric constants was taken
from Karimi.130 Two opposite trends are found—a decrease in
RIS in the ultra-fine size range and an increase in RIS in the
large particle range, with a minimum at 10 nm. These two
trends converge at the minimum. It should be noted that the
anomaly in the ultra-fine range holds only at small values of the
refractive index values n r 1.33. Fig. 24 demonstrates the
corresponding results using Ex-DIM dependence of RIS on
the particle diameter for aqueous media in the ultra-fine
particle range. The difference for RIS magnitudes for 8–
10 nm particles between Ex-DIM and Mie can probably be
related to differences in the physical mechanisms underlying
the models. The results of Fig. 23 and 24, showing RIS anomaly
for small size particles finds an explanation in that the relative
extent of its surface layer (DR/R) rapidly decreases with particle

Fig. 20 Comparison of the results from Mie theory and Ex-DIM model
calculations of the SPR maximum as a function of Au nanoparticle size for
different refractive indices of the ambient medium. Mie theory calculations
obtained with size correction for the dielectric constant of Karimi130 are
given as solid lines. Discrete Ex-DIM data are given as hollow circles and
approximating functions are marked as dashed lines. From ref. 124.

Fig. 21 SPR maximum of Au nanoparticles (in eV) versus their inverse
diameter at different values of the refractive index of an ambient medium
– discrete Ex-DIM data (hollow circles) and approximating functions (solid
lines). From ref. 124.

Fig. 22 SPR maximum of Au nanoparticles (in eV) versus the refractive
index of an ambient medium for Au nanoparticle sizes in the range 2.73–
10.6 nm: discrete Ex-DIM data (hollow circles) and approximating func-
tions (solid lines). From ref. 124.
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growth. Here the extent DR weakly depends on the radius at a
given value n.124 This means that the contribution of the
surface layer reduces with increasing particle radius.

The results of Ex-DIM calculations of the local fields inside
and around nanoparticles of different sizes in the surrounding
dielectric medium are collected in Fig. 25 with refractive index
values in the range n = 1.0–1.8. This figure demonstrates that
the field strength grows with increasing refractive index, as well
as with particle size (see also Fig. 10 in ref. 124). However, the
increase in field strength with growing particle size is less
pronounced. That is, the effect of the medium is dominant.
The results of calculations for vacuum (n = 1) in Fig. 25
demonstrate the minimum variation of field strength as a

function of size (note the different colour bar scales for
different sizes).

The figure also indicates that the field strength receives a
maximum at a distance above the poles of the particle, while it
is weaker right at the surface and also that with larger refractive
index of the surrounding medium the localization of that
maximum moves farther from the surface.

In conclusion, from the work in ref. 124 it is clear that a
plasmonic nanoparticle reacts with its environment by shifting
the plasmon resonance towards longer wavelengths and by
increasing its amplitude, thus following the general trend for
larger particles.172–177 This is due to the formation of a dipole-
polarised layer of molecules on the inner surface of the dielec-
tric cavity in which the nanoparticle is immersed and an
increase in the local field inside this cavity.

With a larger refractive index of the dielectric medium this
field increases, creating a higher polarization of the molecules
in the medium at the wavelength of the plasmon resonance. As
discussed, there is a relation between this medium effect and
the trend for the spectral red shift, but in both cases there is an
accelerating effect for smaller particles (see Fig. 3 in ref. 124). It
is noteworthy that with the growth of the refractive index of the
ambient medium, the perturbed part of the surface layer of
particles expands (see Fig. 8 in ref. 124).

Following the results of ref. 124 it is clear that for the ultra-
fine particle regime the contribution to the local field enhance-
ment is dominated by the medium effect in comparison to the
size effect, as manifested by the red-shift.

When the local field is enhanced inside the spherical cavity
the induced atomic dipoles increase their amplitudes, thus
strengthening the dipole interactions with an additional chao-
tization at the surface layer. This contributes in turn to the
penetration of chaotization into deeper layers of the particle.
Interestingly, the behavior trend changes at the 10 nm region.
As discussed in Section 4.6, the red shift behavior changes – in
that an anomalous red shift is introduced below this size. This
seems to hold also for the medium effect – in fact in ref. 124 a
corresponding anomaly for the refractive index sensitivity was
predicted and that this factor changes its trend from decreasing
to increasing passing through a minimum, see Fig. 24. Again
this must be associated to change in the physics when the
relative volume of the surface layer compared to the full volume
of the particles increases. In this case, the sensitivity to the
refractive index reaches a minimum value in the size range of
8–10 nm. According to the available data, e.g. ref. 172 and 175,
with further growth of particle sizes up to 20–30 nm and much
above, the sensitivity to increasing refractive index grows again
due to enhancement of the local field in the dielectric cavity
with increasing refractive index and due to the strengthening of
the processes responsible for the red shift of the plasmon
resonance maximum in the ‘‘large’’ particle range.163

4.8 Thermoplasmonics

Thermoplasmonics constitutes one of the most attended appli-
cation areas for nanoparticle plasmonics. The ability to gen-
erate extremely intense near-fields that produce concentrated

Fig. 23 Dependence of the refractive index sensitivity (RIS) of Au nano-
particles with sizes 5–27 nm at the refractive index of aqueous medium
(n = 1.33). The Mie theory calculations with size correction for the Au
dielectric constants by Karimi.130 From ref. 124.

Fig. 24 Refractive index sensitivity (RIS) of Au nanoparticles versus nano-
particle size in the range 2.73–10 nm (an enlarged fragment of Fig. 23 in
the ultra-fine size range 5–10 nm) at the refractive index of aqueous
medium (n = 1.33). Ex-DIM calculations. From ref. 124.
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local heating has a number of implications within biotechnol-
ogy. One of the most prominent implications being the ability
to break membranes of ‘‘bad’’ cells or bacteria. The therapeutic
effects are here obtained by means of hydrodynamical effects
generating vaporization bubble pressure from the heated nano-
particles when bound to malignant cell membranes or malig-
nant neoplasms. The use of nanoparticles significantly reduces
the intensity threshold of pulsed laser radiation to avoid
damage effects on normal cells, and to localize the destructive
temperature field near the particle. Anticancer therapy by
thermoplasmonics has thus generated a manifold of biomedi-
cal studies, see reviews in ref. 189–191. Thermoplasmonics
has found important applications also in other areas, like

nanosensorics, plasmonically enhanced Raman scattering,
waveguiding, photoacoustic imaging and near-field heat trans-
fer using nanoparticles. However, ‘‘thermoplasmonics’’ can
also have a somewhat different meaning, namely how tempera-
ture perturbs the properties of nanoparticles, like crystal struc-
ture, particle shape or the light matter interaction that
generates the plasmon resonances. This is important knowl-
edge as when the particle is heated too much it may weaken or
even completely loose its plasmonic property. The heating is
caused mainly by the exciting laser light but also by the fact that
the heated medium surrounding the nanoparticle by the super
concentrated near-field can further warm to the particle itself.
Thus for each experimental setup there is an optimum laser

Fig. 25 Distribution of the field strength modulus (|E|/|E0|) and the field directions inside and around the Au nanoparticles with diameters of 3.13, 3.95,
5.17, and 5.98 nm as a function of the refractive index of the ambient media n = 1.0; 1.2; 1.6; 1.8 at the wavelength of the SPR maximum. The largest
particle with a diameter of 5.98 nm with the field distribution image (in the bottom row) is reduced in order to cover the field distribution pattern around
the particle. Polarization is vertical. Color bars used are different for the different sizes due to the large variation in the field amplitudes. From ref. 124.
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effect for using nanoparticle plasmonics that is important to
identify.

A particularly important scenario takes place when the
nanoparticles transfer into the liquid state as a result of intense
laser radiation.192–194 Quite a drastic change can then be
expected for the optical properties, which also can become
non-linear in this temperature regime.195 Moreover, the melt-
ing nanoparticles can then react with the heated environment
generating crucial side effects. Motivated by these facts, Ex-DIM
calculations were carried and analyzed in ref. 196 in order to
find the underlying causes for temperature changes of the
plasmonic properties and to establish correlations between
structural modification of the crystal lattices, the dynamics
and the phonon relaxation with the plasmonic generation
covering a variety of temperatures up to melting and beyond
as seen in Fig. 26.

Here structural data were obtained by means of molecular
dynamics and a semi-empirical theory for relaxation constants
of the plasmonic excitation states was employed, making also
comparisons with multilayered Mie theory.

Much of the underlying features behind the Ex-DIM analysis
of the thermoplasmonics for ultra small nanoparticles can be
found in Fig. 27(I) and (III), displaying temperature dependen-
cies of the atomic mobility in a gold nanoparticle, the spectral
density of states and distributions of the local fields inside the
particle and near its surface with rising temperature. Further-
more, the figure demonstrates the chaotization of the crystal
lattice structure and the increase of vibrational amplitude with
growing mobility of atoms. It is clear that rising temperature
gives a geometry change that involves a randomization of the
lattice and an increase in the crystal lattice constant. The effect
of structural change and randomization of the crystal lattice on

the extinction spectrum is shown in Fig. 28(a) and (b), where
the room temperature relaxation is kept constant. It is clear
from Fig. 28 that the structural change and randomization of
the crystal lattice effect from the temperature is almost negli-
gible. The relaxation factor is here clearly the most important
mechanism. However, both factors should still be kept in mind
in order to interpret the overall results presented in Fig. 29
and 30.

As can be seen from the series of images obtained from Ex-
DIM in Fig. 27(IV), there is an inhomogeneous local field
distribution inside the heated particle and near its surface.
The maximum values inside the particle reside near its poles
for the ordered crystal lattice at cold temperature, but as the
temperature rises, the pole fields decrease and deviate from a
classic spherical configuration. Here, the internal local fields
inside the particle experience a decrease in the amplitude with
increasing temperature. Fig. 29 clearly demonstrates the sup-
pression of the surface plasmon resonance with increasing
temperatures up to melting temperature (which in ref. 196 is
calculated to be 1130 K from the Gibbs–Thomson equation).
From Fig. 30 it is seen that the suppression of the surface
plasmon resonance with increasing temperatures behaves in a
similar fashion independent of the particle size. Compared to
multilayered Mie theory, the Ex-DIM model predicts faster
decrease of the SPR maximum at lower temperatures, see
Fig. 31, with a more linear correlation between the maximum
plasmon extinction coefficient and temperature being pre-
dicted. A better visibility of the temperature suppression is
given by the differential spectra between going from solid to
melted particles shown in Fig. 29(c) and (d), which also display
the small red shifting of the resonance with temperature.

An experimental validation is given in Fig. 31, which demon-
strates a comparison between Ex-DIM (6 nm particle), Mie
theory (40 nm particle) and experimental data (40 nm particle)
for plasmon maximum extinction coefficients with rising tem-
perature. It is notable here that despite the large difference in
particle size (6 vs. 40 nm) there is a better representation of Ex-
DIM with respect to Mie theory concerning both the slope of
the curves and the melting points with complete plasmon
depletion.

In conclusion, it is clear that the heating of plasmonic
nanoparticles generates and enhances electron–phonon scat-
tering with entailed increased plasmon relaxation and a change
of dielectric constant. There are also strong structural varia-
tions, both for the inner lattice atoms and for the overall shape
of the particles, the latter becoming chaotic towards melting.
For more complex particle shapes, additional resonances are
acquired as a result of shape change also at lower temperatures,
which will appear as an overall broadening of the plasmonic
spectrum. It could be established that the radial dependence of
the mobility is much higher near the particle surface than in
the central part, reflecting that the melting starts from the
surface and progresses inwards. It is also clear that the surface
melting occurs at a much lower temperature than core melting,
corroborating with experiments.128 On melting, the mobility
becomes homogenized over the particle volume before the

Fig. 26 Reactive force field molecular dynamics simulations of the evo-
lution of the Au nanoparticle shape upon temperature growth – from the
initial state at room temperature (D = 6 nm) directly to extremely high
temperature values much above the melting point. From ref. 196.
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Fig. 27 Temperature dependencies (columns I, II, III, IV) of the atomic mobility in an Au nanoparticle with radius R = 3 nm (I), view of this mobility in the
particle cross-section with internal structure (II), the Fourier transform of the time dependent modulus of the i-th atom coordinate (|ri(t)|) as a spectral
density of states in a unit range Doi within in the frequency range up to 1012 Hz (III), and distribution of the local field inside the particle and near its surface
with rising temperature (for vertical polarization) (IV). From ref. 196.
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particle totally disintegrates. In between, however, the mobility
demonstrates staged features, thus increasing towards melting
in a non-monotonous way. The study in ref. 196 could numeri-
cally establish the depletion of the plasmonic generation with
rising temperature by means of Ex-DIM calculations. That was
also corroborated from analysis of Fourier spectra representing
the average amplitude of phonon oscillations with respect to

frequency. It could thus be concluded that it is the electro-
phonon coupling, which increases the relaxation constant, that
is the major reason for the plasmon depletion. The electro-
phonon coupling thereby being significantly more important
than the chaotization of the internal nanoparticle structure.
The suppression of the plasmon starts at temperatures well
below the melting point going up to full suppression at melt-
ing, something that equates with the importance of the surface
for plasmon generation and that the surface melts at smaller
temperatures than what the full particle does. These are thus
important features to learn in order to understand the plasmon
behaviour of ultra-fine nanoparticles at shifting temperatures.

5 Discrete interaction models versus
classical models for plasmonics

The finite difference time domain (FDTD) method47 is one of
the key methods for describing the optical properties of nanos-
tructures. This method has been developed since the middle of
the 20th century and has become one of the most popular
methods of numerical electrodynamics. The method is based
on a discretization of Maxwell’s equations written in differen-
tial form. Unlike other methods, such as the coupled
dipole approximation, the mathematical model underlying
FDTD does not use approximations and is accurate for
classical electrodynamics. The equations are solved by the
finite difference method on two nested structured rectangular
grids, one of which is used for calculating electric fields and
the other for magnetic fields. The method makes it
possible to obtain in one calculation the transmission and
reflection spectra and the field distribution in the computa-
tional region, taking into account both the complex composite
structure of the system under study and the optical properties
of the materials used. The possibility of using periodic bound-
ary conditions and optimization by taking into account the
symmetry of the unit cell of the periodic structure can signifi-
cantly speed up the calculation process. Also, the method
allows parallel computations using high-performance cluster
systems.

COMSOL Multiphysics48 is based on Maxwell’s equations,
calculated in the frequency domain, and can be used for
computing optical properties, including the absorption and
scattering cross sections of plasmonic nanoparticles of arbi-
trary shape. In contrast to FDTD, the calculation of the optical
properties of nanoparticles with strongly nonspherical shapes
containing sharp corners are more accurate due to the use of
trigonal meshes in this method. This makes it possible to
understand how the optical properties of a nanoparticle
depend on its size and changes in the local environment, as
well as how the near-field enhancement is affected by the
plasmonic interaction of nearby nanoparticles.

The discrete dipole approximation (DDA), briefly mentioned
already in Section 2, is a method for computing scattering of
radiation by particles of arbitrary shape and often by periodic
structures. Given a target of arbitrary geometry, one seeks to

Fig. 28 Structure effect on the extinction spectra for the 6 nm Au
nanoparticle from Ex-DIM calculations. Geometries are taken at different
temperatures but with the relaxation constant fixed at the room tempera-
ture—Gi (T = 300 K). Insets show the enlarged fragments of spectral curves
near the surface plasmon resonance maximum. Plasmonic absorption
spectra of the 6 nm Au nanoparticle with a subtracted interband absorp-
tion band of gold at different temperatures. (a) and (c) In vacuum (n0 = 1),
(b) and (d) in medium with a refractive index of n0 = 1.33. From ref. 196.

Fig. 29 Extinction spectra variation for the 6 nm Au nanoparticle with
suppression of surface plasmon resonance in the temperature range 300–
1150 K (Ex-DIM calculations). Variation of differential extinction spectra
with suppression of surface plasmon resonance in for temperatures 300–
1150 K (all curves were subtracted from the spectral dependence for
T = 1150 K). (a) and (b) In vacuum, (b) and (d) in medium with refractive
index n0 = 1.33 (b). From ref. 196.
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calculate its scattering and absorption properties by an approxi-
mation of the continuum target by a finite array of small
polarizable dipoles, e.g. ref. 112, 198 and 199. Light-induced
dipoles interact with each other, which is described by
the coupled dipole approximation (CDA), e.g. ref. 200. This
technique is used in a variety of applications including
nanophotonics.

Discrete medium description methods such as DDA make it
possible to investigate arbitrary shapes as well as the possibility
of introducing anisotropy within the nanoparticle. However,
this approach has some limitations in the number of dipoles
used, which reduces the accuracy of the representation of
complex shapes. An alternative approach is to numerically solve
the electromagnetic scattering equations using the boundary
element method (BEM).201 BEM, in general, is a numerical
computational method for solving linear partial derivative
equations that have been reformulated as integral equations
defined at the boundary of the system. Ultimately, it allows for
greater control over the details of the object under study – see
e.g. ref. 202. As an example, BEM has been successfully used to
study the radiative properties of plasmonic core–shell nanowire
resonators,203 and for modeling multiple scattering of plasmo-
nic nanowires.204

The T-matrix method has proved to be highly efficient and is
widely used in the calculation of electromagnetic scattering of
single and composite particles. This method is one of the most
powerful and widely used tools for accurately computing light
scattering by non-spherical particles, based on directly solving
Maxwell’s equations, see e.g. ref. 205 and 206.

The generalized many-particle Mie theory207,208 is often used
to calculate the interaction of plane electromagnetic waves with
systems of spherical particles. Compared to general methods
for solving an electromagnetic problem (for example, FDTD,
COMSOL), Mie’s theory allows for faster solutions and often
more accurately but only for spherical particles. The basis of
the many-particle Mie theory lies in classical one-particle
theory. It is based on expanding the solution of the wave
equation in a homogeneous medium in vector spherical func-
tions. The electromagnetic field is presented in three compo-
nents: the incident and scattered waves outside the particle and
the field inside the particle. The solution to the scattering and
absorption problem is achieved by fulfilling the boundary
conditions at the particle/environment interface.

The many-particle Mie theory considers the interaction of a
plane electromagnetic wave with a system of spherical particles.
The calculation of the electromagnetic response of each particle
is similar to the single-particle Mie theory, but the wave
incident on a given particle is the sum of the external wave
and waves scattered by other particles in the system and can be
carried out using, for example, Gaunt coefficients. Thus, the
solution of the scattering and absorption problems is given by
the solution of the system of linear algebraic equations.209,210

As for theoretical models in general, discrete interaction
models, including their extended versions, are associated with
merits and limitations. There are some particular advantages
with the DIM models over classical models that consider the
nanoparticle material as a continuous medium. Here, the Ex-
DIM model makes it possible to study the properties of arbi-
trarily shaped particles and makes it possible to obtain infor-
mation on the detailed distribution of local electromagnetic
fields inside the particle – literally around each atom, as well as
around arbitrary defects, and to evaluate how these defects
affect the optical properties and the ability to enhance local

Fig. 30 The plasmonic resonance as a function of temperature for three particles with 1433, 4321 and 9693 atoms. The melting temperatures of the
particles are 977 K, 1103 K and 1160 K, respectively. From ref. 196.

Fig. 31 Suppression rate for SPR maximum versus temperature growth
calculated by the multilayered Mie theory in the case of inhomogeneous
radial dependencies of the dielectric constant in a 6 nm Au nanoparticle
(circles), by Ex-DIM with homogeneous radial dependencies of dielectric
constant (cross dots) – both in vacuum (n0 = 1), and an experimental
extinction spectrum of 40 nm Au nanoparticles on a quartz substrate
(square dots).197 Arrows on the temperature scale show the melting points
for the 6 nm and 40 nm nanoparticles. From ref. 196.
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electromagnetic fields. In continuum models, these fields are
visualized as a continuous homogeneous background inside
the particle, whereas in reality this is clearly not the case.

In particular, DIMs make it possible to detect the surface
layer of atoms in a nanoparticle, which exhibits strong inho-
mogeneities of the local field due to the anisotropic surround-
ing of each atom by neighboring atoms. This distinguishes the
surface layer from the inner regions of the nanoparticle, where
the environment of each atom is isotropic. In addition, Ex-DIM
makes it possible to study the influence of lattice defects or its
partial chaotization on the optical properties of the nano-
particles and their ability to enhance the local field, which is
impossible in the case of continuous medium models in which
the influence of chaotization cannot be taken into account if
interatomic bonds are preserved. Besides that, when investigat-
ing the use of SERS to detect impurity molecules in the
presence of plasmonic particles, Ex-DIM reveals an important
feature, namely that the maximum enhancement of the local
field near the surface of particles is shown to take place not on
the surface of the particle itself, but somewhat further from its
geometric surface, which is not detected using classical
methods.

Fig. 32 illustrates a comparison between the results obtained
from calculating the local field distribution around a gold
nanotetrahedron using FEM implemented in COMSOL
Multiphysics48 and Ex-DIM. The figure depicts a matching
pattern of field distribution with only a slight difference in
amplitude, which is not fundamental when considering the
normalized values.

It is also worthwhile noting the possibilities that Ex-DIM
provides for the study of alloys and mixtures of atoms capable
of forming crystal lattices with an arbitrary ratio of the number
of different atoms. Obviously, when using classical models,
experimental data on optical constants of alloys with arbitrary
ratio of fractions of different atoms are necessary in order to
solve Maxwell’s equations. New opportunities of Ex-DIM are

opened when it is combined with the use of molecular dynamic
simulations, e.g. the LAMMPS (large-scale atomic/molecular
massively parallel simulator) software.211 This provides infor-
mation on the stability of the crystal lattice composed of
different atoms (alloys) and also opens up the possibility of
studying the optical properties of amorphous and porous
metals, as well as metallic foams.212 In addition, Ex-DIM makes
it possible to study the effect of external mechanical impact on
nanoparticles, namely their one-dimensional stretching or
compression deformation on optical properties.

All that is said above refers to metallic plasmonic nano-
particles, but the same tasks can be investigated with the help
of Ex-DIM in dielectric nanoparticles, including studies of both
optical properties and the possibility of use in tasks of photo-
voltaics. We can foresee a multitude of applications of DIMs as
well as development of the models and merging to other
models, classical or quantum, in a multiscale setting. Below
we present an outlook that shortly speculates on a few possible
lines of development and applications which seem extra
promising.

6 Outlook – opportunities and
challenges for ultra-fine particle
plasmonics
6.1 Ex-DIM thermodynamic models for plasmonic heat
generation

As discussed in Section 4.8 a very useful aspect of metal
nanoparticles is that the enhanced light–matter interaction
at their plasmonic resonance induces very high temper-
ature increments, highly localized in space and time. Such
increments can actually be created with moderate light inten-
sity without thermobleaching or photobleaching of the
absorbers.213 The ability to release heat on the nanoscale has
impacted a broad range of research activities, from biomedi-
cine and imaging to solar light harvesting and catalysis.214

Plasmonic photothermal therapy can be promoted by thermally
selective laser irradiation of biostructures, like malignant
tumor cells, when labeled with plasmonic nanoparticles. Here,
one can suggest the selective exposure to be based on either
employing DNA aptamers or antibodies attached to the surface
of the plasmonic nanoparticles, which allows them to bind to
specific membrane proteins of the malignant cells. The use of
nanoparticles significantly reduces the intensity threshold of
pulsed laser radiation to avoid damage effects on normal cells,
and to localize the destructive temperature field near the
particle.22,25,26 The advancement in theory of ultra-fine plas-
monics will make it possible to more precisely define the
nanoparticles for plasmonic field distributions and hot spots
with optimum heating of the cell membrane, but at the same
time avoiding the depletion of the plasmon excitation itself by
heat – thus optimizing the heat effect on the plasmonic
nanoparticles for given laser characteristics – intensity, wave-
length and pulse duration.22,215,216 We see opportunities in
joining the Ex-DIM method with thermodynamic models,

Fig. 32 Comparison of the local field distribution around a gold nanote-
trahedron consisting of 26 000 atoms (normalisation to the incident field
strength), calculated with the finite element method (COMSOL) (a) and Ex-
DIM (b). Polarisation direction from the top to the middle of the bottom.
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which can make it possible to solve the dynamic problem of
heating by the plasmonic nanoparticles taking into account not
only their special characteristics but also the parameters of the
laser pulses.217 The energy of electromagnetic radiation
absorbed by the particle is then predicted using the Ex-DIM
module by calculating its temperature dependent absorption
cross section and then transferred to the heat exchange module
as an input parameter along with the external radiation inten-
sity. New possibilities for experiments on hypothermia of
malignant cell membranes are here opened by using strongly
non-spherical particles, e.g., plasmon stars.218

6.2 Ultra-fine plasmonic nanoparticles for enhanced
photoacoustic imaging

Photoacoustic imaging219 involves non-ionizing laser pulses
delivered into biological tissues that are absorbed and con-
verted into heat, leading to transient thermoelastic expansion
and therefore wideband ultrasonic emission. As a result, the
magnitude of the ultrasonic emission reveals physiologically
specific optical absorption contrast.220,221 One can here foresee
multiple advantages of using ultra-fine nanoparticles, namely
to focus heat, to navigate in the tight biostructural environ-
ments, and being easier to rinse from tissue and body than
larger nanoparticles. The control of heat is necessary in order to
establish a balance between the action of heat (i.e. the photo-
induced thermal increase of target volume) and the destructive
action on both the environment and the nanoparticle plasmon
generation. We can anticipate applications in many areas, for
instance in tracing early stages of neurodegenerative disease,
which are governed by brain proteinopathies, where the
authors have been active.222–224 Here one can apply simulation
guided ultra-fine plasmonic nanoparticles that are conjugated
to targeting biomarker probes that bind to proteins, plaques or
proto-fibrils.

6.3 SERS—surface enhanced Raman scattering

SERS constitutes perhaps the most well-known application of
plasmonics and has been a frequently used tool for identifying
the binding sites of small molecules on therapeutically impor-
tant proteins.225–227 As SERS can be performed for proteins at
extremely low concentrations in their active state, the compe-
titive binding versus noncompetitive binding and specific
changes in the proteins upon ligand binding can be targeted.
One can here foresee the use of Ex-DIM in the design of
bioconjugated SERS reporter systems for binding to, and detec-
tion of, cancer cells or protein fibrils that are early hallmarks of
neurodegenerative diseases. The full effect, plasmonic field
enhancement and shifts in Raman signals and spectra, may
in the future be simulated using multiscale techniques, taking
account of the main interactions in the compound systems in
addition to the light–matter interaction. In addition to the
action of a plasmonic particle, it is relevant to trace the
structural refinement when the biomarker approaches the
protein and also the effect of the various binding situations
on the actual Raman spectra, see Fig. 33. A developed com-
bined SERS-simulation protocol may thus help converge the

potential of ultra-fine nanoparticles for diagnostic and thera-
peutic applications.

6.4 TERS—tip enhanced Raman scattering

Sub-nanometer resolution under local plasmonic excitation can
nowadays be obtained by the tip-enhanced Raman scattering
(TERS) technique.229 Its physical origin can be understood by a
quantum mechanical interaction between a molecule and a
highly confined plasmonic field, see the schematics in Fig. 34
(ref. 230). Using the capability of designing ultra-fine plasmo-
nic structures, one can aim to cope with the current possibi-
lities for local plasmonic enhanced Raman images of single
molecules where the spatial distribution of the plasmonic field
is comparable to the size of the molecule. Here one takes
account of the very subtle variations of the field distribution
that emerge from the tip metal, and optimize the shape/size/
material of the tip as well as the geometric configuration of the
molecule surface complex. One thus designs the plasmonic
particles and their confined super enhanced fields and hot
spots at the sub-nanometer scale and calculate the Raman
spectra induced by the field accounting also for the interactions
with the substrate environment. Here, one can with advantage
apply the Raman theory and code accounting for confined
position-dependent electromagnetic fields as derived by Duan
et al.231

6.5 Plasmonic cascading

Plasmonic cascading is a concept that offers new opportunities
in nanophotonics like in the area of IR solar cell harvesting and
photodetection at the ultrasmall nanoscale. An example is to
combine plasmonics with upconversion and microlens
technologies232 – either plasmonically enhanced fields by
nanoparticles or by nanohole perforated thin films.

Fig. 33 SERS study of specific binding of felodipine to Aurora A. (A) SERS
spectrum of Aurora A (black) and Aurora A complexed with felodipine (red).
(B) SERS spectrum of Aurora B (black) and after treatment with felodipine
(red). From ref. 228.
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6.5.1 Plasmonic nanohole-assisted IR upconversion. In a
landmark experiment, Ebbesen et al.233 observed an extraor-
dinary increase in optical transmission for circular hole arrays
in silver films for holes much narrower than the wavelength, in
fact, the transmission exceeded orders of magnitude from what
one can expect from the sum of the individual hole
transmissions234,235 (Fig. 35).

In order to shed light on the issue for super transmission
through hole perforated thin films, and in order to design
nanodevices of applicable value, one can here consider the
emergence of plasmon excitations in these systems when the
dimensions are small and thus when the dimensions of films
and holes go below the limit where classical dielectric descrip-
tions do not apply. In this limit, an atomic scale interaction
model is called for, thus suitable for our unique Ex-DIM code.
The wave propagation in these perforated nanohole systems
can so be optimized both for material and geometric config-
urations of the thin film. Here one can aim to couple these

arrays with microlens upconversion technology, to obtain a
super concentrated upconversion, leading to a proof-of-
principle that can be used both in photodetectors and for solar
cell harvesting.

Another, related, prospect is to use DIM models for design-
ing so-called picocavities – Benz et al. demonstrated236 that
individual atomic features inside the gap of plasmonic nano-
assemblies can localise light to volumes well below 1 nm3,
enabling optical experiments on the atomic scale, and could
show that such atomic features can be dynamically formed and
disassembled by laser irradiation. According to the authors,
such picocavity formation can access sub-molecular dynamics
and open new possibilities for high precision sensors and
single-photon strong-optomechanical coupling.

6.5.2 Plasmonic particle-assisted IR upconversion. In ref.
232, an optical cascade amplification strategy was used to
overcome current shortages of individual IR photodetector
amplifiers. Here multi-wavelength responsive core–shell struc-
tured UCNPs built for photodetection utilizing cascade UCL
amplification emit visible light under excitation of several IR
wavelengths. One can thus cascade the superlensing effect and
the plasmonic effect of dielectric microlens arrays and gold
nanorods, respectively. In this way an upconversion lumines-
cence enhancement by more than four orders of magnitude was
demonstrated, see Fig. 36. One can here seek to optimize the
cascade function with respect to device configuration, structure
and plasmonic material taking notice also of the effect of the
strong local heat generation. Other plasmonic materials, like
TiN237 with more optimal heat endurance, lower loss and lower
cost can be tested.

6.6 Optical forces

Optical force or optical force density gives fundamental infor-
mation on kinetic motion of condensed matter and of various
optomechanical phenomena.238–241 Such forces have an impact
on solid state systems whenever momentum is transferred from
photon to material, like membranes, beams, cantilevers, wave-
guides, and optical switches. They can be important in general

Fig. 34 Schematic overview of TERS. From ref. 230.

Fig. 35 (left) Thin film with holes working as a nanolens. (right) The
enhanced electric field at the top and bottom of a hole. Courtesy Dr Ying
Fu.

Fig. 36 Schematic illustration of a selective multispectral narrowband NIR
photodetector at 808 nm, 980 nm and 1540 nm based on a hybrid
structure. From ref. 232.
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for silicon devices and communication systems. Here, we
foresee that classical electro-magnetic theory can with advan-
tage be joined with the Ex-DIM model to explore the action of
optical forces at the very nano scale where the concept of a
homogenized dielectric constant is no longer valid.

6.7 Plasmonic waveguides

Because of the high confinement of electromagnetic energy,
propagating surface plasmon polaritons (SPPs) have been
considered to represent one of the best potential ways to
construct next-generation ultra-small circuits that use light to
overcome the limits of speed and energy consumption in
electronics(Fig. 37).242,243 Being fabricated at the nanoscale
they can be superior to chains of all-dielectric particles, which
have a much larger cross-sectional size and approach the size of
a conventional optical fiber. By means of ultra-fine plasmonic
particles, designed by Ex-DIM, it may be possible to signifi-
cantly increase the transmission coefficient of the chains of
particles by putting them as close to each other as possible. In
this case, the excitation and transfer interactions of at least a
few higher-order multipoles, which rapidly attenuate with dis-
tance from the particle, should be taken into account, some-
thing that earlier often has been neglected using the simplified
dipole models. Here, multipole decomposition could be
derived directly from the Ex-DIM model. The optical properties
of the waveguide, including the dielectric permittivity of the
nanoparticle material, are obtained from the solution of a self-
consistent equation. As a complement, the optical properties of
a plasmonic waveguide can then be obtained using the general-
ized multi-particle Mie theory207 for spherical particles or the
finite difference time domain method as well as COMSOL
Multiphysics for the particles of arbitrary shape.

These are only a few highlighted examples out of many
possible, that illustrate the great potential of discrete interac-
tions models and their extensions for future collaborative
studies with experiments and with wide ramifications in a
diverse set of application fields.
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Chem. Phys., 2015, 17, 28379–28386.

62 M. Stener, A. Nardelli, R. De Francesco and G. Fronzoni,
J. Phys. Chem. C, 2007, 111, 11862–11871.

63 J. Stanton and R. Bartlett, J. Chem. Phys., 1993, 98,
7029–7039.

64 E. Salpeter and H. Bethe, Phys. Rev., 1951, 84, 1232.
65 E. Runge and E. Gross, Phys. Rev. Lett., 1984, 52, 997.
66 P. Salek, O. Vahtras, T. Helgaker and H. Ågren, J. Chem.

Phys., 2002, 17, 9630.
67 F. Della Sala, R. Pachter and M. Sukharev, J. Chem. Phys.,

2022, 157, 1–7.
68 F. Della Sala, J. Chem. Phys., 2022, 157, 104101.
69 T. Giovannini, L. Bonatti, P. Lafiosca, L. Nicoli,

M. Castagnola, P. G. Illobre, S. Corni and C. Cappelli,
ACS Photonics, 2022, 9, 3025–3034.

70 D. Beck, Phys. Rev. B: Condens. Matter Mater. Phys., 1984,
30, 6935.

71 D. V. Chulhai and L. Jensen, J. Phys. Chem. A, 2014, 118,
9069–9079.

72 D. V. Chulhai and L. Jensen, J. Phys. Chem. A, 2015, 119,
5218–5223.

73 Z. Hu, D. V. Chulhai and L. Jensen, J. Chem. Theory
Comput., 2016, 12, 5968–5978.

74 Z. Hu and L. Jensen, J. Chem. Theory Comput., 2018, 14,
5896–5903.

75 V. I. Zakomirnyi, Z. Rinkevicius, G. V. Baryshnikov,
L. K. Sørensen and H. Ågren, J. Phys. Chem. C, 2019, 123,
28867–28880.

76 T. Giovannini, M. Rosa, S. Corni and C. Cappelli, Nano-
scale, 2019, 11, 6004–6015.

77 P. Lafiosca, T. Giovannini, M. Benzi and C. Cappelli,
J. Phys. Chem. C, 2021, 125, 23848–23863.

78 S. Morton and L. Jensen, J. Chem. Phys., 2010, 133,
15697–15703.

79 S. Morton and L. Jensen, J. Chem. Phys., 2011, 135, 134103.
80 J. L. Payton, S. M. Morton, J. E. Moore and L. Jensen,

J. Chem. Phys., 2012, 136, 214103.
81 J. L. Payton, S. M. Morton, J. E. Moore and L. Jensen, Acc.

Chem. Res., 2014, 47, 88–99.
82 X. Chen, J. E. Moore, M. Zekarias and L. Jensen, Acc. Chem.

Res., 2015, 6, 8921.
83 L. Nicoli, P. Lafiosca, P. Grobas Illobre, L. Bonatti,

T. Giovannini and C. Cappelli, Front. Photonics, 2023,
4, 1199598.

84 F. Gray, Phys. Rev., 1916, 7, 472–488.
85 R. R. Birge, J. Chem. Phys., 1980, 72, 5312–5319.
86 B. Thole, Chem. Phys., 1981, 59, 341–350.
87 L. Jensen, P.-O. Åstrand, K. O. Sylvester-Hvid and

K. V. Mikkelsen, J. Phys. Chem. A, 2000, 104, 1563–1569.
88 L. Jensen, O. H. Schmidt, K. V. Mikkelsen and P.-O.

Åstrand, J. Phys. Chem. B, 2000, 104, 10462–10466.
89 L. L. Jensen and L. Jensen, J. Phys. Chem. C, 2008, 112,

15697–15703.
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121 J. Piella, N. G. Bastús and V. Puntes, Chem. Mater., 2016,
28, 1066–1075.

122 S. Link and M. A. El-Sayed, J. Phys. Chem. B, 1999, 103,
4212–4217.

123 J. A. Scholl, A. L. Koh and J. A. Dionne, Nature, 2012, 483,
421–427.

124 L. K. Sørensen, D. E. Khrennikov, V. S. Gerasimov,
A. E. Ershov, S. P. Polyutov, S. V. Karpov and H. Ågren,
Phys. Chem. Chem. Phys., 2022, 24, 24062–24075.

125 K. Ujihara, J. Appl. Phys., 1972, 43, 2376–2383.
126 A. Ershov, V. Gerasimov, A. Gavrilyuk and S. V. Karpov,

Appl. Phys. B: Lasers Opt., 2017, 123, 182.
127 F. Font and T. G. Myers, J. Nanopart. Res., 2013, 15, 2086.
128 R. Kofman, P. Cheyssac, A. Aouaj, Y. Lereah, G. Deutscher,

T. Ben-David, J. Penisson and A. Bourret, Surf. Sci., 1994,
303, 231–246.

129 S. Zhu, T. Chen, Y. Liu, Y. Liu and S. Fung, J. Nanopart.
Res., 2012, 14, 856.

130 S. Karimi, A. Moshaii, S. Abbasian and M. Nikkhah, Plas-
monics, 2019, 14, 851.

131 S. Babar and J. H. Weaver, Appl. Opt., 2015, 54, 477–481.
132 H.-J. Hagemann, W. Gudat and C. Kunz, J. Opt. Soc. Am.,

1975, 65, 742–744.
133 K. M. McPeak, S. V. Jayanti, S. J. P. Kress, S. Meyer, S. Iotti,

A. Rossinelli and D. J. Norris, ACS Photonics, 2015, 2,
326–333.

134 P. B. Johnson and R. W. Christy, Phys. Rev. B: Condens.
Matter Mater. Phys., 1972, 6, 4370–4379.

135 W. Haiss, N. T. K. Thanh, J. Aveyard and D. G. Fernig, Anal.
Chem., 2007, 79, 4215–4221.

136 L. S. Slaughter, W.-S. Chang, P. Swanglap, A. Tcherniak,
B. P. Khanal, E. R. Zubarev and S. Link, J. Phys. Chem. C,
2010, 114, 4934–4938.

137 Gold nanorods spr vs. aspect ratio, https://www.nanopartz.com/
gold-nanoparticles-properties-nanorods-spr-aspect-ratio.asp.

138 O. Pena-Rodrı́guez, P. Diaz-Nunez, G. Gonzalez-Rubio, V.
Manzaneda-Gonzalez, A. Rivera, J. M. Perlado, E. Junquera
and A. Guerrero-Martı́nez, Sci. Rep., 2020, 10, 5921.

139 A. Jakab, C. Rosman, Y. Khalavka, J. Becker, A. Trügler,
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229 R. M. Stöckle, Y. D. Suh, V. Deckert and R. Zenobi, Chem.
Phys. Lett., 2000, 318, 131–136.

230 Z. He, D. V. Voronine, A. M. Sinyukov, Z. N. Liege,
B. Birmingham, A. V. Sokolov, Z. Zhang and M. O. Scully,
IEEE J. Sel. Top. Quantum Electron., 2017, 23, 113–118.

231 S. Duan, G. Tian, Y. Ji, J. Shao, Z. Dong and Y. Luo, JACS,
2015, 137, 9515–9518.

232 J. Yang, C. Qian, X. Xie, K. Peng, S. Wu, F. Song, S. Sun,
J. Dang, Y. Yu, S. Shi, J. He, M. J. Steer, I. G. Thayne,
B.-B. Li, F. Bo, Y.-F. Xiao, Z. Zuo, K. Jin, C. Gu and X. Xu,
Light: Sci. Appl., 2020, 9, 81.

233 T. Ebbesen, H. Lezec, H. Ghaemi, T. Thio and P. A. Wolff,
Nature, 1998, 391, 667–669.

234 Z. M. Abd El-Fattah, V. Mkhitaryan, J. Brede, L. Fernandez,
C. Li, Q. Guo, A. Ghosh, A. R. Echarri, D. Naveh, F. Xia,

J. E. Ortega and F. J. Garcia de Abajo, ACS Nano, 2019, 13,
7771–7779.

235 J. B. Pendry, L. Martn-Moreno and F. J. Garcia-Vidal,
Science, 2004, 305, 847–848.

236 F. Benz, M. K. Schmidt, A. Dreismann, R. Chikkaraddy,
Y. Zhang, A. Demetriadou, C. Carnegie, H. Ohadi, B. de
Nijs, R. Esteban, J. Aizpurua and J. J. Baumberg, Science,
2016, 354, 726.

237 V. I. Zakomirnyi, I. L. Rasskazov, V. S. Gerasimov,
A. E. Ershov, S. P. Polyutov, S. V. Karpov and H. Ågren,
Photonics Nanostruct., 2018, 30, 50–56.

238 L. A. Jakob, W. M. Deacon, Y. Zhang, B. de Nijs,
E. Pavlenko, S. Hu, C. Carnegie, T. Neuman, R. Esteban,
J. Aizpurua and J. J. Baumberg, Nat. Commun., 2023,
14, 3291.

239 K. J. Webb, Phys. Rev. B, 2022, 106, 155423.
240 A. Kostyukov, V. Gerasimov, A. Ershov, E. Bulgakov and

A. Sadreev, Opt. Lasers Eng., 2023, 171, 107797.
241 A. E. Ershov, A. P. Gavrilyuk, S. V. Karpov and P. N. Semina,

Appl. Phys. B: Lasers Opt., 2013, 115, 547–560.
242 I. L. Rasskazov, S. V. Karpov and V. A. Markel, Opt. Lett.,

2013, 38, 4743–4746.
243 I. L. Rasskazov, S. V. Karpov and V. A. Markel, Phys. Rev. B:

Condens. Matter Mater. Phys., 2014, 90, 075405.
244 V. I. Zakomirnyi, I. L. Rasskazov, V. S. Gerasimov,

A. E. Ershov, S. P. Polyutov, S. V. Karpov and H. Ågren,
Photonics Nanostruct., 2018, 30, 50–56.

PCCP Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
A

gu
si

to
 2

02
4.

 D
ow

nl
oa

de
d 

on
 0

1/
11

/2
02

5 
21

:5
6:

43
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp00778f



