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Deconvolution of the X-ray absorption spectrum
of trans-1,3-butadiene with resonant Auger
spectroscopy†

David M. P. Holland, a Jiřı́ Suchan, b Jiřı́ Janoš, c Camila Bacellar,d

Ludmila Leroy,d Thomas R. Barillot,d Luca Longetti, d Marcello Coreno,e

Monica de Simone, f Cesare Grazioli, f Majed Chergui, dg Eva Muchová*c

and Rebecca A. Ingle *h

High-resolution carbon K-edge X-ray photoelectron, X-ray absorption, non-resonant and resonant

Auger spectra are presented of gas phase trans-1,3-butadiene alongside a detailed theoretical analysis

utilising nuclear ensemble approaches and vibronic models to simulate the spectroscopic observables.

The resonant Auger spectra recorded across the first pre-edge band reveal a complex evolution of

different electronic states which remain relatively well-localised on the edge or central carbon sites. The

results demonstrate the sensitivity of the resonant Auger observables to the weighted contributions from

multiple electronic states. The gradually evolving spectral features can be accurately and feasibly

simulated within nuclear ensemble methods and interpreted with the population analysis.

1 Introduction

A major challenge in the spectroscopic study of complex
molecules is the issue of spectral congestion. The high densi-
ties of vibrational and electronic states result in a large number
of possible spectroscopic transitions that are closely spaced in
energy. Thus there is a high probability that the corresponding
spectral features will overlap. For X-ray spectroscopies, where
the lineshape broadening originating from the short core-hole
lifetimes is far from insignificant, the problem of spectral
congestion is further exacerbated.1 Resonant X-ray techniques,

such as resonant Auger and resonant inelastic X-ray scattering
(RIXS), offer an experimental approach to the deconvolution of
heavily congested absorption spectra and to the recovery of
information on the electronic and vibrational structure of the
molecule of interest.2 By restricting the incident photon band-
width to less than the lifetime broadening of the spectral
feature, a small subset of transitions or a single transition
can be selectively excited, constraining the information present
in the final resonant spectrum.

Though RIXS with broadband SASE pulses has been recently
demonstrated,3,4 the more traditional approach to performing
resonant experiments is to use energetically tuneable, mono-
chromatised radiation, for which synchrotron radiation sources
are very well-suited.2 Selective probing of specific transitions
offers not only the ability to deconvolute complex spectra but
also the possibility for driving site-specific chemical dynamics5

(and references therein). In molecular systems, following the
localised core excitation process, there is a competing cascade
of processes which include the Auger cascade and charge
reorganisation or delocalisation. If the subsequently formed
valence hole remains sufficiently localised in the proximity of
the core hole, site-selective chemical dynamics can occur. Such
phenomena have been observed experimentally for a number of
photofragmentation processes6–10 and predicted theoretically
for non-dissociative processes such as photoisomerisation.11

While resonant spectroscopies such as resonant Auger offer
a highly selective, information-rich approach to induce and
probe site-specific chemical dynamics, for polyatomic systems
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there are still a number of key challenges for the accurate
modelling and interpretation. A significant part of this challenge
concerns the inclusion of the nuclear dynamics that can occur
alongside the charge redistribution and Auger decay processes,
and which have a profound effect on the final observed
spectra.2,12–14 With improvements in experimental techno-
logies making it possible to record vibrationally-resolved reso-
nant Auger spectra for polyatomics, there is now an interesting
opportunity to explore how the greater number of degrees of
freedom in larger molecular systems influence the Auger spec-
tra, both in terms of the vibrational populations and their
relative cross sections. The final ionic states that may be
formed through autoionisation of the core-excited neutral state
are the same as those formed through direct photoionisation.
However, autoionisation may result in electronic state intensity
ratios and vibrational level populations that differ from those
due to direct ionisation.15 The Auger spectra and cross sections
are greatly influenced by the nuclear dynamics in both the
intermediate decaying and final states.16 If the intermediate
core-excited state is long lived, then the decay process is
typically controlled by the Franck–Condon principle. In contrast,
a short lifetime causes each energy level to be broadened, and
neighbouring vibrational levels may overlap if the lifetime width is
similar to the vibrational spacing. Since these levels may decay to
the same final vibronic states, interference may occur from the
coherently excited levels. Such effects have been investigated in
several diatomic molecules (CO, NO etc.17,18) and interpreted
within the Condon approximation.

For polyatomics, the additional degrees of freedom make
the determination of accurate cross sections prohibitively diffi-
cult but the vibrational fingerprints in the intermediate and
final states can still be investigated separately. In this work, we
investigate how the vibrational fingerprints in the intermediate
and final steps in the resonant Auger process manifest for a
conjugated polyatomic, namely trans-1,3-butadiene (C4H6).
Butadiene, sometimes considered a classic case of p delocalisa-
tion, poses some particular challenges in its experimental and
theoretical study owing to the complexity of the structural
conformers and their ionisation dynamics19 and to the high
symmetry and core-hole localisation processes.20,21 While
there is also some experimental ambiguity22 surrounding the
expected structural adjustments associated with the p deloca-
lisation, with a lengthening of the formal double bonds and a
shortening of the formal single bond in comparison with
standard lengths for corresponding localised bonds,23 previous
X-ray absorption and photoelectron studies show clear evidence
of two distinct carbon sites, each with distinct fragmentation
dynamics.20–22

This work presents a series of valence band photoelectron
spectra, high-resolution absorption spectra (XAS), X-ray photo-
electron spectra (XPS), and resonant and non-resonant Auger
measurements of trans-1,3-butadiene in combination with
novel theoretical approaches. The experimental results are in
excellent agreement with previously published data,20,24,25 and
confirm the presence of vibrational structure in the resonant
Auger spectra across the energy region encompassing excitation

of the 1s - p* bands. With a combination of nuclear ensemble
approaches (NEA) and vibronically-resolved calculations, it is
possible to understand the multiple electronic states and
vibrational progressions that contribute to the XAS spectrum.
These, in turn, have been used to interpret the experimentally
observed and theoretically predicted energy-dependent trends
in the resonant Auger spectra.

2 Methods
2.1 Experimental methods

All experimental measurements were performed at the Gas-
Phase endstation at the Elettra Synchrotron radiation facility.26

1,3-butadiene (Z99.6%, Sigma Aldrich, CAS: 106-99-0) was
used without further purification and is assumed to be exclu-
sively of the s-trans form.27 This assumption is supported by
theoretical calculations which show that, at room temperature,
the gauche conformer has an approximate molar fraction of 5%
only.28 This prediction is further supported by assignments of
the photoelectron spectra which show no evidence of the other
conformer.29 An effusive gas jet was used to introduce B5 mbar
of butadiene to the interaction region. An ion yield was
recorded with a charged particle detector close to the inter-
action region, and it is assumed that this yield resembles the
XAS spectrum. The present spectrum is in accord with previous
measurements20,24,25 using electron detection but differs from
an earlier ion yield measurement recorded using electron–ion
coincidences.21 For the high-resolution XAS measurements,
a monochromatised beam with approximately 40 meV band-
width was scanned in steps of 10 meV. All the core-level spectra
energy calibrations were performed relative to carbon dioxide.30

A Scienta SES-200 hemispherical analyser mounted at the
magic angle (57.41) to the electric vector of the incident light
was used for all of the photoelectron measurements, including
the normal and resonant Auger spectra. For the XPS measure-
ments, an analyser pass energy of 20 eV with an entrance slit
width of 0.8 mm were used to give a theoretical spectrometer
resolution of 40 meV. For the normal and resonant Auger
measurements, a 20 eV pass energy and spectrometer entrance
slit width of 2.5 mm were used to give a theoretical spectro-
meter resolution of 125 meV. An incident photon bandwidth of
B65 meV was used for the resonant measurements. The
valence band photoelectron measurements were calibrated
with the argon 3s and 3p lines.31,32 Carbon dioxide was used
to calibrate the C 1s binding energies.33

2.2 Theoretical methods

2.2.1 Ground state structure. The ground state geometry
was optimised at the MP2/aug-cc-pVTZ level. This minimum
energy structure was used for subsequent single point calculations
(the structure is provided in the ESI,† Table S1). Calculations were
done in Gaussian 09 Revision A02.34

2.2.2 Vibrationally-resolved spectra modelling. Vibrationally-
resolved spectra can be modelled by a wide variety of both time-
dependent and time-independent approaches. We adopted three
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practical approaches: (a) one of the conceptually simplest is the
double-harmonic approximation, in which both electronic states
are described as harmonic and uncoupled to other states, and
which requires optimisation and calculation of Hessians in both
initial and final electronic states. Furthermore, we assume that
the Fermi golden rule approach can be adopted. In the Taylor
expansion of the nuclear dependence of the electronic coupling
terms, we only took the constant term (Franck–Condon). The
Franck–Condon factors and the respective intensities were esti-

mated at T = 300 K as I � Icalc ¼ x0jx00h i2e�E00=kT ; where x are
vibrational wave functions for the initial and final states, using the
ezFCF v.1.1 code.35 This approach was used for the valence band
spectra, core-ionised spectra and core-excited spectra modelling.
Each of these spectra typically requires a different strategy in
electronic structure calculations. We, however, adopted a suitable
approach for either the core or the valence region – the maximum
overlap method (MOM). This approach was used with the B3LYP
functional and the cc-pVTZ basis sets on the hydrogen atoms and
the cc-pCVTZ basis sets on the carbon atoms (hereafter referred to
as cc-pVTZ+cc-pCVTZ). See details in the ESI,† Section 1. (b) If the
full characterisation of the potential energy surface is out of reach
or unreliable, practical approaches based on harmonic models are
convenient. In this work, we used the vertical Hessian approach
(VH).36 In this case, the final electronic state potential energy
surface is not optimised and ground electronic state gradient and
Hessian are used instead.37 The overlaps are calculated as in the
double-harmonic approximation. This approach was used for core-
excited spectra modelling using the FCclasses3 code.37 (c) We also
used an approach which goes beyond the harmonic approxi-
mation. The potential energy surfaces of the ground and the
lowest core-excited states were represented on one-dimensional
grids along the ground-state normal modes. Using the imaginary-
time propagation, the lowest energy vibrational states were opti-
mised for each electronic state and normal mode, and their
overlaps were integrated numerically. More details are provided
in the ESI,† Section 1. This approach was used for core-excited
spectra modelling.

2.2.3 Nuclear ensemble approach for spectra modelling.
For the calculation of spectral observables, we also employed a
nuclear ensemble approach (NEA) in which the vertical transi-
tions are calculated for each individual geometry within the
ensemble and the final spectrum is a convolution of individual
transitions by a Gaussian function. The advantage of the
approach is that it inherently accounts for the non-Condon
effects and small anharmonicities (if the ground state sampling
is performed at the ab initio level of molecular dynamics (MD)).
On the other hand, vibronic excitations accompanying the
electronic transition are neglected because no information
about the nuclear wave function in an excited or ionised state
is provided. The formal derivation of NEA was presented in
ref. 38 and 39, and the method has been successfully used in
numerous cases.40–46 The ground state MD simulations were
performed at the B3LYP/6-31+g* level using the quantum
thermostat,47,48 with the temperature set to 300 K. The total
length of the simulation was 50 ps and the time step was set to
0.5 fs. Within the NEA approach, a larger set of 400 and a

smaller set of 50 geometries were selected from the ground
state MD. Note that within NEA the generated structures lack
symmetry, e.g. in further ab initio simulations, symmetry
unrestricted solutions were obtained.

2.2.4 Modelling photoelectron and Auger electron spectra.
The single point calculations were performed at the EOM-IP-
CCSD level with the cc-pVXZ+cc-pCVXZ (X = D,T,Q) basis sets.
Spectra simulated via NEA were calculated for a set of
50 geometries at the EOM-IP-CCSD/cc-pVCZ+cc-pCVCZ level.
The seven lowest ionisation energies from the valence orbitals
were estimated. The vibrationally resolved spectra were simu-
lated for the lowest ionised X̃ 2Bg state, with both the ground
electronic state and the ionised X̃ 2Bg state being optimised at
the MOM/B3LYP/cc-pVTZ+cc-pCVTZ level. The vibrationally
resolved core-level photoelectron spectrum for butadiene was
calculated at the MOM/B3LYP/cc-pVTZ+cc-pCVTZ level. The
core ionisation energies were benchmarked by a plethora of
methods including CVS-EOM-IP-CCSD (core valence separation
scheme, CVS) with cc-pVXZ+cc-pCVXZ (X = D,T,Q) or aug-cc-
pVDZ basis sets, MOM/CCSD(T)/cc-pCVTZ. The calculations
were performed in Q-Chem 6.0.49 The core-excitation energies
were benchmarked at the following levels of theory – MOM/
CCSD(T), CVS-ADC(2)-X/cc-pVTZ, SRC1-r150,51 with cc-pVXZ+cc-
pCVXZ (X = D,T,Q) basis sets and aug-cc-pVTZ within the LR-
TDDFT approach, or at the CVS-EOM-EE-CCSD level with cc-
pVXZ+cc-pCVXZ basis sets (X = D,T,Q). It has been suggested
recently that these basis sets work accurately especially for
core-level spectroscopy due to the uncontracted additional
polarisation functions.52 The spectra simulated within NEA
were calculated for a set of 50 geometries at the CVS-EOM-EE-
CCSD/cc-pVTZ+cc-pCVTZ level and for a set of 400 geometries
using the tailored SRC1-r1 functional. To understand the
character of the potential energy surfaces along all vibrational
modes, the profiles of the potential energy surfaces and the
oscillator strengths were calculated for the four lowest energy
core-excited states along the ground electronic state vibrational
modes. The calculations were performed in ORCA v4.2.053 and
Q-Chem 6.049 at the SRC1-r1/cc-pVTZ+cc-pCVTZ level. The
vibrationally resolved spectra were calculated with the three
aformentioned approaches – (a) within the double-harmonic
approximation at the MOM/B3LYP/cc-pVTZ+cc-pCVTZ level,
(b) within the vertical Hessian approach at the SRC1-r1/cc-
pVTZ level on a slightly distorted geometry (a cumulative total
displacement of 0.22 Å on all carbon atoms was used) in order
to break the symmetry and allow the optically dark (S1 and S3)
states to become bright. We assume a constant transition
dipole moment (TDM, within the Franck–Condon approxi-
mation) which bridges the zero value discontinuity at the actual
Franck–Condon point. All imaginary modes on the excited
states being removed. (c) Using the imaginary-time propagation
for the four lowest energy vibrational states. The SRC1-r1
potential energy surfaces of the ground and four lowest core-
excited states were used, the calculation does not include the
TDM and was performed at 0 K. Auger spectra modelling. The
Auger spectra were modelled within the classical two-step
model using the Feschbach-Fano approach introduced by
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W. Skomorowski and A. I. Krylov54,55 in Q-Chem 6.0.49 For the
resonant Auger spectra, the core-level state was modelled at the
CVS-EOM-EE-CCSD/cc-pVTZ+cc-pCVTZ level, and the final state
was modelled at the EOM-IP-CCSD/cc-pVTZ+cc-pCVTZ level.
For non-resonant Auger decay, the initial states were computed
by the EOM-IP-CCSD method and the final states were described
by the EOM-DIP-CCSD variant with the same basis sets as in
previous calculations. The continuum orbital was treated as the
plane wave, which is computationally more practical compared to
a Coulomb wave orbital.55 In our study, we focused mainly on the
resonant spectra and principally on the participator decay pro-
cesses which are the dominant channels in the electron kinetic
energy range of 265–280 eV. The theoretical spectra were modelled
as 2D maps via NEA for the set of 50 geometries at the EOM-CCSD/
cc-pVTZ+cc-pCVTZ level and for the set of 400 geometries at
the EOM-CCSD/cc-pVDZ+cc-pCVDZ level. In the experiment, the
incident photon energies were selected to map the maxima in the
vibrationally resolved XAS; however, NEA provides different infor-
mation on XAS. Specifically, for a set of geometries sampling the
ground electronic state, NEA evaluates both the overlap between
the wave functions representing the ground and various excited
electronic states, and also the changes in the TDMs. This means
that the simulated data capture the changes in the electronic
structure and no information on vibrations is provided. The
simulated spectra were calculated for 9 equally energetically
spaced intervals spanning the pre-edge XAS region. The Löwdin
population analysis was performed for a set of 50 geometries at the
B3LYP/cc-pVTZ level in ORCA v4.2.0.53

3 Results and discussion

Interpretation of resonant Auger spectra requires an under-
standing of all the states involved in the Auger process – initial,
intermediate and final states. As the resonant Auger spectra
contain information on the valence electronic structure, we
start with a discussion of the valence band photoelectron
spectra, before progressing to the core-ionised and core-
excited states.

3.1 Valence band photoelectron spectra

Only a limited discussion of the valence band photoelectron
spectra will be presented here, as the measured and calculated
results are in good agreement with previous higher resolution
measurements56 and calculations at the ADC(3)/aug-ANO
level of theory.29 The calculated lowest ionisation energies are
presented in the ESI,† in Table S2.

The ground state valence shell electronic configuration of
butadiene, assuming C2h symmetry, is given as (3ag)2 (3bu)2

(4ag)2 (4bu)2 (5bu)2 (5ag)2 (6ag)2 (6bu)2 (7ag)2 (1au)2 (1bg)2. The
onset of the photoelectron spectrum at 8.9 eV corresponds to
the first ionised X̃ 2Bg state (Fig. 1) which shows a significant
degree of vibrational structure. A comparison between the
EOM-IP-CCSD/cc-pVTZ+cc-pCVTZ results simulated within the
NEA approach (Fig. 1) and the experimental values shows good
agreement for the vertical ionisation energies and peak widths,

as well as being within a few tenths of an eV of the most
accurate ADC(3)/aug-ANO calculations.29 This good agreement
indicates that the final states in the resonant Auger spectrum
are described properly at this level. A more detailed analysis of
the vibrational structure on the X̃ 2Bg band is included in the
ESI,† in Fig. S2 and the corresponding assignments are given in
Table S3 (ESI†). The calculated geometries and vibrational
frequencies of the initial and ionised states are listed in
Tables S4 and S5 (ESI†), respectively. The key findings from
the vibrational analysis are that the peaks due to transitions
into vibrationally excited levels of the ion are predicted in the
energy region within several tenths of an eV above the peak due
to the 0-0 transition at 9.011 eV.56 The most intense of these
predicted transitions are due to the excitation of vibrational
modes n6 (CH2 rocking), n12 (C–C stretching), n18 (CQC stretch-
ing), n20 (CH2 symmetric stretching), and n22 (CH stretching).

3.2 Core level photoelectron spectra

Assuming the geometry of butadiene is well-described by the
C2h point group and has complete delocalisation of the p
framework,23 there should be two inequivalent carbon environ-
ments and therefore two main peaks in the X-ray photoelectron
spectrum. The two most intense features in the XPS spectrum
of butadiene are separated by 0.62 eV (Fig. 2). The peaks are
centred at 290.14 � 0.01 and 290.76 � 0.01 eV and both exhibit
asymmetry to the high binding energy side. Within the experi-
mental uncertainty, these binding energies are consistent with
those reported by Thomas et al.57 in a recent high-resolution
study. An additional feature is observed in the present spec-
trum at 290.56 eV which appears to be reasonably well sepa-
rated from the peak at 290.14 eV and potentially belongs to the
same vibronic progression that contributes to the asymmetry of
the peak. Given the experimental conditions used to record the

Fig. 1 Valence band photoelectron spectrum of butadiene recorded at an
incident photon energy hv = 240 eV. The calculated spectrum (purple)
corresponds to EOM-IP-CCSD/cc-pVTZ+cc-pCVTZ within NEA for a
set of 50 geometries, with each calculated intensity being Gaussian
broadened by a phenomenological 0.05 eV. The single-point calculations
for the minimum energy structure at the same level of theory are
represented by sticks. Theoretical spectra were normalised to the first
experimental band.
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spectrum in Fig. 2, it would be expected that the core hole
lifetime broadening (B80 meV for most compounds1,58,59)
would be the dominant contribution to the observed line-
shapes, as opposed to any instrumental contributions.

The large amount of structure and spectral congestion on
the XPS spectrum makes a definitive assignment of the vibra-
tional progressions from the experiment alone somewhat chal-
lenging. From an electronic structure and basis set benchmark
of the vertical core-ionisation energies (Table 1), the two
inequivalent carbon sites are energetically well separated inde-
pendent of the method/basis set used. The absolute energetic
values for the core-ionisation energies agree very well with
experiment for the CVS-EOM-IP-CCSD methods, especially
when extended basis sets are employed. The energy difference
between ionisation from the central and edge carbons is,
however, systematically underestimated by all employed methods
and ranges from 0.3–0.4 eV compared to 0.62 eV in the experiment.
This leads to a significant overlap of the peaks corresponding to
ionisation from the central and edge carbon atoms in the core-
ionised spectra if modelled within the NEA approach, see Fig. S3 in

the ESI.† A full assignment of the vibrational structure in the core-
level ionisation spectrum is included in Table S6 in the ESI,† for
structures optimised at the MOM/B3LYP/cc-pVTZ+cc-pCVTZ level
within the double-harmonic approximation; the optimised struc-
tures are provided in Table S4 (ESI†). On an important note, due to
the hole localisation problem in symmetric molecules,60–63 non-
totally symmetric vibrational modes can also be excited. The MOM
calculations reveal that the vibrational progression for the central
carbons is different to that for the edge carbons; differences can be
observed also for the optimised structures with ionisation from the
edge carbons leading to a greater degree of inequivalence in the
C–C bond lengths than for ionisation from a central carbon, where
the molecule remains largely symmetric (see Tables S4–S6 in the
ESI†). A similar effect has been observed for ethene, where
ionisation from the edge carbon leads to hole-localisation.20 The
dominant progression in the spectrum upon ionisation from
either of the carbon sites involves the CH2 rocking modes, but
this progression is relatively more intense on ionisation from the
central carbons. The progression at 290.56 eV corresponds mainly
to the CH stretching mode. The results at the MOM level suggest
planar structures for both core-ionised states, which result in a
smaller role for the C–C stretching modes in the observed XPS
spectrum than previously thought. Clearly, the asymmetries intro-
duced by the core-hole localisation have a pronounced effect on
the intensities and profiles of the vibronic structure.21

3.3 X-ray absorption spectra

The pre-edge region in the X-ray absorption spectrum of
butadiene shows a striking degree of complexity for a reason-
ably small, high symmetry system (Fig. 3 – the spectrum over an
extended energy range is included in the ESI,† as Fig. S3). The
structure in the spectrum has been attributed to vibronic
progressions associated with two electronic transitions origi-
nating at 284.0 and 284.6 eV respectively,20,25,64 both C 1s - p*
excitations, with a series of transitions to Rydberg states
appearing between 286.5–290.0 eV. Assuming C2h symmetry,
the electronic configuration of the four core orbitals is (1ag)2

(1bu)2 (2ag)2 (2bu)2 (Fig. 4). The two lowest-energy unoccupied
orbitals (2au and 2bg) are both of p* character with a large
(E1.31 eV at the EOM-CCSD/cc-pVTZ+cc-pCVTZ level of theory)
energy splitting between them – significantly greater than the
0.6 eV splitting between the ionisation energies of the central
and edge carbons measured from the XPS, e.g. the lowest
energy transitions are to the lowest unoccupied orbital (2au).

First, we will consider the purely electronic contributions to
the XAS spectrum. A benchmark of the computational methods
used for calculation of the XAS observables is included in the
ESI,† (Fig. S10 and Table 2). As with the XPS, the calculated XAS
spectra show that the lower energy region corresponds to
transitions with an initial orbital localised on the edge carbons,
whereas the higher energy region corresponds to transitions
from the central carbons (Fig. 3). The calculated difference
between the excitation energies from the edge and central
carbon atoms is 0.3–0.4 eV for the more accurate CVS-EOM-
EE-CCSD and CVS-ADC(2)-X methods while the TDDFT method

Fig. 2 Carbon K-edge XPS spectrum of butadiene recorded at an incident
photon energy of 392 eV. The vibronic spectrum was calculated at the
MOM/B3LYP/cc-pVTZ+cc-pCVTZ level and the cyan and purple transi-
tions represent ionisation events from the edge or central carbons,
respectively. The 0–0 transitions were shifted to the experimental values
of 290.14 eV and 290.76 eV. The dashed line is a convoluted spectrum with
a Gaussian broadening of 0.05 eV applied to all transitions.

Table 1 Vertical core-ionisation energies in eV for butadiene optimised at
the MP2/aug-cc-pVTZ level

Method Edge carbon Central carbon

Exp. 290.14 290.76
MOM/CCSD(T)/cc-pCVTZ 290.7 291.2
MOM/B3LYP/cc-pCVTZ 285.7 285.9
MOM/B3LYP/aug-cc-pCVTZ 285.7 286.0
CVS-EOM-IP-CCSD/cc-pCVDZa 292.1 292.4
CVS-EOM-IP-CCSD/cc-pCVTZa 290.7 291.0
CVS-EOM-IP-CCSD/cc-pCVQZa 290.6 291.0
CVS-EOM-IP-CCSD/aug-cc-pCVTZ 290.8 291.1

a The employed basis set was cc-pVXZ on the hydrogen atoms and cc-
pCVXZ on the carbon atoms.
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with tailored SRC1-r1 functional provides a consistently larger
energy difference (0.6 eV) for all employed basis sets.

When the symmetry-adapted molecular orbitals are used
(Fig. 4), at the Franck–Condon point, four low lying states can
be identified – S1 and S2 correspond to the transitions from the
edge carbons and S3 and S4 to transitions from the central
carbons. Two of the states are bright (S2 and S4) corresponding
to 2ag - 2au and 1ag - 2au, and two are dark (S1 and S3)
corresponding to 2bu - 2au and 1bu - 2au, due to the

selection rules dictated by the symmetry. However, while the
calculated energies of the vertical excitations are in good
agreement with the experimental spectrum, it is clear that
calculating purely electronic transitions for this geometry
provide an incomplete picture, and it is necessary to include
vibronic effects.

The high-level accurate simulation of a vibrationally
resolved spectrum of butadiene is non-trivial. While a single
point calculation predicts two bright (S2 and S4) and two dark
(S1 and S3) states, non-symmetric vibrational motions lead to
hole localisation and non-zero values of the TDM for the dark
states. The effect of the core-hole localisation can be clearly
seen from the potential energy curves of the four low energy
core excited states (Fig. S5 and S6 in the ESI†) and oscillator
strengths (Fig. S7 and S8 in the ESI†) along the vibrational
coordinates. Along several vibrational modes, the potential
energy curves show double minima profiles for the first pair
of electronic states (S1 and S2, transitions from the edge
carbons) as well as for the second pair (S3 and S4, transitions
from the central carbons); see, for example n19 or n21 in Fig. S6
in the ESI.† We can either employ the double-harmonic
approximation, which in many cases yields well-resolved spec-
tra while, at the same time, producing diabatic curves in the
manifold of states, or we can concentrate on the fully adiabatic
picture without the harmonic approximation.

For the double-harmonic approximation, the vibrational
frequencies were calculated for the optimised geometries of
the two lowest energy core-excited states at the MOM/B3LYP/
cc-pVTZ+cc-pCVTZ level of theory (Table S7 and Fig. S9 in the
ESI†). Optimisation of the core-excited states with transitions
from the central carbon atoms (S4) is especially tedious because
of the flat double well potential energy profiles which prefer a
symmetric structure (with two negative low-frequency modes
o100 cm�1). This approach neglects the dependence of the
TDM on the coordinates and only provides information on the
overlap of the ground state wave function with the core-excited
wave functions of S2 and S4. For the S2 state, the highest
intensity is observed for the n21 mode (CH2 symmetric stretch-
ing mode), while for the S4 state, the highest intensity is

Fig. 3 Top panel: The pre-edge region of the C K-edge XAS spectrum of
butadiene. Middle panel: Theoretical core XAS vibronic spectrum calcu-
lated at the SRC1-r1/cc-pCVTZ level with a vertical Hessian approximation
on a displaced Franck–Condon point geometry. Inset is a schematic of the
lowest vibrational energy level of S1 and S2 for mode v21 to show the
harmonic approximation (yielding diabatic states). Bottom panel: Calcu-
lated overlaps between the ground and excited state wave functions
without the harmonic approximation. Inset is a schematic without the
harmonic approximation (fully adiabatic framework). The energy splitting
between the ground vibronic states is 0.38 eV in the exact case (note that it
is exactly 0 eV in the harmonic approximation).

Fig. 4 Canonical molecular orbitals showing four core orbitals and the
LUMO orbital of butadiene.

Table 2 Vertical core-excitation energies in eV for butadiene optimised at
the MP2/aug-cc-pVTZ level

Method

Edge carbons Central carbons

(S1, S2) (S3, S4)

MOM/CCSD(T)/cc-pCVTZ 284.9 285.6
MOM/B3LYP/cc-pCVTZ 279.8 280.4
MOM/B3LYP/aug-cc-pCVTZ 279.8 280.4
SRC1-r1/aug-cc-pCVTZ 284.7 285.3
SRC1-r1/cc-pCVDZ 285.1 285.7
SRC1-r1/cc-pCVTZ 284.8 285.4
SRC1-r1/cc-pCVQZ 284.7 285.3
SRC1-r1/aug-cc-pCVTZ 284.7 285.3
CVS-EOM-EE-CCSD/cc-pCVDZa 286.4 286.8
CVS-EOM-EE-CCSD/cc-pCVTZa 284.7 285.1
CVS-ADC(2)-X/cc-pVTZ 284.3 284.6

a The employed basis set was cc-pVXZ on the hydrogen atoms and cc-
pCVXZ on the carbon atoms.
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observed for the n17 and n20 modes (C–C stretching and CH2

stretching modes, respectively).
The vertical Hessian approximation, still within the harmo-

nic approximation, is challenging at the Frank–Condon point
due to the singularity of the TDM. The calculations were
performed for a very slightly distorted geometry and a fixed
value of the TDM (Fig. 3). Overall, the total calculated XAS
spectrum with this approach shows reasonable energetic agree-
ment with the experimental spectrum, and good agreement
with the overall spectral linewidth and the presence of three
broad spectral features that contribute to the overall observed
lineshape. However, the harmonic approach cannot describe
the true adiabatic surfaces resulting in degenerate states and
the interpretation needs to be checked within fully adiabatic
calculations. Of key importance to the later interpretation of
the resonant Auger spectra is that the decomposition of the
calculated spectrum into the contributions from individual
electronic transitions reveals that the majority of the intensity
below 284.5 eV in the experimental spectrum can be assigned to
transitions to the S1 and S2 states, corresponding to excitation
originating on the edge C 1s orbitals. The second broad feature
predominantly arises from transitions to the S3 and S4 states
from the central C 1s orbitals, though there is some overlap and
intensity contribution from the lower energy features. Unfortu-
nately, this approach is again lacking the complex TDM depen-
dence on the molecular displacement which modifies the
intensities corresponding to excitation of particular vibrational
modes. Thus the spectra are not quantitatively represented.

Further insight on the vibronic XAS spectrum, beyond the
harmonic approximation, is based on the precomputed 1D
adiabatic curves. Full details of the procedure, involving inte-
gration of the exact 1D vibrational wave function for calcula-
tions of the XAS, are included in the ESI,† Section 1. Excitation
energies and the corresponding wave function overlaps are
shown in the bottom panel of Fig. 3. The results obtained
using this approach show a qualitative difference from the
previous data based on diabatic curves. While the S1/S2 and
S3/S4 states are degenerate within the harmonic approximation,
an B0.6 eV splitting emerges between the pairs of electronic
states from the exact treatment of the normal modes. The
discrepancy stems from a strong anharmonicity of the three
vibrational modes – n17, n19, and n21. Along these modes, the
S1/S2 and S3/S4 state degeneracy is lifted and the lowest vibronic
energies split. This splitting is not seen in the harmonic
approximation (inset in Fig. 3). The fully adiabatic approach
therefore suggests that the onset of the pre-edge XAS feature
corresponds to the excitation to S1 only, while both the S2 and
S3 states contribute to the band with an onset at 284.75 eV in
the experimental spectrum. The S4 state lies above all of these
features in the high energy part of the spectrum. The intensities
in Fig. 3 correspond to only the overlaps between the states.
To obtain the correct intensities of the current peaks, full
integration of the TDM would be necessary. This is, however,
non-trivial due to arbitrary changes in the sign of the TDMs in
the electronic structure calculations. There are two more
aspects that one needs to bear in mind while comparing the

calculated spectra with the experiment. The calculations are
based on the SRC1-r1 potential energy curves which exhibit a
higher energy difference between the transitions from the edge
(S1 and S2 states) and central carbon sites (S3 and S4 states) than
do the CVS-EOM-CCSD or ADC-(2)-X methods, and this may be
artificial. The second drawback is that the fully adiabatic
calculation with our in-house code corresponds to 0 K, and
this may alter the intensity of some of the vibrational modes;
however, it should not alter the splitting of the states observed
or invalidate the presented view of the spectra.

The non-trivial picture of X-ray absorption has further
implications for the vibrationally resolved resonant Auger
spectra simulations. Because none of the employed approxima-
tions provide the quantitative XAS spectra, we cannot apply the
step model in which we would assume a coherent excitation of
various stationary vibrational states in the intermediate state
and we cannot calculate the amplitudes as the Franck–Condon
factors between the vibrational functions of the ground and
intermediate state and similarly between the intermediate and
final state as:15,17,63,65

F0f ðoÞ /
X

i

0jDjnh i njQjfh i

o� En � E0ð Þ � i
G
2

; (1)

where D is the dipole interaction (the absorption process is
governed by the dipole matrix element), Q is the Coulomb
interaction (the decay is controlled by the Coulomb inter-
action), 0, n and f refer to the ground, intermediate and final
state, respectively. Unfortunately, the time-dependent formula-
tion for decaying states that would overcome the described
problems is computationally not feasible at the moment for
larger molecules.16,66,67

Calculation of the XAS spectrum is a key step for the
simulations of the resonant Auger spectra that will be pre-
sented later. However, as we stated previously, the unambig-
uous identification of all the peaks in the high resolution XAS
spectrum is not trivial. Therefore we pragmatically opt for using
the ‘‘vibration-free’’ approach based on the NEA. The spectra
are shown in the right panel in Fig. 6 at the CVS-EOM-EE-CCSD/
cc-pVTZ+cc-PCVTZ level; the comparison for several methods is
provided in Fig. S10 in the ESI.† The results for all tested
methods (TDDFT/SRC1-r1/cc-pVTZ, CVS-EOM-EE-CCSD/cc-
pVDZ+cc-PCVDZ and CVS-EOM-EE-CCSD/cc-pVTZ+cc-pCVTZ)
show that the first peak corresponds exclusively to the excita-
tion from the edge C 1s - p*. The second resolved peak in the
XAS spectrum corresponds to the combination of edge C 1s -

p* and central C 1s - p* excitations, which is in qualitative
agreement with previous calculations. We can thus expect that
in the resonant Auger spectra we will not see a rapidly changing
signal, but gradually evolving features. The NEA calculations
do not include any vibrational resolution, but they provide a
description of the core-excited initial states prepared in the
resonant Auger excitation process. They also provide informa-
tion of the way in which these intermediate states influence the
final observed Auger spectra.
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3.4 Non-resonant Auger spectra

The non-resonant Auger spectrum of butadiene recorded at an
incident photon energy of 395 eV is shown in Fig. 5. The
spectrum displays one intense feature at a high kinetic energy
of B264.6 eV and several overlapping features towards lower
kinetic energies superimposed upon a large background. For
comparison, the simulated non-resonant Auger spectra at the
EOM-CCSD level within the NEA approach are shown decom-
posed into contributions arising from ionisation of the edge
and central carbon atoms (and into contributions due to the
different multiplicities of the final states involved in the Auger
process). The theoretical spectrum was modelled for 25 final
dicationic (2h) states and captures adequately the high kinetic
energy range features. Across the entire kinetic energy range,
the contributions from processes involving the central or edge
carbons are very heavily overlapped. The small energetic ped-
estal on the high kinetic energy side of the feature at 265.5 eV in
the calculated spectrum is potentially exclusively attributable to
processes from the central carbon. The small energetic shift
(B0.4 eV) between the Auger spectra arising from ionisation of
the central and edge carbon atoms reflects the energy differ-
ence between the respective core-ionised states.

The calculated double ionisation potentials of the 25 final
dicationic (2h) states are listed in Table S8 in the ESI.† These
predicted energies allow the peak observed at a kinetic energy
of 264.6 eV in the experimental spectrum to be attributed to the
(1bg)�2 configuration. The more severely overlapped peaks
observed towards lower kinetic energies correspond to the
various final states involving the more tightly bound valence
orbitals. The non-resonant Auger spectrum is heavily congested
because it not only involves contributions from multiple core-
hole initial states but also a large number of final states with
different multiplicities. These complications provide a strong

motivation for performing resonantly excited measurements on
this system.

3.5 Resonant Auger spectra

Fig. 6 shows a comparison between the experimental resonant
Auger spectra recorded at a series of incident photon energies
and the calculated Auger spectra within the NEA approach for a
set of 50 geometries at the EOM-CCSD/cc-pVTZ+cc-pCVTZ level.
Spectra calculated with the smaller cc-pVDZ+cc-pCVDZ basis
set for a set of 400 geometries are provided in Fig. S15 in the
ESI.† In the experiment, the incident photon energies were
selected according to the local maxima of the vibrationally
resolved XAS spectrum (the left-most panel of Fig. 6). However,
within the NEA approach, the spectra are ‘‘vibration-free’’ so
there are no local maxima corresponding to the excitation of
the selected vibrational modes (the right-most panel of Fig. 6).
The resonant Auger spectra were therefore constructed slightly
differently. The X-ray absorption energies, Auger widths
and Auger electron kinetic energies were calculated for all
50 geometries; these values can be plotted in the form of 2D
histogram graph (see Fig. 7). This 2D map can then be filtered
for an arbitrary excitation energy and width, e.g. the theoretical
data can be more finely ‘‘sliced’’ in excitation energy than
the corresponding experiment, thereby facilitating the visuali-
sation and evaluating the changes in the resonant Auger
spectra as the underlying electronic character changes across
the XAS features.

The resonant Auger spectrum recorded at an incident
photon energy of 284.01 eV displays two intense features at
kinetic energies of 270.27 eV and 274.69 eV (Fig. 6). The latter of
these features shows a distinct asymmetry in the peak shape
towards lower kinetic energies, together with a shoulder on the
high kinetic energy side. A magnified version of this region of
the spectrum is available in Fig. S16 in the ESI.† The feature
with the highest kinetic energy is intense at all the photon
energies used in the present study but its vibrational envelope
exhibits pronounced changes as a function of photon energy.
The feature at a kinetic energy of 270.27 eV is also intense in the
spectra recorded at photon energies of 284.01, 284.18 and
284.42 eV, but at higher photon energies its intensity rapidly
diminishes, and this reduction is correlated with the growth of
a feature with a kinetic energy around 272.5 eV. At an excitation
energy of 285.21 eV, and at higher excitation energies, the Auger
spectra begin to show more significant changes which correlate
with excitation into the tail of the broad 1s - p* features in the
XAS and, for the Auger spectrum recorded at 285.96 eV, excita-
tion into core-excited states of a different electronic character.
Comparisons of the resonant Auger spectra to the valence band
and the non-resonant Auger spectra are included in Fig. S12–S14
in the ESI.† The comparison to the valence band photoelectron
spectrum demonstrates that the feature with the highest kinetic
energy is due to participator decay into the X̃ 2Bg final state, where
the hole is localised in the HOMO. Valence shell photoelectron
spectra due to direct ionisation show that the X̃ 2Bg state band
exhibits significant vibrational structure.56 This structure shows
some similarities with the vibrational envelope associated with the

Fig. 5 The black line shows the experimental spectrum recorded at an
incident photon energy hv = 395 eV. The blue line corresponds to the
contributions from the edge carbons (for both singlet and triplet multi-
plicities of the final doubly ionised states), and the purple line shows the
contribution from the central carbon atoms. The spectrum was calculated
at the EOM-CCSD/cc-pVTZ+cc-pCVTZ level within the NEA approach for
a set of 50 geometries, with each line being Gaussian broadened by
phenomenological 0.05 eV.
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Auger peak at 274.69 eV but it is evident that autoionisation from
the core-excited state leads to the population of high vibrational
levels that are not populated in direct ionisation. The other main
feature, at a kinetic energy of 270.27 eV, arises from participator
decay into the C̃ 2Bu and D̃ 2Ag states. Again, however, the overall
shape of the Auger peak differs from that due to direct ionisation
into these two states56 as a consequence of autoionisation.

Overall, the agreement between the calculated resonant
Auger spectra and the experimental spectra is excellent because
the main trends in peak positions and intensities are well

reproduced. The subtle evolution, as a function of incident
photon energy, in the relative intensities of the Auger peaks at
270.27, 272.0 and 274.69 eV is well-produced in the calculations
(the two theoretical Auger spectra corresponding to the lowest
incident photon energies are not accurate due to a limited
number of sample geometries). The first significant change in
the overall Auger spectrum, and the appearance of the features
due to participator decay into the Ã 2Au and B̃ 2Ag states,
at excitation energies of 284.65 eV and above, corresponds
to the underlying change in the electronic character of the

Fig. 6 Resonant Auger measurements across the pre-edge region of butadiene recorded with an incident photon bandwidth of B65 meV. The left-
most panel is the XAS spectrum where the lines denote the excitation energies used for the Auger measurements. The right-most panel shows the XAS
spectrum calculated within the NEA approach for a set of 50 geometries at the CVS-EOM-CCSD/cc-pVTZ+cc-pCVTZ level. The XAS spectrum was
sampled with a 0.16 eV width; in each energy interval, the Auger spectra were calculated at the EOM-CCSD/cc-pVTZ+cc-pCVTZ level and summed to
provide the signal shown in the centre-right panel.
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core-excited state. From the analysis of the XAS spectrum, this
overall change in the intensity profiles of the first three Auger
bands matches the change in excitation of the 1s transitions
located on the edge carbons to those localised on the central
carbon atoms.

Further qualitative insight into the observed intensity
changes can be based on discussing an overlap between the
core orbitals localised on the edge or central carbons with the
frontier molecular orbitals in terms of population analysis.
Löwdin population analysis is particularly useful in this
respect. The data in Fig. 8 show the contributions of the edge
1s carbon orbitals and the central 1s carbon orbitals to the
frontier molecular orbitals. The population analysis was calcu-
lated for a set of 50 geometries and the contributions are shown
with respect to the excitation energies calculated for each
structure at the CVS-EOM-EE-CCSD/cc-pVTZ+cc-pCVTZ level.
As can be seen from the figure, while the contribution to the
HOMO is much higher for the edge carbons, for the HOMO�1
and HOMO�2 the situation is reversed. Thus, when the edge
carbons are core excited, a higher intensity can be expected for
the Auger peak with the highest kinetic energy, corresponding
to participator decay leading to a hole in the HOMO, than if the
central carbons are core excited. This is clearly in agreement
with the experiment. The opposite trend is predicted for the
second Auger peak which corresponds to the final states invol-
ving holes in the HOMO�1 and HOMO�2 orbitals (Ã 2Au and

B̃ 2Ag). The change in intensity is not so convincingly predicted
for the final ionic states involving HOMO�3 and HOMO�4
(C̃ 2Bu and D̃ 2Ag).

4 Conclusions

Despite its relatively small size, butadiene is an excellent
example of a molecule which suffers from significant spectral
congestion in the pre-edge region of the XAS spectrum, owing
to contributions from multiple electronic and vibrational states
which can be disentangled using the resonant Auger spectra.
The high symmetry of butadiene, its reasonably rigid structure
and the presence of core-hole localisation effects make it a
highly challenging system to describe theoretically. We have
tested the performance of several theoretical approaches, in
particular the NEA approach and detailed calculations within
the harmonic approximation or with full adiabatic vibronic
calculations, for disentangling the XAS and resonant Auger
spectra. The overall agreement of the positions of the two main
1s - p* transitions in the XAS spectra are in excellent agree-
ment with fits of the linear-coupling models to the experi-
mental data.20 A more comprehensive picture reveals the
more subtle contributions from four electronic states due to
the symmetry breaking connected to the hole-localisation and
due to the different vibrational progressions associated with

Fig. 7 2D histogram plot of the resonant Auger spectrum calculated at
the EOM-CCSD/cc-pVTZ+cc-pCVTZ level within the NEA approach for a
set of 50 geometries.

Fig. 8 Contributions in % of carbon 1s molecular orbitals to selected
valence molecular orbitals calculated at the B3LYP/cc-pVTZ level for 50
selected structures of butadiene. The contribution from the edge carbons
is violet, and the contribution from the central carbons is green. The data
are plotted with respect to the X-ray absorption energies calculated at the
CVS-EOM-EE-CCSD/cc-pVTZ+cc-pCVTZ level for the same set of struc-
tures. The inset in the left side shows the individual molecular orbital
(threshold for electron density set to 0.05 a.u.).
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each electronic state. The comparison of the NEA approach
with vibronic calculations demonstrates that a full description
of the XAS requires consideration of both ensemble and
vibronic effects. However, a simplified, ‘‘vibration-free’’ approach
within NEA is largely sufficient for the calculations of the main
trends in the resonant Auger observables while providing a very
practical and feasible approach. Moreover, the NEA approach
provides a straightforward way for plotting the resonant Auger
spectra in the form of the 2D histogram. This allows the spectral
manifestations of the subtle changes in the electronic structure to
be captured effectively.

For butadiene, the resonant Auger spectra offer a rich
insight into the complexity that is somewhat obscured in the
XAS spectra alone. The resonant Auger spectra and their
theoretical interpretation show that excitation of different
carbon environments is responsible for the observed variation
in the intensities of the high kinetic energy spectral features.
Specifically, if the edge carbons are core excited, a higher
intensity is expected for the higher kinetic energy Auger
(participator decay with a hole in the HOMO) and a very small
intensity is expected for the second highest kinetic energy
peak (participator decay with a hole in the HOMO�1 and
HOMO�2). If the central carbons are core excited, the oppo-
site trend occurs. The underlying reason can be understood in
terms of the overlap between the core orbital and the HOMO
conveniently modelled by the Löwdin population analysis.
These observations demonstrate the advantages of utilising
resonant Auger spectroscopy to distinguish between different
electronic excitations and site-specific dynamics. Here, the
Auger process projects overlapping complex core-excited
states on more ‘interpretable’ final valence-ionised states
and serves as a unique tool to identify the character of the
electronic states involved in core-excitations. In another
words, it is possible to disentangle energetically overlapping
transitions and to understand the underlying electronic struc-
ture in polyatomic systems.

Interestingly, the reported high-resolution resonant Auger
spectra demonstrate vibrational progressions. Higher-resolution,
polarisation-dependent measurements would be beneficial
for a better understanding of the vibrational contributions to
the Auger spectra as it is clear from an analysis of the peaks
corresponding to the X̃ 2Bg, Ã 2Au, B̃ 2Ag, C̃ 2Bu and D̃ 2Ag

bands that the vibrational progressions observed do not
reflect those in the valence band. Within the two-step model,
the question then arises from which of the states (intermedi-
ate or final states) the vibrational information contained in
the Auger spectrum arises and whether this information can
be used not just to evaluate the relative character and weights
of different contributions in complex absorption spectra but
also to obtain more subtle information on the involvement
of the nuclear dynamics in the Auger process itself and
chemical insights into site selective dynamical processes.21

None of this information, however, can be inferred from the
NEA approach. A full reconstruction of the time-dependent
process of autoionisation would require an extension of the
Fano theory.68
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