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Surface phase diagrams from nested sampling†

Mingrui Yang, a Livia B. Pártay b and Robert B. Wexler *a

Studies in atomic-scale modeling of surface phase equilibria often focus on temperatures near zero

Kelvin due to the challenges in calculating the free energy of surfaces at finite temperatures. The

Bayesian-inference-based nested sampling (NS) algorithm allows for modeling phase equilibria at

arbitrary temperatures by directly and efficiently calculating the partition function, whose relationship

with free energy is well known. This work extends NS to calculate adsorbate phase diagrams,

incorporating all relevant configurational contributions to the free energy. We apply NS to the

adsorption of Lennard-Jones (LJ) gas particles on low-index and vicinal LJ solid surfaces and construct

the canonical partition function from these recorded energies to calculate ensemble averages of

thermodynamic properties, such as the constant-volume heat capacity and order parameters that

characterize the structure of adsorbate phases. Key results include determining the nature of phase

transitions of adsorbed LJ particles on flat and stepped LJ surfaces, which typically feature an enthalpy-

driven condensation at higher temperatures and an entropy-driven reordering process at lower

temperatures, and the effect of surface geometry on the presence of triple points in the phase diagrams.

Overall, we demonstrate the ability and potential of NS for surface modeling.

1 Introduction

The structure and composition of solid surfaces play an essential
role in determining their properties for various high-stakes appli-
cations, including gas sensing1 and optoelectronics,2 in addition
to those central to mitigating the effects of climate change, such
as photovoltaics3 and catalysis. For the latter, studies show that
operando surface reconstruction, i.e., changes in the structure and
composition of the topmost layers of a solid, can govern the
activity and selectivity of heterogeneous catalysts for the CO2

reduction,4,5 H2 evolution,6–8 O2 evolution,9–11 and O2 reduction
reactions,12 to name a few examples. Therefore, designing cata-
lysts for these reactions and functional materials for other surface-
specific processes requires an atomic-scale understanding of sur-
face reconstruction and its dependence on operating conditions.
However, the experiments that can measure these properties are
typically done under conditions that differ from operating
conditions,13 with only a few exceptions.14

To fulfill the need for atomic-scale information about oper-
ando surface phases, the field has often turned to computer

simulations, which typically fall under one of three categories:
thermodynamic, optimization-based, and statistical thermo-
dynamic approaches. The most notable example of the former
is ab initio surface thermodynamics, pioneered by Scheffler
and coworkers.15–17 In this approach, one uses quantum-
mechanics-based simulation techniques to calculate the grand
potentials per unit surface area for a set of slabs, the structures
and compositions of which are typically guided by chemical
and physical intuition (see Fig. 1 for an example of a surface
slab model). The resulting surface grand potentials are usually
approximate because only those finite-temperature effects asso-
ciated with the enthalpy and entropy of harmonic vibrations are
included, if at all. The contributions due to anharmonic vibra-
tions and, more generally, configurational degrees of freedom
are commonly ignored18 (except for gas phases, where reference
measurements or the ideal gas equation of state have been
used) to make surface calculations computationally tractable,
especially when employing an ab initio-based description of the
chemical bonds, such as density functional theory.

While ab initio thermodynamics can be insightful, in the
absence of input from careful measurements, the variety of
possible surface structures one must intuit is unclear.
Optimization-based approaches have shown promise in more
comprehensively navigating the ambiguity of surface phase space.
These include enumerating mean-field configurations,19 random
structure searching,20 simulated annealing,21 basin hopping,22

global activity search,23 stochastic surface walking,24 evolutionary/
genetic algorithms,25–28 particle swarm optimization,29 active
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learning,30 and reinforcement learning.31 The methods above
guide the search for structures that minimize the zero-Kelvin
surface energy as a function of composition, which are used as
inputs for ab initio thermodynamics in the grand canonical
ensemble. Recent studies have increasingly employed (Markov
chain) Monte Carlo (MC) simulations in various ensembles, such
as canonical,32 grand canonical,33–36 and semi-grand canonical,37

to facilitate the discovery of operando surface phases. These
simulations leverage the Metropolis–Hastings algorithm, allowing
efficient sampling from specific probability distributions within
defined thermodynamic constraints. This approach is particularly
effective for potential energy surfaces (PESs) characterized by
shallow wells. However, it encounters limitations in systems with
deep potential wells, where ergodicity can be broken. This results
in simulations that heavily depend on initial conditions and may
not comprehensively explore configuration space. Consequently,
accurately calculating the free energy in such systems remains a
complex task. In these scenarios, generating accurate surface
phase diagrams is challenging unless it is established that
entropic contributions are minimal.

Recently, Zhou, Scheffler, and Ghiringhelli introduced an
approach to efficiently estimate the free energy of surfaces
from replica-exchange (RE) grand-canonical sampling and the
multi-state Bennett acceptance ratio method.18 Their algorithm

marks a notable advancement in computational surface science,
especially with the inclusion of anharmonic contributions to free
energy. It is interesting to consider that calculating free energy
involves an integral over the phase space volume. Therefore,
employing a sampling grid based on phase space volume, in
contrast to the temperature-based approach used in RE and the
energy-based approach used in Wang–Landau sampling,38,39

could provide a more accurate and efficient approach to
sampling near and away from surface phase transitions. This
method offers the advantage of not requiring prior knowledge of
the stable phases,40 further enhancing the already significant
capabilities of the RE approach. We propose an alternative
approach based on nested sampling (NS), which constructs a
set of slabs equidistant in the natural logarithm of surface phase
space volume. NS was first introduced in Bayesian statistics,41,42

and was later adopted by various research fields43 and adapted
to sample the PES of atomic-scale systems.40,44,45 The power of
NS has been demonstrated in studying various systems, including
the formation of clusters,46,47 calculation of the quantum parti-
tion function,48 sampling transition paths,49 as well as computing
the pressure–temperature phase diagram for various metals,
alloys, and model potentials,50–54 which often identified pre-
viously unknown stable solid phases.

This study uses NS to calculate coverage-temperature adsor-
bate phase diagrams, a subset of surface phase diagrams, as a
proof of concept for future investigations of more complex
material interfaces and interfacial conditions. Here, ‘‘coverage’’
follows the standard definition as the ratio between the num-
ber of adsorbed particles on a surface and the number of
particles in a filled monolayer (ML) on that surface. We carry
out NS for surfaces of the Lennard-Jones (LJ) solid, constructing
the canonical partition function from potential energy values
recorded while compressing the natural logarithm of the
adsorbate phase space volume by a constant factor at each
iteration. While a considerable body of research exists on the LJ
system, much of this work has concentrated on its bulk solid
(for example, see ref. 55–57) and fluid phases (for example, see
ref. 58–60), as well as the physical properties of its bulk-
terminated surfaces (for example, see ref. 61–63). Significant
progress has been made in understanding these aspects.

Nonetheless, the comprehensive examination of coverage-
temperature adsorbate phase diagrams for LJ solids, especially
beyond two-dimensional models and simpler lattice frame-
works, presents an opportunity for further exploration. This
aspect has not been as extensively covered as other areas, as
seen in the more focused research that primarily addressed
two-dimensional cases (for example, see ref. 64–68). Our
approach differs by sampling a continuum of particle positions
within the canonical ensemble rather than discretized particle
positions (i.e., a lattice gas model) in the grand canonical
ensemble.69–71 While the grand canonical ensemble offers
insights more directly pertinent to catalyst design, employing
the canonical ensemble is more computationally efficient. This
efficiency is particularly beneficial in reducing the computa-
tional demands associated with benchmarking surface NS. Our
work thus contributes to a more nuanced understanding of the

Fig. 1 An example of the surface system setup, showing a five-layer
LJ(111) slab with a 4 � 4 surface unit cell (16 fixed particles per monolayer)
and three free particles, corresponding to a maximum possible coverage
of y = 3/16 monolayer. From bottom to top, the three regions are as
follows: (1) a slab with fixed particles and a thickness of approximately 4s,
where the topmost monolayer defines the vertical position of the surface,
zsurface; (2) a sampled region where free particles can interact with the slab
and other free particles; and (3) an approximately 4s-thick impenetrable
vacuum to prevent the free particles from interacting with the periodic
image of the bottom of the slab.
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LJ system, complementing existing research while exploring
new and potentially fruitful areas.

Utilizing the constructed canonical partition function, we
compute ensemble averages of thermodynamic properties such
as the constant-volume heat capacity and order parameters that
describe the structure of adsorbate phases. For simplicity, the
particles in the solid are not allowed to move; thus, the surface
is not allowed to relax or reconstruct under the influence of
the adsorbed particles. Such simplification ensures that only
the direct interplay between adsorbed particles and the surface
is captured, providing a clearer picture of the adsorption
processes. More details are included in Section 2. Notably, we
identify phase transitions of the adsorbed particles on both flat
and stepped surfaces. Most flat surfaces exhibit an enthalpy-
driven condensation at higher temperatures, an entropy-driven
reordering process within the condensed layer at lower tem-
peratures, and a coverage above which a disordered adsorbate
phase is unstable. Ultimately, we showcase the capabilities and
potential of NS for surface modeling.

2 Computational methods
2.1 Nested sampling

2.1.1 Algorithm. NS is an algorithm for computing Bayesian
evidence, which, in statistical mechanics, can be analogously
related to the partition function. Independent configurations of
particles, commonly referred to as ‘‘walkers’’ or ‘‘live points’’, are
employed to sample atomic configuration space.40 The number
of walkers, K, remains constant during the sampling and deter-
mines the sampling resolution. NS is started by drawing a set
of random walkers from a uniform prior distribution in configu-
ration space, i.e., a set of ideal-gas-like configurations. These
configurations establish a range of potential energies, the nega-
tive exponentials of which are analogous to their Bayesian like-
lihoods. During each iteration of NS, the walker with the highest
potential energy (i.e., the least likelihood value) is identified, the
contribution of the sampled configuration to the canonical
partition function (i.e., the evidence) is calculated, and this
configuration and its potential energy are recorded. Then, this
walker is replaced by a new walker drawn from the set of ideal-
gas-like configurations (i.e., the prior distribution) but with a
constraint: its potential energy must be less than that of the
replaced configuration. This process is repeated until the lowest
potential energy configuration is identified. The idea is that the
distribution of configurations is ‘‘narrowed down’’ or ‘‘nested’’
into regions of decreasing potential energy. This approach
provides an efficient way of exploring configuration spaces where
most low-potential-energy configurations are located within a
small fraction of the phase space volume, a common occurrence
in systems that follow the Boltzmann distribution.

Previous studies have detailed NS, outlining its use in
studying clusters at constant volume40,72 and bulk materials
at constant pressure;44,45 here, we will concentrate on adsor-
bates at constant volume. In our study, we differentiate between
particles that make up the surface and those that adsorb or

condense onto it. The adsorbing particles, which we term free
particles, can move and change position, even when condensed
on the surface. In contrast, fixed particles refer to those in the
fixed structure of the surface, which do not change position
during sampling. This distinction helps to simplify our model
system, focusing on the key interactions between mobile free
particles and the static surface. With the primary objective of
establishing proof of concept, we have prioritized simplicity to
eliminate potential complexities that could obscure the phe-
nomena of interest.

Once the initial walkers are generated, the iterative part of
the sampling proceeds as follows:

1. Identify and record the walker with the highest potential
energy, denoted as Emax

i = max{E}. The phase space volume, G,
of the PES below Emax

i is given by Gi = [K/(K + 1)]i.40

2. Replace the highest-potential-energy walker with a new
walker, where the particle positions of the new configuration
are chosen randomly, but such that Enew o Emax

i . As configura-
tions with lower potential energy are sampled, the available
phase space volume shrinks. Consequently, the probability of
generating an acceptable random walker diminishes. Hence,
we generate a new walker by cloning a randomly selected
existing walker. We then employ rejection sampling to conduct
a random walk in configuration space, ensuring the walker’s
potential energy remains below Emax

i . This process effectively
decorrelates the new configuration, making it statistically inde-
pendent of its starting point.

3. Let i ’ i + 1 and return to Step 1.
Once sufficiently low-potential-energy regions of configu-

ration space are explored, NS can stop, and using the set of
recorded potential energy values from the replaced walkers, we
can calculate the canonical partition function, Z, as

Z N;V ; bð Þ ¼
X
i

wi exp �bEi N;Vð Þ½ �; (1)

where N is the number of particles, V is the volume, b = 1/kBT is
the inverse temperature, and wi is the NS weight of the i-th
iteration, wi = Gi � Gi+1.40 Since NS (see Steps 1–3 above) is
temperature-independent (temperature is only considered in
post-processing steps), one can substitute any b into eqn (1)
and therefore calculate the partition function at any tempera-
ture. Owing to its ‘‘top-down’’ approach, NS obviates the need
for pre-existing knowledge about structural or thermodynamic
properties. This feature renders it particularly effective for an
unbiased and comprehensive exploration of the PES, making it
highly suitable for identifying thermodynamically relevant
phases. We focus on phase transitions, identifiable through
local extrema and inflection points in thermodynamic proper-
ties derived from Z. These include peaks in the heat capacity
that are not influenced by the scale of potential energy. In our
calculations, we focus solely on the kinetic contributions of the
free particles, treating them classically in post-processing steps
while keeping the surface particles fixed.

2.1.2 Phase equilibria. The presence of a peak in the heat
capacity, CV, is suggestive of a phase transition and hence we
use this to locate transitions. However, in the current work we
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do not speculate on whether the observed transitions are first-
order- or continuous-like in the studied finite systems. We
calculate CV as a function of b, whose relationship with Z is
well known, i.e.,

CV bð Þ ¼ kBb2
@2 lnZ

@b2

� �
N;V

: (2)

To determine the peak positions on the CV(b) curve – and
hence the adsorbate phase transition temperatures – for different
coverages, we used the scipy.signal.find_peaks() function with
prominence = 0.02 to automatically find peaks for each CV curve.
We then manually connected adjacent peaks for neighboring
coverages to construct a coverage-temperature phase diagram.

With access to the canonical partition function, we can also
calculate the ensemble average of any configuration-dependent
property, A(ri), at a given temperature, b, as

hA bð Þi ¼

P
i

A rið Þwi exp �bEið Þ

Z bð Þ : (3)

We calculate surface order parameters to gain insight into
the structural phase transitions of LJ surfaces. These include
the average vertical position of the free particles relative to that
of the fixed surface particles, hDzi = hzfreei � zsurface, and the
average coordination number of the free particles, hCNi, includ-
ing free-free and free-fixed particle–particle bonds.

The probability Pi of sampling configuration i from the
canonical ensemble is used to identify representative equili-
brium structures of the system at a specific temperature. The
calculation is performed using the following equation:

Pi ri; bð Þ ¼ wi exp �bE rið Þ½ �
Z bð Þ : (4)

In this equation, E(ri) is used to emphasize that the potential
energy E is determined by the particle positions r of configuration i.
The structure that maximizes Pi at a given temperature b is thus the
most likely to occur at that temperature. However, it is important to
note that there can be numerous structures with probabilities close
to the maximum, especially in stable high-entropy phases and at
phase boundaries. Leveraging the recorded potential energy values
for the replaced walkers in the NS method could also allow for
constructing an optimal ensemble representation of fluxional
catalytic interfaces32,73,74 in the thermodynamic limit.

2.2 Simulation details

2.2.1 Lennard-Jones potential. In this study, we use the
well-explored LJ potential75 to demonstrate the capability of NS
for predicting adsorbate phase diagrams. The LJ potential
provides a simple yet physically meaningful model for surfaces
interacting through spherically symmetric van der Waals-type
forces. The LJ potential is typically expressed as

VLJ rð Þ ¼ 4e
s
r

� �12
� s

r

� �6� �
; (5)

where e and s serve as the potential energy and distance units,
respectively. We use the same s and e values for free-free, free-

fixed, and fixed-fixed particle interactions to model a pure LJ
solid. We shifted the LJ potential to ensure the potential energy
was zero at the cutoff radius of 4s.

2.2.2 Surface system setup. To sample the phase space of
free LJ particles above a fixed LJ surface, we divide a simulation
cell with three periodic dimensions into three regions from
bottom to top (see Fig. 1 for an example of the setup):
� Region 1: a slab with fixed particles and a thickness of

approximately 4s, depending on the surface features, e.g., flat
or stepped. The slab comprises several layers, each containing
an identical count of particles. These layers are characterized by
a fixed interlayer spacing, which varies based on the surface
features. For a more detailed and quantitative description of
different slab geometries, refer to Table S1 in the ESI.†
� Region 2: a space that extends 4s above the fixed slab,

where the free particles can interact with the fixed slab and
each other. The initial walkers are randomly and uniformly
drawn from configurations in this region. We limit the space to a
thickness of r4s (i.e., the value of the LJ cutoff radius) to
exclude any space where the free particles do not interact with
the slab (we call these ‘‘voids’’, see Section S2, ESI†). For systems
having only one or two free particles or a disproportionately large
gas phase region where the particles fall outside the interaction
range of the surface, the sampling can struggle to find config-
urations with lower energies. In this case, additional measures
could be necessary to ensure that NS proceeds to subsequent
iterations by avoiding regions of configuration space where
neighboring configurations have the same potential energy due
to being outside the range of interaction with the surface. We
describe such scenarios and solutions in Section S2 of the ESI.†
� Region 3: the topmost region is an impenetrable vacuum

created by a reflective boundary located 4s below the cell’s top.
This boundary prevents the free particles from interacting with
the slab’s bottom due to periodic boundary conditions. Alter-
native boundary conditions, such as fluctuating boundaries, will
be explored in future studies. These aim to eliminate the
constraints imposed by the simulation cell’s size, thus prevent-
ing artificial commensurability. They achieve this by introducing
a phase shift at the boundary (also an MC simulation variable).76

We constructed slabs with a 4 � 4 surface unit cell and the
following numbers of layers along the surface normal: five for
LJ(111), eight for LJ(110), six for LJ(100), and eight for LJ(311).
Different facets require different numbers of layers due to their
different interlayer spacing (see Table S1 in the ESI†). We used
these numbers of layers to ensure that the bottom surface is the
deepest possible layer within the LJ cutoff radius from free
particles adsorbed on the surface, representing a semi-infinite
bulk crystal beneath the top surface. Fig. 2 displays each facet’s top
and side views with the surface features highlighted. All four facets
explored in this work have unique surface characteristics: LJ(111),
a flat surface featuring a triangular lattice-like arrangement with
three-fold binding sites; LJ(100), a flat surface featuring a square
lattice-like arrangement with four-fold binding sites; LJ(311), a
stepped surface characterized by shallow troughs (depth = 0.48s,
opening angle = 125.31) with elongated triangular binding sites,
where an adsorbate can bind three fixed particles on the surface
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and two additional ones underneath the surface; and LJ(110),
another stepped surface, distinguished by its deeper troughs
(depth = 0.56s, opening angle = 109.51) with stretched square
binding sites, where an adsorbate can bind four fixed particles on
the surface and an extra one underneath the surface. For each
facet, the number of free particles included in the NS calculations
ranges from one to 16. With 16 free particles, an ML can be formed
on the fixed slab. We analyzed the finite-size effects of our system.
Our calculations, which are based on a 4 � 4 surface, effectively
capture the fundamental physics of the system. Selecting a 4 � 4
surface guarantees qualitative accuracy while remaining computa-
tionally feasible, as Section S1 of the ESI† explains.

2.2.3 Nested sampling parameters. Our study utilized 80
walkers per free particle for NS on surfaces. The number of NS
iterations required increases almost linearly with the number of
walkers. We used 250 iterations per walker, as our tests indicated
that this number was adequate for achieving the lowest potential
energy structures across all coverages. Consequently, for the
highest coverage scenario (16 particles per ML), we performed
320 000 NS iterations (calculated as 80 � 250 � 16).

The typical variation of potential energy during an NS run is
illustrated in Fig. 3. Initially, the algorithm identifies and
replaces configurations with high potential energy, which have
minimal impact on the partition function due to their small
Boltzmann factors. High potential energies result from the
proximity between particles, causing increased potential energy
due to LJ repulsion. As the NS progresses, the sampled

potential energies tend to decrease, eventually converging to
the system’s lowest potential energy state.

As described in Step 2, the new walkers were generated by
cloning an existing walker and then decorrelating it via a 1600-
step random walk while ensuring the energy remained below
the current maximum Emax

i . We controlled the acceptance rate
of new configurations by incrementally reducing the transla-
tional move step size during sampling. We kept the simulation
cell’s shape and volume constant throughout this process.
Every 100 NS iterations, we recorded the configurations being
replaced. These recorded structures were later used to calculate
surface order parameters and to investigate metastable states.

We performed three independent NS calculations for each
system, all with the same NS parameters but starting from
different initial walkers. These initial configurations were cre-
ated by randomly placing particles in Region 2 of Fig. 1. Our
implementation of surface NS is available in the open-source
pymatnest software, accessible at https://github.com/libAtoms/
pymatnest. The input files used to perform the NS calculations
with pymatnest and all output data are publicly available at
DOI: 10.7936/6RXS-103650.

3 Results

We used surface NS to predict the adsorbate phase diagrams for
four facets of the face-centered-cubic (fcc) LJ solid. We

Fig. 2 Top and side views of clean LJ(111), LJ(100), LJ(311), and LJ(110) surfaces. The dashed lines in panels (a)–(d) show a binding site on each surface.
The red lines in panels (e) and (f) show the LJ(111) and LJ(100) surfaces, which are considered flat. The angles indicated in red in panels (g) and (h) display
the decrease in planarity of the LJ(311) and LJ(110) surfaces, respectively. Note that the angles shown are not the bond angles but the opening of the
troughs, viewed from the side. Detailed surface specifications are included in the ESI† Table S1.
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considered two flat facets, (111) and (100), and two stepped
facets, (311) and (110), to analyze the effect of planarity on
adsorbate phase equilibria. Additionally, we chose these four
specific facets because they are some of the lowest index, lowest
surface energy, and highest surface area fraction facets on the
Wulff shape of fcc elemental solids.77 Our study employs a 4 �
4 surface unit cell for modeling the phase diagrams, which,
while computationally efficient, may introduce non-trivial
finite-size effects. Given these potential limitations, it is impor-
tant to exercise caution when extrapolating our findings to real
surfaces. However, this research aims to demonstrate surface
NS’s capabilities within the well-understood LJ system, setting a
foundation for more comprehensive and realistic simulations
in future studies. Section 3.1 concentrates on the flat LJ(111)
surface. We present its phase diagram and examine thermo-
dynamic properties computed from the partition function
calculated via NS. A comprehensive analysis of phase transi-
tions on the LJ(111) surface is provided. Section 3.2 elucidates
the relationship between phase transitions and surface planar-
ity by comparing the phase diagrams of the LJ(100), LJ(311),
and LJ(110) surfaces with that of LJ(111).

3.1 LJ(111) phase diagram

Following the procedures described in Section 2, we first
compute CV(T* = kBT/e) for the flat LJ(111) surface with cov-
erages ranging from y = 1/16 ML to one ML (i.e., y = 16/16 ML).
The CV curves for the LJ(111) surface (see Fig. 4a) display
different behaviors in the lower coverage (y o 12/16 ML) and
higher coverage (y Z 12/16 ML) regimes. In the case of the
lower coverage surfaces, two peaks in the CV curve can be
observed. A broad and shallow peak in CV is noticeable in the
lower temperature range between 0.7 and 1.0 kBT/e. In contrast,
at temperatures between 0.2 and 0.5 kBT/e, a sharper and more

distinct peak in CV emerges. At coverages above y Z 12/16 ML,
the two CV peaks merge, rising sharply as the coverage increases
toward one ML. The resulting coverage-temperature phase
diagram for the LJ(111) surface (see Fig. 4b, where each ‘‘�’’
marks a peak found by the automatic peak finder) shows two
distinct adsorbate phase boundaries for coverages lower than
13/16 ML, as expected. The two boundaries move towards each
other as the coverage increases and eventually meet at a triple-
point, at y = 13/16 ML and approximately 0.6 kBT/e.

To characterize the adsorbate phases and their transitions,
we calculated two order parameters, hDzi (see Fig. 4c) and hCNi
(see Fig. 4d), as described in Section 2.1.2. As expected, hDzi
decreases as the temperature decreases because the free parti-
cles start adsorbing on the surface; we refer to this process as
surface condensation. The 1.2s contour coincides with the
higher temperature coexistence curve, suggesting that the
adsorbed free particles form a quasi-two-dimensional layer with
a thickness approximately equal to 1.2s upon cooling. Note that
0.92s is the interlayer spacing in an LJ(111) bulk, meaning the
free particles are now, on average, near the positions where an
additional ML should form. Since the higher-temperature
adsorbate phase transition corresponds to a vertical ordering
of the free particles, the lower-temperature adsorbate phase
transition must correspond to the approximately two-
dimensional ordering of the free particles (or adsorbates, after
condensation) within the surface layer. To quantify this surface-
layer ordering, we calculated hCNi, which increases with
decreasing temperature (see Fig. 4d). At high temperatures
and low coverages, the free particles rarely interact with one
another, resulting in a hCNi E 0. However, once the tempera-
ture is less than that of the condensation, hCNi quickly reaches
its maximum possible value: for example, three for one free
particle (because the free particle occupies a hollow site

Fig. 3 The recorded potential energies (solid line), Ei, relative to the final potential energy (i.e., the lowest potential energy with T B 0), Ef, as well as the
estimated temperature (dashed line) within the range between 0.01 and 1.73 kBT/e, versus the iteration number, i, from an NS calculation, are presented
using 1280 walkers at full coverage. The potential energy decreases rapidly during the initial sampling stage (first 30 000 iterations), as the phase space
shrinks quickly when the walkers explore the high-temperature configurations in the high-potential-energy region of the PES. Then, the potential energy
decreases more slowly, accompanied by a further decrease in temperature towards absolute zero, capturing different configurations with almost
degenerate energies. Snapshots of the system illustrate the phase changes from an initial ideal-gas-like phase to a condensed but disordered phase and
then to an ordered state. Fixed particles are shown in gray, and free particles in red. Note the logarithmic scale used for energy, and that the energy series
is truncated at 320 000 iterations.
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between three fixed surface particles), and four for two free
particles (because the two free particles occupy neighboring
hollow sites). The maximum hCNi is nine, where an adsorbed
free particle is close-packed by six adsorbed free particles at
neighboring hollow sites. Overall, the lower temperature coex-
istence curve coincides with a contour in hCNi, separating a
lower coordination adsorbate phase with disordered adsorbates
above the transition temperature from a higher coordination

adsorbate phase with ordered adsorbates below the transition
temperature.

Interestingly, the 4 � 4 (and 6 � 6, see Section S1, ESI†)
LJ(111) surface has a triple point near a coverage of three-
quarters (y = 13/16 ML) and at a temperature between the two
adsorbate phase transitions observed for lower coverages. For
coverages y Z 13/16, the CV curves in Fig. 4a show only one
sharp peak. Given the lack of a lower coordination adsorbate

Fig. 4 Calculated coverage-temperature properties of the flat LJ(111) surface with fractional coverages from y = 1/16 ML up to one ML: (a) heat capacity
per free particle, with the peaks on the curves marked with crosses (�), (b) phase diagram with insets showing the maximum-probability structures from
each phase at selected temperatures for y = 8/16 ML, where the unit cell is repeated three times in x- and y-directions for better visibility of the surface
structures, (c) average z-coordinates of the free particles relative to the topmost layer in the fixed slab. Note that the bulk (111) interlayer spacing is 0.92s,
and (d) free particles’ average coordination numbers, including particle–particle and particle–surface bonding. The error bars in panel (b) represent the
standard deviations of the peak temperatures for the three independent NS runs at each coverage. The lines between the crosses in panels (b)–(d) are
only guides for the eye.
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phase with disordered adsorbates at intermediate temperatures
for coverages y Z 13/16 ML, we will refer to this process as
surface deposition, where gas-phase free particles form an
adsorbate phase with ordered adsorbates below the deposition
temperature. One can see from Fig. 4c that the phase boundary
now coincides with the hDzi = 1.05s contour versus the hDzi =
1.20s contour for the lower-coverage, higher-temperature transi-
tion, showing that the phase transition processes happen closer
to the fixed slab compared to the surface condensation. We can
rationalize the origin of these two different behaviors for lower
and higher coverages – i.e., condensation and deposition, respec-
tively – by comparing the stable surface structures below the
condensation and deposition temperatures, respectively (see
Section S6 in the ESI†). For lower coverages, the free particles
form islands and stripes (see the inset in Fig. 4b for an example
structure at y = 8/16 ML and T = 0.1 kBT/e) on the surface, with
many isoenergetic options for reconfiguration. However, for
higher coverages, the free particles form a continuous ML with
vacancies, which have limited options for reconfiguration.

Another observation from our NS results is that, on the
LJ(111) surface, the adsorbed free particles form a hexagonal-
close-packed (hcp) ML on top of the fcc LJ solid at absolute
zero. As shown in ref. 78, the LJ solid’s lowest potential energy
state stacking structure depends on how the potential around
the truncation distance is treated. In our specific setup, the
potential energy of the hcp ML is less than that of the fcc ML by
2 � 10�7e per adsorbed free particle. Thus, NS finds the hcp ML
the lowest potential energy structure. On the other hand,
molecular dynamics simulations show that crystal growth on
an LJ(111) surface consistently forms a mix of fcc and hcp
structures, with the fcc LJ(111) surface being slightly kinetically
favored.63,79 However, Somasi et al. used an LJ cutoff radius of
2.5s; therefore, based on ref. 78, we cannot simply compare
their system to ours.

3.2 Effect of surface geometry on adsorbate phase diagrams

The preceding section deepened our understanding of phase
transitions on the LJ(111) surface. This section expands our

Fig. 5 Calculated heat capacities and coverage-temperature phase diagrams for three facets of an LJ solid with decreasing planarity: LJ(100), LJ(311),
and LJ(110), with the peaks on the curves marked with crosses (�). The plus (+) markers in panels (c) and (f) indicate that irregular side peaks occur on
LJ(110) at low coverages with no clear trend. The lines between the markers in panels (d)–(f) are only guides for the eye, and the dotted lines are
speculative. The insets show the maximum probability structures from each phase at selected temperatures for y = 8/16 ML, where the unit cell is
repeated three times in x- and y-directions for better visibility of the surface structures. The diamond markers (~) indicate the disappearing peaks not
found by the automated procedure.
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investigation to three additional facets of the LJ solid, demon-
strating the versatility of our NS approach in studying adsor-
bate phase diagrams. The heat capacities for the LJ(100),
LJ(311), and LJ(110) surfaces are detailed in Fig. 5a–c, respec-
tively. Correspondingly, the phase diagrams for these surfaces
are presented in Fig. 5d–f.

3.2.1 Lattice type. First, we contrast the LJ(100) and LJ(111)
surfaces, each flat but differing in the two-dimensional lattice
types of the surface particles: a square lattice for LJ(100) and an
equilateral triangular lattice for LJ(111). The phase diagrams
show that condensation transitions on LJ(100) occur at tem-
peratures similar to those on LJ(111). The ordering process, as
established in LJ(111), is also applicable to LJ(100), as evi-
denced by our analysis of the heat capacity peaks, as well as
the order parameters (refer to Fig. S5a and b in the ESI†). Note
that the disordered-to-ordered phase boundary at y 4 10/16
ML, indicated by the ~ markers in Fig. 5d, is determined
manually by locating the shoulder peaks on the CV curves.
LJ(100) lacks the triple point evident in LJ(111), as the surface
condensation and disordered-to-ordered phase boundaries do
not converge. The progression of the disordered-to-ordered
phase boundary in our study is similar to the trends observed
in grand canonical MC simulations of a two-dimensional LJ
square lattice. Notably, the transition temperature range we
identified, T = 0.2–0.5 kBT/e (see the lower temperature transi-
tion in Fig. 5d), aligns well with the findings reported in
Patrykiejew and Borowski (see Fig. 4 in ref. 68). This correspon-
dence underscores the relevance and applicability of lattice
models in understanding adsorbate phase behavior.80,81

3.2.2 Planarity. This part examines the complexities of stepped
surfaces: LJ(311) and LJ(110). Unlike flat, two-dimensional systems,
these surfaces present unique challenges for traditional lattice
models due to their intricate geometries. The stepped surfaces
are characterized by washboard-like structures with troughs, or
‘‘missing rows’’, extending along one unit cell dimension. In
contrast, the cell is elongated in the perpendicular dimension,
markedly increasing the surface area. Due to their unique,
reduced-symmetry geometries, these surfaces feature signifi-
cantly non-degenerate binding sites.

Moreover, redefining what constitutes an ML on these
stepped surfaces is important. In this context, an ML consists
of all particles at the same height, differing from flat surfaces
where all exposed particles are typically considered part of an
ML. This approach effectively redefines the ML, preventing the
misleading impression of double particle counting per ML. To
facilitate a direct comparison of phase diagrams, we main-
tained the same number of free particles (and, consequently,
degrees of freedom) as used for the LJ(111) and LJ(100) sur-
faces. This consistency is key to understanding the nuanced
behaviors of these complex surfaces.

In our examination of the LJ(311) surface, the phase dia-
gram, shown in Fig. 5e, bears a resemblance to that of LJ(111),
featuring two adsorbate phase transitions at low coverages and
a triple point around three-quarters coverage. However, a key
distinction is the lack of a pronounced increase in heat capacity
at higher coverages above the triple point. Additionally, on

LJ(311), high-temperature phase transitions linked to the con-
densation process become more dominant, overshadowing the
lower-temperature ordering transition and complicating phase
boundary delineation. This effect is further amplified on the
LJ(110) surface, as Fig. 5f shows. Here, the low-temperature
peaks in the CV curves are overshadowed by broad, high-
temperature peaks, making the phase boundary between the
ordered and disordered phases challenging to identify. Conse-
quently, we focus only on delineating the phase boundary
between the gas and condensed phases for LJ(110), where the
condensation process is markedly more complex and distinct
from flat surfaces. Interestingly, condensation on LJ(110)
appears to be coverage-independent, as indicated by the vertical
dashed line in Fig. 5f, representing a consistent phase transi-
tion temperature %Ty = 0.8 kBT/e across all coverages.

The stepped nature of LJ(311) and LJ(110) surfaces, which
have deeper and more directional binding sites in the troughs,
drives phase transitions primarily through enthalpy changes,
contrasting with the entropy-driven ordering transitions on flat
surfaces. The reduction in surface symmetry on these stepped
surfaces significantly diminishes entropy contributions, as free
particles are more constrained by the stronger binding and the
reduced number of energetically equivalent adsorption sites.

To further understand the microscopic aspects of phase
transitions, we computed the ensemble average number of
occupied troughs on the LJ(110) surface at various tempera-
tures and coverages, as depicted in Fig. 6. Observing the
temperature range from high to low in Fig. 6, we notice an
increasing trend in trough occupancy as free particles begin to
populate the troughs, continuing until the temperature reaches
%Ty for all coverages. Below %Ty, for coverages greater than 12/16
ML, the number of occupied troughs monotonically approaches
four, the total count in the unit cell. For lower coverages (r12/16
ML), the occupied trough count trends towards JN/4n, reflecting
the ability of each trough to house up to four particles in an ML
configuration. This behavior is further evidenced by the rapid
rearrangement of free particles into the same troughs to max-
imize coordination, as shown in Fig. S7b in the ESI.† Such
rearrangements, typically accompanied by a reduction in
entropy, result in a more ordered state within the same trough,
particularly noticeable at lower coverages with numerous unoc-
cupied binding sites. The observed ordering process is linked to
the shoulder peaks on the CV curves in Fig. 5c at specific
coverages. Our order parameter analysis indicates that these
peaks signify an ordering phase transition occurring near the
temperatures of the condensation transition.

4 Discussion
4.1 Surface planarity and adsorbate disorder

We first address the disappearance of the disordered adsorbate
phase when transitioning from flat to stepped surfaces. Dis-
ordered adsorbate phases are observed at intermediate tem-
peratures on the flat LJ(111) and LJ(100) surfaces. However, this
is not true for the stepped LJ(110) surface. As Section 3.2
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outlines, the LJ(110) surface transitions directly from gas to
ordered adsorbates during condensation. This directness sug-
gests a close link between the ordering process and condensa-
tion, influenced by the surface geometry. On the LJ(110) surface,
adsorbates settle deeply into troughs post-condensation for
maximum coordination, merging the condensation and order-
ing processes. This overlap is evident from concurrent peaks in
heat capacities, indicating a need for refined analytical appro-
aches to separate these overlapping peaks. Such challenges are
common in numerical simulations and experimental studies
(e.g., ref. 82 and 83), emphasizing the crucial role of surface
topology in adsorption and ordering behaviors.

Furthermore, the LJ(311) surface, with its shallower and
wider troughs (depth = 0.48s, opening angle = 125.31), compared
to LJ(110) (depth = 0.56s, opening angle = 109.51), exhibits a
rougher topology than flat surfaces. This is reflected in the LJ(311)
phase diagram, which shows a narrower range of temperatures
and coverages where the disordered adsorbate phase is stable (see
Fig. 5e). This phase diagram is a transitional point between flat
and stepped surfaces, highlighting the critical role of planarity in
determining the equilibrium structures of adsorbates on LJ solids.

The troughs of stepped surfaces reduce the number of
isoenergetic adsorption sites, decreasing the configurational
entropy of adsorbed particles compared to flat surfaces. As a
result, the boundary of the entropy-stabilized disordered adsor-
bate phase is less distinct on LJ(110) and at high coverages on
LJ(311). One key observation is the correlation between the
presence of a triple point on the phase diagram and surface
geometry. Despite their different topologies, the triple point is
evident on LJ(111) and LJ(311) surfaces, which feature triangu-
lar binding sites. In contrast, the LJ(100) and LJ(110) surfaces,
with their square and rectangular binding sites, show no clear
triple point. Instead, they display pronounced coverage-
independent phase transitions.

4.2 Transferability of surface NS

This work demonstrates that NS can compute the coverage-
temperature phase diagrams of solid surfaces. However, other
state variables, such as pressure and chemical potential, can also
be considered. For instance, NS could be performed with particle
addition and removal steps and translational moves to construct
composition–temperature phase diagrams in the case of semi-
grand canonical NS84 and chemical potential-temperature phase
diagrams in the case of grand canonical NS. Developing the
latter will be essential to predict surface reconstructions under
operating conditions, i.e., operando chemical potentials,
robustly. Our NS implementation is also not limited to studying
surface-adsorbate phase equilibria. We define a general inter-
facial system with two interacting subsystems: (1) a fixed host
phase, which in our case is a surface slab model (see Fig. 1) and
(2) a free guest phase, which in our case are particles that start as
a randomly and uniformly distributed gas and end as an
adsorbed monolayer. The generalization of this setup to other
interfacial systems involves substituting the host and guest with
subsystems of interest. For example, consider the solid surface-
liquid solvent interface in heterogeneous catalysis and typical
rechargeable batteries. Here, the host would be the solid catalyst
or electrode surface, and the guest would be the liquid phase.
The liquid phase could be treated using explicit solvent particles
coupled with implicit solvation in a continuous dielectric med-
ium to improve computational efficiency. Alternatively, our
approach could be extended to study interfaces between two
solids, such as those at grain boundaries (where reconstructions
called complexions can form) and electrical junctions. In these
cases, the host and guest would be solids, but care would have to
be taken in selecting or designing sampling moves to increase
the acceptance ratio, as it can be low in condensed phases.

4.3 Opportunities for improving surface NS

Finally, we have adopted a simplified view of the surface, i.e., as
a host whose constituent particles can interact with other
particles but cannot move for computational convenience and
model simplicity. While this simplification allows us to focus
exclusively on the free particle–surface interplay, it precludes
the surface from contributing to the free energy via its vibra-
tional and configurational degrees of freedom, and it neglects
effects such as adsorbate-induced surface reconstructions.
Such processes can be critical for modeling specific systems
realistically, for example, CO adsorption on Pt(100),85,86 or
hydrogen adsorption on W(110).87,88 To include at least some
of these surface contributions, we propose the introduction of
‘‘flexible’’ surface particles that are neither fixed nor free but
confined harmonically to their lattice sites. Such an approach,
which we intend to develop in future work, would allow NS to
capture the effect of harmonic surface vibrations in the system
partition function. In future work, we also aim to benchmark
the accuracy and efficiency of NS against methods such as
numerical integration, replica exchange,89–92 and the Wang–
Landau algorithm.38,93 This comparison will provide valuable
insights into the strengths and limitations of each approach.

Fig. 6 The ensemble-average number of occupied troughs on LJ(110) as
a function of temperature at each coverage is shown. The shaded area
around each curve indicates the standard deviation in the number of
occupied troughs for the three independent NS runs. The horizontal
dotted lines show the integer number of troughs. The vertical dashed line
indicates the phase transition temperature, %Ty = 0.8 kBT/e.
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5 Conclusions

In this study, we developed the nested sampling (NS) algorithm
for surfaces, extending its use to predict coverage-temperature
adsorbate phase diagrams and compute surface thermody-
namic properties at finite temperatures. We employed surface
NS to construct partition functions for Lennard-Jones (LJ) solid
surfaces with fixed and free particles. We calculated the
constant-volume heat capacity from these partition functions,
using its peaks to delineate coverage-temperature adsorbate
phase diagrams.

Our analysis revealed that free particles on these surfaces
typically undergo two phase transitions: a higher-temperature,
enthalpy-driven condensation followed by a lower-temperature,
entropy-driven reordering. This NS-based approach effectively
resolved phase diagrams for both flat and stepped surfaces.
Order parameters were crucial for stepped surfaces, where
phase boundaries are less clear. These parameters, calculated
as ensemble averages of observables from the partition
function, provide statistical insights into complex surface
behaviors.

This work enhances our understanding of surface processes
and paves the way for future implementations of NS on open
thermodynamic systems and multi-species surfaces. Such
advancements are critical for identifying interfacial phases that
are key in material performance for commercial, industrial,
and climate change mitigation applications.
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