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ty-aware deep learning model for
predicting the outcomes of the hydrolase-
catalyzed kinetic resolution†

Xinchun Ran,a Yaoyukun Jiang, a Qianzhen Shao a and Zhongyue J. Yang *abcde

Hydrolase-catalyzed kinetic resolution is a well-established biocatalytic process. However, the

computational tools that predict favorable enzyme scaffolds for separating a racemic substrate mixture

are underdeveloped. To address this challenge, we trained a deep learning framework, EnzyKR, to

automate the selection of hydrolases for stereoselective biocatalysis. EnzyKR adopts a classifier–

regressor architecture that first identifies the reactive binding conformer of a substrate–hydrolase

complex, and then predicts its activation free energy. A structure-based encoding strategy was used to

depict the chiral interactions between hydrolases and enantiomers. Different from existing models

trained on protein sequences and substrate SMILES strings, EnzyKR was trained using 204 substrate–

hydrolase complexes, which were constructed by docking. EnzyKR was tested using a held-out dataset

of 20 complexes on the task of predicting activation free energy. EnzyKR achieved a Pearson correlation

coefficient (R) of 0.72, a Spearman rank correlation coefficient (Spearman R) of 0.72, and a mean

absolute error (MAE) of 1.54 kcal mol−1 in this task. Furthermore, EnzyKR was tested on the task of

predicting enantiomeric excess ratios for 28 hydrolytic kinetic resolution reactions catalyzed by

fluoroacetate dehalogenase RPA1163, halohydrin HheC, A. mediolanus epoxide hydrolase, and P.

fluorescens esterase. The performance of EnzyKR was compared against that of a recently developed

kinetic predictor, DLKcat. EnzyKR correctly predicts the favored enantiomer and outperforms DLKcat in

18 out of 28 reactions, occupying 64% of the test cases. These results demonstrate EnzyKR to be a new

approach for prediction of enantiomeric outcomes in hydrolase-catalyzed kinetic resolution reactions.
1. Introduction

Stereoselective biocatalysis provides strategies to differentiate
enantiomers in the synthesis of pharmaceuticals, agrochemi-
cals, and other ne chemicals.1 Hydrolases have been widely
employed for kinetic resolution in industrial chemical
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synthesis. For instance, lipases and esterases, such as lipase B
Candida antarctica (CAL-B),2 lipoprotein lipase,3 gluconolacto-
nase, acetylcholine esterase,4 and thermolysin, catalyze the
formation of chiral esters with high enantio- or regioselectivity.5

Dehalogenases, such as uoroacetate dehalogenase RPA1163,
accelerate the stereoselective synthesis of uorocarboxylic acid.6

Epoxide hydrolases have been used to generate enantiopure
diols and unreacted epoxides for pharmaceutical uses.7 Chiral
biocatalysts receive popularity due to their ability to catalyze
reactions with high specicity, efficiency, mild operating
conditions, and environmental sustainability.

However, for a non-native substrate, identifying biocatalysts
with high stereoselectivity for kinetic resolution can be chal-
lenging due to the unknown structure–function relationships.8

To address this, empirical and computational models have been
developed to predict stereoselective outcomes of hydrolase-
catalyzed kinetic resolution. In 1998, Kazlauskas et al.9 estab-
lished a model that links the size or hydrophobicity of stereo-
center substituents with enantioselectivity for ∼130 esters
derived from secondary alcohols. In 2002, Tomić et al.10 used
quantitative structure–activity relationship (QSAR) analysis to
predict the enantioselectivity of Burkholderia cepacia lipase
(BCL)-catalyzed acylation reactions involving thirteen racemic
Chem. Sci., 2023, 14, 12073–12082 | 12073
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3-(aryloxy)-1,2-propanediols. In recent years, machine learning
has emerged as a powerful tool to predict stereoselective bio-
catalytic processes.11 For one, Cadet et al.12 developed amachine
learning model to predict the impact of mutations on the
enantioselectivity for epoxide hydrolase. The model was trained
using 9 possible single point mutation variants and achieves an
R2 of 0.81 on a test set containing 28 mutants. Despite the
signicant advances in models that specialize in enantiomeric
prediction for certain types of hydrolases, “generalist” models
that can predict enantioselectivity across a broad spectrum of
hydrolase scaffolds, mechanisms, and substrate types remain
undeveloped.11

One promising strategy is to directly predict the kinetic
parameters for an enzymatic reaction, because the apparent
selectivity in kinetic resolution directly connects to the
difference in hydrolytic rates between enantiomers. In recent
years, predictive models for the enzyme turnover number (i.e.,
kcat) have been developed for metabolic engineering.11 For
example, Heckmann et al.13 used elastic net regression,
random forest, and deep neural network models to predict kcat
values in Escherichia coli, achieving a cross-validated Pearson
R2 value of 0.31 for kcat and 0.76 for kapp,max. Li et al.14 devel-
oped a deep learning model, DLKcat, to predict genome-scale
kcat values for over 300 yeast species, achieving a Pearson R
value of 0.94. However, one major pitfall in the existing models
is the lack of chirality representation of the substrates. As
such, these models likely fail in the task of enantiomeric
prediction.

To address this limitation, here we developed a deep
learning model, EnzyKR, to predict the enantiomeric outcome
of hydrolase-catalyzed kinetic resolution reactions. EnzyKR
adopts a classier–regressor architecture to predict kcat values
for hydrolase–substrate pairs. Distinct from existing kcat
predictors, EnzyKR encodes the chirality information of
substrates through geometric features, substrate dihedral
angles and atomic distance maps extracted from hydrolase–
substrate pairs. As the difference in kcat values between enan-
tiomers informs stereoselectivity, EnzyKR can potentially be
used to screen and select hydrolase scaffolds for stereoselective
biocatalysis applications.

2. Computational methods
2.1 Model design and architecture

EnzyKR is composed of a classier and a regressor. The classier
identies the reactive hydrolase–substrate complexes from
unreactive ones. The input data for the classier involve the
complex structure, enzyme sequence, and simplied molecular-
input line-entry system (SMILES) string. The enzyme–substrate
complex structure is encoded in the model by using an atomic
distance map and substrate dihedrals. An atomic distance map,
which consists of atomic distances between a substrate and the
Ca atoms of its adjacent catalytic residues (annotated in IntEn-
zyDB), is transformed into an output tensor with a dimension of
612× 10 by a distance encoder. The distance encoder is a single-
layer 1D convolutional neural network (CNN), which employs
a lter size of 3, a padding size of 1, and a rectied linear unit
12074 | Chem. Sci., 2023, 14, 12073–12082
(ReLU) activation function. Dihedral angles of a substrate, which
are critical for encoding the chirality of enantiomers, are con-
verted into sine and cosine values to accommodate their periodic
nature. Subsequently, these values are concatenated with the
output tensor from the distance encoder. EnzyKR also employs
an enzyme sequence encoder, which takes in the enzyme
sequence prole generated by aligning against the UniRef50 (ref.
15) database using HMMER.16 The resulting multiple sequence
alignment (MSA) of the enzyme is then processed through 3
layers of the 2D CNN enzyme sequence encoder in which each
layer has a lter size of 11, a padding size of 1 and a ReLU acti-
vation function. The enzyme sequence encoder produces 612 ×

2385 output tensors. An alternative sequence encoder based on
pretrained large-scale sequence embedding was also tested for
EnzyKR (ESI, Text S1, Fig. S1, and Table S1†). To encode the
substrate isomeric SMILES strings, EnzyKR uses a graph neural
network (GNN) encoder with three graph convolution layers (ESI,
Text S2†).17 The RDKit package was used to represent the topology
of the substrates by separating their atoms and bonds into nodes
and edges for use in the GNN encoder.18 The input dimensions
for the graph convolution layer and the multilayer perceptron
layer are both 16. The output of the classier uses the cross-
entropy loss function to evaluate the predictive accuracy for the
binary classication of reactive versus unreactive hydrolase–
substrate complexes.

In the regressor component of the model, the input cong-
uration consists of embeddings from the classier, which are
concatenated with the substrate–enzyme distance information
and the dihedral angles representing the substrate's chiral
center, mirroring the encoding approach employed in the
distance encoder of the classier. To encode the embeddings,
the regressor uses one module of cross-attention with 8 atten-
tion heads and a dropout rate of 0.1. The attention module is
followed by residual blocks to extract features with a dimension
of 612 × 2718 from the cross-attention embeddings. The
residual blocks consist of three 2D dilated convolution layers
with a lter size of 11 and a padding size of 1, one 2D batch
norm layer, and one ReLU layer. Subsequently, two layers of
a fully connected neural network (i.e., a multiple-layer percep-
tron) are employed to conduct regression between the extracted
feature and the activation free energy (i.e., DG‡).
2.2 Data curation

The data for the hydrolase sequence, structure, substrate
SMILES, and enzyme turnover rate (i.e., kcat) were curated from
IntEnzyDB, an integrated enzyme structure-kinetics database
developed by our lab.19 The training data consist of the enzyme
sequences, substrate isomeric SMILES strings, and hydrolase–
substrate complexes. The training data contain 204 hydrolase–
substrate complexes and the test data contain 20 complexes
(ESI, dataset.zip†). The test set is held out from the training
process to prevent over-tting. The dataset includes 63 distinct
types of hydrolases, spanning over 12 enzyme commission (EC)
subclasses of hydrolase. The major subclasses are 3.1 and 3.2 –

they have 63 and 56 enzymes, respectively. There are 27 enzymes
shared by both subclasses. The dataset also contains 182
© 2023 The Author(s). Published by the Royal Society of Chemistry
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distinct types of substrates, consisting of 111 chiral and 71
achiral structural scaffolds.

The structural models for hydrolase–substrate complexes
were constructed using RosettaLigand20 (ESI, Text S3†). Each
substrate sdf le was obtained from PubChem API by searching
for their SMILES string. Conformational sampling was con-
ducted for each substrate to generate 250 conformers using the
BCL::Conf web interface.21 These conformers were used as an
input to dock into the active site of their corresponding
hydrolase using RosettaLigand. The docked hydrolase–
substrate complexes were divided into two categories based on
the spatial proximity between enzymes' catalytic residues (i.e.,
the catalytic triad) and geometric center of the reacting func-
tional group on the substrate. If the distances are all within 4.0
Å, the substrate–enzyme complexes were classied as reactive
substrate–enzyme complexes. Otherwise, the complexes were
classied as unreactive. Each reactive complex was also visually
inspected to ensure optimal positioning of the substrate into
the active site. In total, we curated 224 reactive hydrolase–
substrate complexes versus 448 unreactive ones. To examine the
capability of EnzyKR to differentiate enantiomers, we curated
an independent test set comprising the structure and experi-
mentally characterized enantiomeric excess ratio (ee%) for 28
hydrolytic kinetic resolution reactions catalyzed by uo-
roacetate dehalogenase RPA1163 (PDB ID: 5K3F),6 halohydrin
HheC (PDB ID: 1PWX),22 A. mediolanus epoxide hydrolase (PDB
ID: 4I19),23 and P. uorescens esterase (PDB ID: 1AV4).24 The data
for the ee% ratio were manually curated from the publication.
For each of the 56 hydrolase–enantiomer complexes, we adop-
ted the above-mentioned docking approach to build the struc-
tural model.

3. Results and discussion
3.1 The model architecture of EnzyKR

EnzyKR is a deep learning model designed for predicting the
activation free energy of a hydrolase–substrate complex in
a chirality-resolved fashion. EnzyKR consists of two parts:
a classier and a regressor (Fig. 1). The classier distinguishes
reactive hydrolase–substrate complexes from unreactive
binding poses, while the regressor predicts the hydrolytic acti-
vation free energy (i.e., DG‡) for the reactive complex. The
classier employs different neural network architectures to
separately encode enzyme sequences, substrate isomeric
SMILES strings, and enzyme–substrate complexes (detailed in
the computational methods section). The geometry of enzyme–
substrate complex is represented by substrate dihedral angles
and an atomic distance map. The dihedral angles can effectively
differentiate between substrate enantiomers. The atomic
distance map informs the spatial distribution of a substrate
relative to its catalytic residues, which is invariant to the
translation and reection of cartesian coordinates. The classi-
er adopts cross-entropy in its loss function for binary classi-
cation of reactive versus unreactive substrate–enzyme
complexes. The regressor of EnzyKR takes input from the clas-
sier embedding, substrate dihedral angles and substrate–
enzyme atomic distance map.
© 2023 The Author(s). Published by the Royal Society of Chemistry
The regressor leverages a cross-attention module to encode
a representation matrix that concatenates the embedding of the
classier, substrate dihedral angles, and the atomic distance
maps. The representation matrix is fed into a one-layer residual
block to extract features from the cross-attention embeddings.
These features are then used to predict the DG‡ value of
a hydrolase–substrate complex through a two-layer multiple-
layer perceptron (MLP) neural network.

The EnzyKR architecture is distinct from existing deep
kcat or DG‡ predicters in three aspects.11,13,14 First, EnzyKR
explicitly encodes spatial interactions between hydrolase and the
substrate in the form of a substrate enzyme atomic distance map
and substrate dihedral angles for both the classier and
regressor, rather than relying on annotation or tensor concate-
nation to embed them.25 Second, EnzyKR uses a cross-attention
block to extract important features from the hydrolase
sequence, substrate isomeric SMILES strings, substrate dihedral
angles and the enzyme–substrate atomic distance map. This
allows the model to effectively identify the most relevant encoded
features for downstream prediction tasks. Third, EnzyKR
employs a GNN to encode the substrate's atomic connectivity,
which is likely more effective than mere one-hot embedding.
Notably, new encoding strategies for molecular structures have
been developed that preserve chiral information, such as ChIRo26

and SELFIES.27 These methods serve as potential alternatives for
the future development of EnzyKR.
3.2 The training and test datasets of EnzyKR

The dataset used for training and testing EnzyKR includes 224
hydrolase–substrate complexes curated from 13 EC subclasses
of hydrolases (Fig. 2a). The most populated subclasses are 3.1
(e.g., esterases and lipases) and 3.2 (e.g., amylase), which have
63 and 56 members, respectively. The distribution of DG‡ values
(i.e., converted from kcat using Eyring's equation, eq(1)) ranges
from 5.0 to 23.0 kcal mol−1, with an average of 16.4 kcal mol−1

(Fig. 2b).

DG‡ ¼ �RT ln

�
kcath

kBT

�
(1)

In this equation, R is the gas constant, T is temperature, h is the
Planck constant, and kB is the Boltzmann constant. The
hydrolase with the lowest DG‡ is 3′,5′-cyclic-AMP phosphodies-
terase (i.e., EC = 3.1.4.53), which hydrolyzes the second
messenger 3′,5′-cyclic AMP (cAMP), and the one with the highest
DG‡ is acylaminoacyl-peptidase (i.e., EC = 3.4.19.1), which
cleaves an N-acetyl or N-formyl amino acid from the N-terminus
of a polypeptide. A large proportion of the curated data (i.e.,
83.5%) has an activation free energy between 12.2 and 21.2 kcal
mol−1. The wide distribution of DG‡ values reects the diversity
of catalytic performance of hydrolases. We partitioned the
dataset into training and test sets based on hydrolase sequence
identity. Among the 224 hydrolase–substrate complexes, we
held out 20 complexes in the test set whose sequence identities
are less than 85% from each other, leaving the remaining 204
complexes in the training set. The training and test datasets
contain 182 distinct types of substrates, composed of 111 chiral
Chem. Sci., 2023, 14, 12073–12082 | 12075
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Fig. 1 The architecture of EnzyKR. The classifier takes in enzyme multiple sequence alignment, substrate isomeric SMILES strings, substrate
dihedral angles and enzyme–substrate atomic distance maps to determine whether the hydrolase–substrate complex is reactive or not. The
embeddings generated from the classifier are passed to the regressor along with the substrate–enzyme complex information (i.e., substrate
dihedral angles and substrate–enzyme atomic distance maps) to predict the activation-free energy. CNN refers to a convolutional neural
network. GNN refers to a graph neural network.
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and 71 achiral structural scaffolds. Using a diverse range of
structural constructs, we intend to train EnzyKR with the
capability of accurately identifying the impact of substrate
features on enzyme activity, thereby inferring stereoselectivity
for substrate enantiomers. Notably, no stereoselectivity infor-
mation is explicitly trained into the model. The diverse range of
sequence identity, substrate scaffold, and DG‡ value potentially
endows EnzyKR with broader generalizability.
Fig. 2 Statistics of the curated dataset used for developing EnzyKR. (a) Di
in this work. The specific hydrolase subtypes as well as their EC number
chart. (b) Distribution of activation free energy, DG‡ for a total of 224 hyd
kcat using Eyring's equation shown in eqn (1). The bin size is 1.8 kcal mo

12076 | Chem. Sci., 2023, 14, 12073–12082
3.3 The performance of EnzyKR

To assess the accuracy of EnzyKR's binding pose classier, we
employed the area under the curve (AUC) metric. The classier
of EnzyKR achieves an AUC of 0.87 (ESI, Fig. S1†). Reduction in
AUC was observed upon removal of the enzyme sequence (AUC
= 0.26), substrate SMILES string (AUC = 0.63), or atomic
distance map of the enzyme–substrate complex (AUC = 0.59).
Reduction was also observed upon replacement of the GNN
stribution of enzyme commission (EC) subtypes for the hydrolases used
s (up to the second digit) are labeled on the right-hand side of the pie
rolase–substrate complexes, in which DG‡ values are converted from
l−1.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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encoder of the SMILES string by using a CNN encoder (AUC =

0.78). It's known that the incorporation of the dihedral angle is
important for correctly representing the chirality information,26

although incorporating the dihedral angle appears to play
a trivial role in the prediction accuracy of binding pose classi-
cation (ESI, Fig. S1†).

To evaluate the performance of EnzyKR's DG‡ regressor, we
employed the Pearson correlation coefficient R, Spearman
correlation coefficient R, and mean absolute error (MAE) as
metrics (Fig. 3). Additional statistical metrics, such as mean
square error and root mean square error, are reported in the
Table S1 of the ESI.† The parity plot for the training set (204 data
points) shows a linear correlation with a Pearson R of 0.85,
Spearman R of 0.79, and an MAE of 0.97 kcal mol−1. For the test
set, the parity plot shows a Pearson R of 0.72, Spearman R of
0.72, and MAE of 1.54 kcal mol−1. In both training and test sets,
EnzyKR involves a similar range of Spearman R and Pearson R,
indicating a balanced prediction accuracy of the DG‡ value and
ranking without overtting. Further benchmarks show that the
dataset splitting ratio used here (i.e., training set : test set =

204 : 20, roughly 90% : 10%) is optimal – further decreasing the
proportion of the training set leads to reduction of model
performance (ESI, Table S2†).

Compared to the training set, the drop of EnzyKR perfor-
mance on the test set is likely due to the small data size. We thus
tested the model performance by employing pretrained large-
scale sequence embedding, evolutionary scaling modeling-2
(ESM-2),28 to encode the input enzyme sequence (ESI, Table
S1†). We expect that the ESM-2 model can help improve the
model accuracy by enriching the latent space with evolutionary
Fig. 3 The performance of EnzyKR on the training set and test set. (a)
complexes and achieved a Pearson correlation of 0.85, a Spearman correl
evaluate themodel's performance on unseen data, it was tested on a pre-
correlation of 0.72, a Spearman correlation of 0.72, and an MAE of 1.54 k
are equal to the experimental values.

© 2023 The Author(s). Published by the Royal Society of Chemistry
and biophysical information. However, the results indicate no
improvement of regressor accuracy compared with the original
CNN encoder (Pearson R= 0.66, Spearman R= 0.67, andMAE=

1.95). Neither does the employment of the ESM-2 sequence
encoder improve the classier accuracy (AUC = 0.81, ESI, Fig.
S1†). These results suggest that the prediction accuracy of
EnzyKR on substrate binding poses or DG‡ values does not
critically depend on the sequence encoder (ESI, Text S1†). Our
hypothesis is that the accuracy likely relies on the capability of
the deep learning model to describe enzyme–substrate inter-
actions. The ESM-2 embedding, despite incorporating evolu-
tionary and biophysical information trained from large
amounts of sequences, does not explicitly incorporate the
information that describes enzyme–substrate interaction,
thereby failing to enhance the model performance. As a support
to this hypothesis, we observed a signicant increase of errors
in the regressor aer excluding the atomic distance map of
substrate–enzyme complexes (ESI, Table S1†). We should note
that curating a high-quality structure-sequence-kinetics dataset
is challenging. In our integrated structure-kinetics database
IntEnzyDB,19 the total number of hydrolase–substrate pairs is
only 355, where the hydrolase mutants and unstructured
substrate (e.g., cellulose) have been removed for the develop-
ment of EnzyKR.

Furthermore, we compared the performance of EnzyKR
against two predictors: DLKcat,14 a deep learning kcat predictor,
and a compound–protein interaction (CPI) model25,29 that
predicts the substrate–enzyme binding affinity Kd. Using the
same hydrolase training set (204 data points) and test set (20
data points) curated for EnzyKR, we retrained DLKcat and CPI
EnzyKR was trained on a dataset comprising 204 substrate–enzyme
ation of 0.79, and amean absolute error (MAE) of 0.97 kcal mol−1. (b) To
split dataset of 20 substrate–enzyme complexes, resulting in a Pearson
cal mol−1. The red line indicates the situation in which predicted values
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models based on the code reported in their original publica-
tions, and then evaluated their predictive performances. The
results show that the retrained DLKcat model exhibits a Pearson
R of 0.64, a Spearman R of 0.63, and an MAE of 1.7 kcal mol−1,
and the CPI model exhibits a Pearson R of 0.63, a Spearman R of
0.65, and an MAE of 1.8 kcal mol−1 (ESI, Table S3†). In
comparison, EnzyKR performs better in accuracy (especially for
Spearman R) than DLKcat and the CPI model in predicting
activation free energies. This is likely due to EnzyKR's incor-
poration of the atomic distance map of substrate–enzyme
complexes, which enhances the efficiency of the model to learn
structure information that is critical for predicting reaction
kinetics.
3.4 Prediction of enantiomeric excess values

We further evaluated EnzyKR's performance to predict enan-
tioselectivity of hydrolytic kinetic resolution. This is a chal-
lenging test because no enantiomeric selectivity information
was explicitly included in the training set when building the
EnzyKR regressor. To achieve high accuracy, EnzyKR needs to
correctly predict the DG‡ value for each enantiomeric congu-
ration of the substrate (i.e., DG‡

R and DG‡
S), and use the differ-

ence between the DG‡ values (i.e., DDG‡ = DG‡
R − DG‡

S) to
calculate stereoselectivity (represented by the enantiomeric
excess ratio, detailed below). As such, this test set can critically
assess the capability of EnzyKR to learn the structure–function
relationship of hydrolases.

We curated a test set comprising the structure and experi-
mentally characterized enantiomeric excess ratio (ee%) for 28
racemic substrates that undergo hydrolase-catalyzed reactions
(Fig. 4). Four types of enzymes are included: uoroacetate
dehalogenase RPA1163, halohydrin HheC, A. mediolanus
epoxide hydrolase (AMEH), and P. uorescens esterase (PFE). We
dened a positive sign of the ee% value for a substrate whose S-
conguration is more favored than its R-conguration; a nega-
tive sign if the opposite is true. To balance the ee% test set, we
included 17 reactions with a positive sign of ee% and 11 with
a negative sign. Among these reactions, 13 of them fall into the
range of (50%, 100%), 4 into the range of [−50%, 50%], and 11
into the range of (−100%, −50%). The ee% test set biases
toward a higher ee% value (either positive or negative) because
these reactions are more stereoselective, thereby signifying
a stronger relevance to synthesis.

Specically, RPA1163 catalyzes the deuorination of (S)-2-
uoro-2-phenylacetic acid and its derivatives (i.e., 1a–i) with
a high, positive ee% value (i.e., $95%). HheC catalyzes the
ring–opening reaction of (R)-spiro-epoxyoxindoles and its
derivatives (i.e., 4j–r) with a high, negative ee% value (i.e., #
−95%). AMEH catalyzes the hydrolysis of epoxide compounds
(i.e., 7s–z) with a diverse range of ee% – racemic substrates 7t
and 7v show an ee% value of <−99%; 7u, 7w, 7y, and 7z show
a positive ee% value greater than 85%; 7s and 7x show a posi-
tive ee% value lower than 50%. PFE catalyzes the hydrolysis of
the ester bond of (S)-1-phenyl-2-pentyl acetate. Both cases
included in the test set (i.e., 10 and 14) involve a positive ee%
value lower than 50%.
12078 | Chem. Sci., 2023, 14, 12073–12082
To predict the ee% value using EnzyKR, we rst constructed
the isomeric SMILES strings and structural les (i.e., .sdf le)
for the substrate enantiomers, and then the hydrolase–
substrate complexes. Taking the hydrolase–substrate complex,
enzyme sequence, and substrate SMILES string as the input,
EnzyKR predicts the DG‡ values for both R- and S- enantiomers,
denoted as DG‡

R and DG‡
S, respectively. Finally, the predicted

DG‡
R and DG‡

S values are plugged into eqn (2) to obtain ee%
values, which range from −100% to 100%. A positive ee% value
indicates the preference of the S-conguration in the reaction.

ee% ¼ 1� e�ðDG‡

R
�DG

‡

SÞ
1þ e�ðDG‡

R
�DG

‡

SÞ (2)

Fig. 5 shows the ee% values predicted by EnzyKR (red) and
DLKcat (grey), along with the reference experimental values
(black). EnzyKR correctly predicts the favored enantiomer and
outperforms DLKcat in 18 out of 28 reactions (i.e., 1a–c, 1e–i,
4k–o, 7s–t, 7w–x, and 14), occupying 64% of the test cases. We
observed 12 reactions whose predicted ee% value is within 30%
margin of error compared to the experimental value using
EnzyKR (i.e., 1a, 1c, 1e, 1f, 1g, 1h, 1i, 4j, 4k, 4o, 7t, and 14), but
only 1 reaction using DLKcat (i.e., 10). In 15 out of 28 test cases,
DLKcat predicts trivial ee% values that fall within ±5% (i.e., 1g,
4k–n, 4p, and 7s–10, ESI, Table S4†). This is likely caused by the
fact that DLKcat does not explicitly learn structural or chiral
interactions between a hydrolase and its substrate enantiomer.
Therefore, the predicted ee% values from DLKcat are largely
mediated by random distribution.

Since the distribution of ee% values appears sparse and
discrete, we classied the test set reactions into three cate-
gories, including (1) strong preference for the R-conguration:
ee% ˛ (−100%, −50%), (2) strong preference for the S-cong-
uration ee% ˛ (50%, 100%), and (3) moderate stereoselectivity
ee% ˛ [−50%, 50%]. We evaluated the prediction performance
of EnzyKR using four statistical metrics of classication: accu-
racy, recall, precision, and F1-score. We compared the perfor-
mance scores of EnzyKR to those of DLKat (ESI, Table S5†).
EnzyKR achieves an accuracy of 0.55, indicating that 55% of the
reactions are predicted in the correct category of enantiomeric
preference. In contrast, DLKcat achieves an accuracy of 0.21,
which is signicantly lower. EnzyKR achieves a recall of 0.58,
indicating that 58% of the actual positive cases are correctly
predicted. This also outperforms DLKcat, which shows a lower
recall of 0.39. Both models exhibit a similar precision score
(EnzyKR: 0.53 vs. DLKcat: 0.55), indicating a similar proportion
of true positive predictions among all predictions. Finally, the
F1-score, the harmonic mean of precision and recall, was
employed to evaluate the “balanced” accuracy of both models.
EnzyKR has an F1-score of 0.51, which is signicantly higher
than that of DLKcat (0.19). These results show that EnzyKR,
which embeds the 3D structure and substrate–hydrolase inter-
action into the model (i.e., atomic distances and dihedrals),
substantially outperforms DLKat in which no such information
is effectively encoded. Noticeably, the classication accuracy of
EnzyKR is 6 times more than that of DLKcat (i.e., EnzyKR: 0.50
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 The test set for evaluating EnzyKR's capability of predicting the enantiomeric excess ratios (ee%) of kinetic resolution reactions. The ee%
test set includes 28 enantioselective hydrolytic reactions derived from four hydrolases: (a) fluoroacetate dehalogenase RPA1163, (b) halohydrin
HheC, (c) A. mediolanus epoxide hydrolase (AMEH), and (d) P. fluorescens esterase (PFE).
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versus DLKcat: 0.08) if we focus only on the two categories of
reactions that involve a strong preference for the R- or S-
conguration (i.e., 24 reactions). Since these two categories of
© 2023 The Author(s). Published by the Royal Society of Chemistry
reactions are desired in synthesis, EnzyKR is more practically
advantageous than DLKcat in guiding the identication of
hydrolase scaffolds for resolving a racemic substrate mixture.
Chem. Sci., 2023, 14, 12073–12082 | 12079
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Fig. 5 The predicted enantiomeric excess (ee%) values of EnzyKR (red) and the baseline model DLKcat (grey) for 28 enantiomeric pairs in
hydrolase-catalyzed kinetic resolution. The labels of the derivatives are consistent with those used in Fig. 4. The reference experimental ee%
value is shown in black.
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Finally, we would like to discuss several limitations and
challenges that warrant future development of EnzyKR. First,
the accuracy of the current version of EnzyKR is likely limited by
the small data size in the training set. Collecting more quality
data (e.g., sequence, structure, selectivity, and kinetics) for
enzyme-catalyzed hydrolytic kinetic resolutions, which can
potentially enhance the model performance, remains a difficult
task. Although extensive studies have been reported for
hydrolase-catalyzed kinetic resolution,9,10 recycling these data
from the literature for machine learning uses requires huge
efforts of data cleaning and validation. The advances of a large
language model can potentially assist the information extrac-
tion for biocatalytic data. Second, the current version of EnzyKR
predicts an intrinsic trend of stereoselectivity, and cannot
predict the impact of temperature, pH, and other conditions on
kinetic resolution. How to effectively embed temperature effects
into the model is an open question for our ongoing investiga-
tion. The solution to this problem likely depends not only on
the improvement of data quality, but also on the innovation of
model architecture. Third, the current version of EnzyKR
applies only to hydrolases, and will be expended to other classes
of enzymes (e.g., oxidoreductases, transferases, etc.) in our
future work. In particular, it remains to be investigated how to
build a general encoder for representing substrate–enzyme
complexes across different reactions and substrate types. New
deep learning-based structural encoders, such as Equivariant
Graph Neural Network30 or E(n)-transformers, are promising
strategies to further enhance the encoding of EnzyKR. In our
future studies, we aim to address these challenges and further
evolve EnzyKR into a generalizable model.31
12080 | Chem. Sci., 2023, 14, 12073–12082
4. Conclusions

Here we reported the development of EnzyKR as a deep learning
model specialized in predicting the activation free energies of
hydrolase–substrate complexes in a chirality-resolved manner.
The model was trained on 204 data points and tested on 20 data
points, where the structure and function data for hydrolase–
substrate pairs have been collected from IntEnzyDB. EnzyKR
comprises two components: a classier and a regressor. The
classier is responsible for distinguishing reactive hydrolase–
substrate complexes from unreactive binding poses, which
yields an area under the curve value of 0.87. The regressor was
designed to predict the hydrolytic activation free energy for the
reactive complexes. On the test set, EnzyKR achieves a Pearson R
of 0.72, a Spearman R of 0.72, and an MAE of 1.54 kcal mol−1.

EnzyKR was tested on a kinetic resolution task involving 28
hydrolytic reactions catalyzed by uoroacetate dehalogenase
RPA11636, halohydrin HheC, epoxide hydrolase AMEH and
esterase PFE. EnzyKR correctly predicts the favored enantiomer
and outperforms DLKcat in 18 out of 28 reactions, occupying
64% of the test cases. To statistically assess its performance on
the kinetic resolution dataset, we conducted a three-category
classication based on experimental enantiomeric excess
values: ee% ˛ (−100%, −50%), ee% ˛ (50%, 100%), and ee% ˛
[−50%, 50%], which indicate strong preference for the R-
conguration, strong preference for the S-conguration, and
moderate stereoselectivity, respectively. Remarkably, the clas-
sication accuracy of EnzyKR is 2.5 times more than that of
DLKcat in the whole dataset (i.e., 28 reactions, EnzyKR: 0.55
versus DLKcat: 0.21) and 6 times in the two categories of
© 2023 The Author(s). Published by the Royal Society of Chemistry
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reactions with strong preference for the R- or S- conguration
(i.e., 24 reactions, EnzyKR: 0.50 versus DLKcat: 0.08). These
results demonstrate the special advantage of EnzyKR in guiding
the identication of hydrolase scaffolds for resolving a racemic
substrate mixture for stereoselective synthesis.

Data availability

The raw data of IntEnzyDB can be obtained from http://
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Author contributions

XR designed the deep learning models, collected the training
and test data, carried out the computational modeling, and
wrote the paper. YJ designed the docking strategy and wrote the
paper. QS provided support on the enzyme–substrate docking
structures and tested the EnzyKR code. ZJY designed and
supervised the study and wrote the paper.

Conflicts of interest

The authors declare no competing nancial interest.

Acknowledgements

This research was supported by a startup grant from Vanderbilt
University. Z. J. Yang, X. Ran, Y. Jiang, and Q. Shao were sup-
ported by the National Institute of General Medical Sciences of
the National Institutes of Health under award number
R35GM146982. Z. J. Yang acknowledges the sponsorship from
Rosetta Commons Seed Grant Award and the Dean's Faculty
Fellowship in the College of Arts and Science at Vanderbilt. This
work used SDSC Dell Cluster with AMD Rome HDR IB at
Expanse from the Advanced Cyberinfrastructure Coordination
Ecosystem: Services & Support (ACCESS) program, which is
supported by National Science Foundation grant BIO200057.32

References

1 M. T. Reetz, Witnessing the birth of directed evolution of
stereoselective enzymes as catalysts in organic chemistry,
Adv. Synth. Catal., 2022, 364(19), 3326–3335.

2 M. P. Pinheiro, N. S. Rios, T. d. S. Fonseca, F. d. A. Bezerra,
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