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More than just a barrier: using physical models
to couple membrane shape to cell function

Felix Frey and Timon Idema *

The correct execution of many cellular processes, such as division and motility, requires the cell to

adopt a specific shape. Physically, these shapes are determined by the interplay of the plasma

membrane and internal cellular driving factors. While the plasma membrane defines the boundary of the

cell, processes inside the cell can result in the generation of forces that deform the membrane. These

processes include protein binding, the assembly of protein superstructures, and the growth and

contraction of cytoskeletal networks. Due to the complexity of the cell, relating observed membrane

deformations back to internal processes is a challenging problem. Here, we review cell shape changes in

endocytosis, cell adhesion, cell migration and cell division and discuss how by modeling membrane

deformations we can investigate the inner working principles of the cell.

1 Introduction

Cellular processes such as endocytosis, cell adhesion, cell
migration and cell division depend crucially on the ability of
cells to adapt and control their shape. The shape of a cell is
determined by its complex internal structure. Eukaryotic cells
are surrounded by a plasma membrane that forms a barrier and
separates the cell’s interior from its environment.1 Contained
within this barrier is the cytoskeleton, a dynamical scaffold
of different polymer networks that organizes cell shape.2,3

In order to determine the driving factors that control cell shape
and reduce the system’s complexity, a rewarding approach is to
simplify the system by reconstituting it ‘‘bottom up’’, with the
ultimate goal of building a synthetic cell.4,5 One of the aims of
such a reductionist approach is to disentangle the mechanisms
and contributions of the different intracellular processes.6

However, to experiment with a complex system, like a cell, is
technically challenging, even when considering a simplified
version. Therefore, it is helpful to take complementary
approaches.

Already back in 1917 D’Arcy Thompson suggested in his
book On Growth and Form that the shape of biological organisms,
including cells, is determined by physical forces.7 Using this idea
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in reverse, it is also possible to determine intracellular forces and
processes that lead to a particular shape by examining the cell
shape and the dynamics of shape changes. Since the plasma
membrane surrounds the cell, it mirrors both the activity inside
the cell and the response of the cell to its environment.8

In particular, the plasma membrane is not static but highly
dynamic because it is vital for the cell to be able to adapt its
shape quickly.

Deformations appear in a huge variety because diverse
driving factors frequently deform the membrane in various
cellular processes.9 Thus, both the shape and dynamics of
deformations contain information about the generating forces
and driving factors. Because cells are under osmotic pressure,
due to differences in ion concentrations between the inside and
outside of the cell, in solution they take on a spherical shape.3

In the absence of external perturbations, the spherical shape
therefore defines the reference shape with which all deforma-
tions are compared (cf. Fig. 1a). For instance, processes like
membrane fluctuations, endocytosis, cell adhesion, cell migra-
tion, and cell division deform the plasma membrane in a
characteristic manner compared to the spherical reference
state (cf. Fig. 1b–f).

Observing shape changes and membrane deformations is
relatively simple, because they act on a mesoscopic length scale
(Bmm) and therefore are experimentally accessible. This makes
it possible to determine either the membrane properties or
the cellular functions. While the investigation of passive
membrane fluctuations makes the membrane properties
measurable, the investigation of membrane deformations in
processes such as active membrane fluctuations, endocytosis, cell
adhesion, cell migration or cell division provides information

about cell functions. The challenge is then to infer the driving
forces from membrane deformations. While we go through the
different examples (cf. Fig. 1), we also review various modeling
strategies. These strategies include both continuum and discrete
models. Examples of the first type consider cytoskeletal networks
as fields of active fluids or liquid crystals, whereas examples of
the second type consider ligand–receptor contacts as discrete
binding sites or triangulate the membrane. In addition to these
approaches, particle based coarse-grained molecular dynamics
simulations are used to study the shape and dynamics of
membranes, for example to investigate how membrane-bound
protein clusters deform the membrane during assembly.

This review is structured as follows: In Section 2 we give a
short biophysical background on the plasma membrane and
the cytoskeleton, which are the two main determinants of cell
shape. We then introduce the central modeling concept, the
Helfrich Hamiltonian, which forms the basis for most of
the membrane models that we discuss. In Section 3 we discuss
how thermal and active fluctuations impact cell shape, while in
Sections 4–7 we investigate what can be learnt by modeling
membrane deformations in endocytosis, cell adhesion, cell
migration and cell division. In Section 8 we conclude by a
discussion of future challenges and open questions. In particular,
we highlight throughout the review how modeling membrane
deformations is an important tool to investigate the inner
workings of the cell.

2 Defining cell shape: the plasma
membrane and the cytoskeleton
2.1 Biophysical background

The shape of the cell is largely determined by the plasma mem-
brane and the cytoskeleton.1,2 Since the plasma membrane
separates the cell from its environment, it mirrors the activity
within the cell, but also indicates the response of the cell to its
surroundings. Compared to the dimensions of a cell (B30 mm),
the plasma membrane is relatively thin (B4 nm). The plasma
membrane is a fluid lipid bilayer, made of different lipid
molecules with hydrophobic tails and hydrophilic heads, in
which diverse proteins are embedded (cf. Fig. 2a).1,9 The plasma
membrane is supported by the underlying actin cortex, which is
around 100 nm thick and made of a layer of branched and
crosslinked actin filaments.10,11 Although the plasma membrane
is anchored to the actin cortex by linker molecules of the ERM
family (ezrin, radixin, moesin), it can still fluctuate due to the
large distances of 10–20 nm between the membrane and the
cortex.12,13 Other important protein classes that are embedded in
the plasma membrane are ion pumps (transporters that actively
shuttle ions across the membrane) and ion channels (gates that
are either open or closed). Since they pump water out of the cell
and modulate ion concentrations within the cell, they ensure that
the osmotic pressure is neither too low nor too high.3 Because of
their activity, they also exert forces on the membrane.

In addition to these forces generated by ion pumps and
channels, the cytoskeleton can also exert forces that deform

Fig. 1 Examples of different cell shapes, directly related to the underlying
cellular processes. (a) In its undeformed reference state the cell assumes a
spherical shape. Different processes lead to typical cell shapes deforming
the plasma membrane due to (b) membrane fluctuations, (c) endocytosis,
(d) cell adhesion, (e) cell migration, and (f) cell division.
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the membrane. The cytoskeleton is a composite meshwork,
made of polymer networks, crosslinker proteins and molecular
motors. The three main components building up the polymer
networks are actin filaments, microtubules and intermediate
filaments.14 In addition, septin filaments have been described
as another cytoskeletal component that can assemble into
hierarchical structures, sense membrane curvature and, hence,
stabilize membrane deformations (as for example in cell
division).15,16 Of particular interest in this context are actin
filaments and molecular motors, because together they are
probably the most important sources that generate active
membrane deformations.17

Actin filaments grow by the addition of actin monomers.
The growth mainly happens at the plus (or barbed) end, where
ATP-actin, i.e. monomers to which ATP is bound, attaches, after
which the ATP is hydrolyzed. Thus, the growth of actin fila-
ments is an active process.10 Actin filaments can organize into
adaptive higher-order structures of various architectures such
as parallel bundles or branched networks.17 Depending on the
architecture of the growing actin network, different cell shapes
and membrane deformations evolve. For example in phago-
cytosis and cell migration the plasma membrane gets deformed
by the growth of branched actin networks.

Polymerizing actin structures and contractile ones are both
able to deform the plasma membrane.18 The contraction of
actin networks is caused by molecular motors that consume
energy by hydrolyzing ATP.17 Myosin molecular motors form a
protein family that is associated with actin filaments. Myosin II
motors can assemble and form myosin II mini-filaments, which
are able to contract branched or bundled actin networks. For
instance, in cell migration the membrane is deformed due to
polymerizing actin filaments at the front of the cell while the
back of the cell is contracted by actin stress fibers (crosslinked
and contractile actin bundles). In contrast, in cell division the
membrane is deformed due to the contracting actin cortex.

Deformations of the plasma membrane can be caused by
both passive and active processes. Membrane deformations
caused by passive processes either occur in equilibrium or drive
the system towards equilibrium, i.e., they minimize the free

energy of the system, without additional energy consumption.
Examples are membrane fluctuations due to thermal random
kicks of the surrounding medium, endocytosis driven by adhe-
sion or the assembly of protein superstructures. Moreover,
membrane deformations and fluctuations can be driven by
active processes. Following the usual definition, active processes
consume energy, i.e., they run out of equilibrium and are capable
of converting free energy into systematic activity.19–21 Examples of
such processes are active membrane fluctuations, phagocytosis,
cell migration and cell division. Here, the activity originates for
instance from ion channels or pumps, growing and contracting
actomyosin or septin networks, and other protein families such as
clathrin, caveolin-1 or ESCRT-III.15,17,22,23

2.2 Modeling deformations of the plasma membrane: the
Helfrich Hamiltonian

From a physical point of view the plasma membrane can be
modeled as a surface in three-dimensional space that is
described locally by its two principal curvatures C1 and C2

(cf. Fig. 2b). The usual starting point for continuum models
describing membrane deformations is the Helfrich Hamiltonian.24

The Helfrich Hamiltonian describes the elastic energy of the
plasma membrane, with the most relevant contribution being
the out-of-plane bending energy. In contrast, the shear modulus
vanishes due to the fluid nature of the lipid bilayer.25 Because the
lipids of the membrane are closely packed, the compression
modulus is large, and thus the contribution from compression
is also negligible. In addition, there is an entropic contribution to
the free energy of the plasma membrane, quantifying the energetic
cost to pull out excess area as for instance membrane fluctuations,
effectively acting as a tension energy. Hence, the free energy of the
membrane reads

H ¼ 2k
ð
H �H0ð Þ2dAþ s

ð
dAþ �k

ð
KdA; (1)

where H = 1/2(C1 + C2) is the mean curvature, H0 is the sponta-
neous (mean) curvature of the membrane resulting from any
asymmetry in the bilayer, and K = C1C2 is the Gaussian
curvature.25 The membrane’s material parameters are the
bending rigidity k and the saddle-splay (or Gaussian) modulus
�k. The tension s can be interpreted either as the chemical
potential for membrane area quantifying the energetic cost
to pull out excess area, or as a Lagrange multiplier to constrain
the membrane area.25 For any processes that do not involve
topological changes (as e.g. fusing or splitting cells), the term
containing the Gaussian curvature is constant due to the
Gauss–Bonnet theorem and thus can be neglected.25 When
the volume enclosed within the membrane is fixed, a term
Dp
Ð
dV , with Dp the pressure difference between inside and

outside, is added to eqn (1).
An alternative description to the Helfrich Hamiltonian or

spontaneous curvature model is the bilayer-couple model that
assumes fixed but different numbers of lipids in the inner and
outer monolayers of the membrane and thus different mono-
layer areas.26,27 The resulting energy functional is similar to
eqn (1) without including a contribution from spontaneous

Fig. 2 The biophysical properties of the plasma membrane. (a) The
plasma membrane (red) surrounds the cell with nucleus (orange). The
membrane is supported by the actin cortex (blue). Inset: The membrane is
a fluid lipid bilayer of phospholipids with hydrophobic tails (black) and
hydrophilic heads (red). (b) The plasma membrane can be modeled as a 2D
surface in 3D space. Two principal curvatures (shown by two fitted circles
with different radii) describe the deformation of the membrane at every
point.
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curvature. The approach can be extended in the Area Difference
Elasticity (ADE) model where one assumes that the monolayers
can also stretch.26,28 In this case one finds an energy functional
identical to eqn (1) but now also including a stretching energy
term that takes the area difference between the monolayers
into account. Although the ADE model describes transitions
of membrane shapes more accurately,27,28 for simplicity most
authors use the Helfrich Hamiltonian, as we will do in the
following.

In equilibrium, the shape of the plasma membrane is the
one that minimizes its energy. To find this equilibrium shape,
we calculate the variation of eqn (1) with respect to the
membrane shapes, which gives us the shape equation of the
membrane, akin to the Euler–Lagrange equation for the action
in classical mechanics. In its general form (now including Dp)
the shape equation reads29

Dp � 2sH + k(2H + 2H0)(2H2 � 2K � 2H0H) + 2kDH = 0.
(2)

While for most geometries the shape equations are non-linear
partial differential equations, for simple geometries with rota-
tional symmetry the equations simplify to non-linear ordinary
differential equations. For vanishing bending rigidity (k = 0) the
shape equation simplifies to Dp = 2sH, which is the Laplace
law, for example governing the shape of soap bubbles.
By solving the shape equation, shapes similar to membrane
vesicles or red blood cells can be determined dependent on the
different model parameters (as e.g. reduced volume n, that is
the ratio between the vesicle volume and the area-equivalent
spherical volume, see eqn (15)).30–32 For example, a floppy
vesicle with n = 0.592–0.651 and H0 = 0 has an oblate shape.31

Inversely, the membrane parameters can be inferred from
fitting membrane shapes.33,34 However, more accurate values
for these parameters can be obtained in other experiments, for
example from measurements of the membrane fluctuation
spectrum (see Section 3), or by pulling membrane tubes from
large vesicles. For the latter case, by measuring the applied
pulling force, either the membrane tension or the bending
rigidity can be calculated if the other parameter is known.35–37

To conclude, by modeling plasma membranes, using the
framework of the Helfrich Hamiltonian in eqn (1), it is possible
to predict equilibrium membrane shapes and thus the shapes
of simple biological cells such as red blood cells, and to relate
membrane shapes to measurable material properties.

3 Membrane fluctuations

The plasma membrane is always affected by fluctuations, which
cause transient deformations that survive for only a short
period of time (B1–104 ms). Originally they were thought to
be generated by thermal noise only, however, today we know
that there are also several active origins that could drive
membrane flickering, as reviewed by Turlier and Betz.22

Fig. 3a shows the spherical reference state (dashed) and a

deformed state (solid) of the plasma membrane (red) and the
actin cortex (blue) due to fluctuations of various origins.

First, thermal random kicks of the surrounding medium
drive membrane fluctuations.38 Second, and roughly equally
important, several active processes drive membrane fluctuations,
including the action of ion pumps and ion channels. Both pumps
and channels can generate ion gradients and electric potentials
that help the cell to control osmotic pressure and excitability.
At the same time, as a consequence of Newton’s third law, they
exert additional forces onto the membrane, that lead to active
fluctuations.22

By investigating membrane fluctuations, both the elastic
properties of the plasma membrane and the possible active
origin of the fluctuations can be studied. Membrane fluctua-
tions are most easily characterized in red blood cells, since
red blood cells lack a nucleus and thus represent a simple
experimental model system. In red blood cells the actomyosin
cortex and the spectrin network (another polymer network
attached to the membrane) introduce additional sources of
activity, which exert forces onto the membrane and lead to active
fluctuations.39,40 The fluctuation spectrum of the membrane
is typically observed with video microscopy or fluctuation
spectroscopy. The elastic properties of the membrane such as
the membrane tension or bending rigidity can then be deter-
mined by fitting the fluctuation spectrum.38,41,42 Moreover, by
fitting membrane shapes to simulated triangulated surfaces the
spontaneous curvature of the membrane can be determined
as well.43 In addition, differences between the measured
fluctuation spectrum and the prediction of the spectrum for
purely thermally driven fluctuations suggest that the fluctua-
tions are driven by active processes.44 For example, the time
scale for thermally or actively induced fluctuations differs.
While thermally induced fluctuations act on all time scales,
actively induced fluctuations mostly enhance the amplitude for

Fig. 3 Membrane deformations due to fluctuations of various origins.
(a) Schematics of membrane fluctuations, caused by thermal random kicks
from the environment, ion channels, ion pumps, and the coupling of
plasma membrane and cytoskeleton. The spherical reference state of
the cell (dashed) and a deformed state (solid) are shown. Membrane:
red, actin cortex: blue and cell nucleus: orange. (b) Simulation snapshot of
a triangulated membrane exhibiting active fluctuations. The mechanical
properties of the membrane and the surrounding fluid are represented by
the shear modulus m, the bending rigidity k and the fluid viscosity Z. The
forces with amplitude F0 are activated and inactivated with rates ka and ki

and deform the membrane (red arrows). The surrounding fluid counteracts
the active forces (green arrows). Reproduced from ref. 44 with permission
from Springer Nature, copyright (2016).
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fluctuations acting on the time scale of 102–104 ms. In the
following sections, we discuss how passive and active
membrane fluctuations can be modeled.

3.1 Passive fluctuations

Because the plasma membrane is always affected by thermal
fluctuations, a background of membrane deformations devel-
ops, which gives rise to a whole spectrum of membrane
fluctuations. Since membrane fluctuations deform the plasma
membrane only weakly, it is useful to describe the membrane
by a height function h(x,y), that is a scalar field of the internal
membrane coordinates x and y. This parametrization of
membrane shape is known as the Monge gauge.45 For small
deformations, we can expand eqn (1) to second order in h and
its derivatives:

H ¼ k
2

ð
ðDhÞ2dxdyþ s

2

ð
ðrhÞ2dxdy; (3)

where the infinitesimal area element was expanded as dA =
(1 + 1/2(rh)2)dxdy. As the plasma membrane is deformed on
various length scales, it makes sense to expand eqn (3) in
Fourier modes since the corresponding wave vectors q decouple.
In this way the different deformation length scales are separated
and we get

H ¼ 1

2

ð
kq4 þ sq2
� �

hðqÞh�ðqÞqdq: (4)

Applying the equipartition theorem, every Fourier mode q carries
an energy of kBT/2, which leads to the fluctuation spectrum46

hq
�� ��2D E

¼ kBT

kq4 þ sq2
: (5)

Eqn (5) connects the amplitude of a membrane fluctuation at a
given Fourier mode with k and s. By fitting the fluctuation
spectrum, the values of these parameters can be determined with
high accuracy.

For passive systems the main driver of membrane fluctua-
tions are random thermal kicks of the surrounding fluid. Thus,
in order to describe the dynamics of the membrane and the
fluid, the Navier–Stokes equation has to be coupled to eqn (3).
The emerging Langevin equation then governs the dynamics of
membrane deformations.47–49 Because we are mostly interested
in the behavior for low Reynolds numbers, we can neglect
inertia, and the fluid is represented by the Stokes equation

ZDv(r) � rp(r) = F (r), (6)

where Z is the viscosity of the fluid, v the fluid flow field, p the
pressure field and F an external force field. Together with the
continuity equation for an incompressible fluid, r�v = 0, the
equation can be formally solved by

vðrÞ ¼
ð
Lðr; r0ÞFðr0Þdr0; (7)

where L(r,r0) = 1/8pZ|r � r0| is the Oseen tensor. By identifying
the fluid velocity at the interface with the dynamics of h(x,y),

we arrive at a Langevin equation for the membrane height

@h

@t
¼
ð
Lðr; r0Þ �dH

dh
� zðr0; tÞ � f ðr0; tÞ

� �
dr0; (8)

where z(r0,t) is a Gaussian uncorrelated thermal random force
and f (r0,t) represents active forces acting on the membrane.
Based on eqn (8) the dynamics of the membrane can then be
determined as a result of thermal fluctuations and active
forces.

3.2 Active membrane fluctuations

In order to explain active processes, such as irreversible
chemical reactions or active transport across the membrane,
we have to go beyond the description given by equilibrium
statistical physics. We can integrate activity into the membrane
by either including an active force f (r0,t) in eqn (8) or by
modifying eqn (3). Prost and Bruinsma treated the embedded
proteins as two-state systems that can be either active or passive
and either exert forces (due to momentum exchange with the
surrounding fluid) or no forces on the membrane.47 The
additional forces then lead to a modified Langevin equation,
predicting a modified fluctuation spectrum compared to the
passive case. Following this approach, it has been theoretically
shown that active membrane fluctuations are amplified in front
of a wall.48

The effect of active proteins such as ion channels and ion
pumps was explored in a series of papers.50–53 It has been
suggested that ion channels affect the diffusion behavior in
membranes, for instance that over long timescales diffusivity
is increased.50 Moreover, the interplay between membrane
undulations and ion pumps has been modeled, suggesting that
membrane undulations travel with a velocity that is determined
by the pump activity, that undulations are proportional to the
inverse of the viscosity of the surrounding fluid, and that the
statistical distribution of active membrane fluctuations is non-
Gaussian.51–53 The interplay between excess area contained in
membrane fluctuations and tension has furthermore been
explored theoretically by Loubet et al. for a membrane that is
subject to active fluctuations caused by a force resulting from
pushing, spontaneous curvature, or permeation.54 They suggest
that active fluctuations change the fluctuation spectrum and
effect the relation between tension and excess area.

The growth, binding dynamics, and contraction of the cyto-
skeleton also lead to active membrane deformations. Interactions
of the plasma membrane with the cytoskeleton, modeled as
spring networks, suggest that the coupled cytoskeleton produces
large membrane fluctuations that help to regulate membrane
area,55 that cytoskeletal defects56 and the membrane–cortex bond
density57 influence the fluctuation spectrum, and that the
dynamics of the cytoskeletal network alters the elastic properties
of the membrane.58

At large scales, cells show a tendency to form wavelike or
unstable membrane deformations. The emergence of these
patterns can be understood in a system with a feedback
loop between the recruitment of membrane-bound activators
and increased actin polymerization. The resulting shapes
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then depend on the induced spontaneous curvature of the
activators.59–61

Active membrane fluctuations have been studied experimen-
tally using various observation techniques.62 It has been shown
that membrane-embedded ion pumps increase shape fluctua-
tions and excess area,63 and decrease membrane tension64

compared to the passive case. Moreover, the amplitudes of
membrane fluctuations are reduced in red blood cells that are
depleted of ATP65,66 and changed in red blood cells that are
infected by malaria parasites.67 Additional insight into how
activity can change membrane shapes was provided by the
recent experimental observation and numerical simulation of
lipid vesicles that enclose bacteria,68 and lipid vesicles that
contain active Janus particles.69 Both studies theoretically
predicted, in agreement with the experimental data, that the
observed active membrane fluctuation spectrum shows increased
amplitudes for deformations acting on long wave lengths
compared to the passive fluctuation spectrum.

The work by Turlier and coworkers is an illustrative example
on how cellular processes can be theoretically inferred from
these membrane deformations.44 By analyzing the red blood
cell fluctuation spectrum, they showed that it deviates from
what one would expect for a membrane in equilibrium, suggesting
that active processes contribute to these membrane deformations.
Analytical calculations and simulations of a triangulated
membrane on which active forces act (cf. Fig. 3b), support this
finding. However, the nature of the processes leading to these
active forces remains elusive, since simulations with both
monopole and dipole forces agree equally well with the data.

To conclude, while the analysis of passive membrane fluctua-
tions can inform us about material properties of the membrane
that would otherwise be difficult to measure with the same ease
and precision, the extension to active membrane fluctuations
also gives us insight into cellular functioning, since the changed
fluctuation spectrum is due to active processes inside the cell.

4 Endocytosis

After membrane fluctuations, endocytosis is conceptually the
simplest cellular process that causes membrane deformations.
In endocytosis extracellular material is brought into the cell,
or simply speaking the cell wraps a particle in its plasma
membrane in order to take it up. Compared to the other
examples discussed in this review, membrane deformations
in endocytosis act on smaller length scales which makes it
more challenging to access them experimentally, because with
standard light microscopy we cannot resolve the relevant
details of the membrane shape. Various modes of endocytosis
occur in the cell. Here, we discuss the three main cases, namely
adhesion driven particle uptake, clathrin-mediated endocytosis,
and phagocytosis (cf. Fig. 4a, d and g).

4.1 Adhesion driven particle uptake

While various entry modes exist in the cell, such as clathrin-
mediated endocytosis or caveolar endocytosis, arguably the

simplest case of endocytosis is particle uptake driven by adhe-
sion energy (cf. Fig. 4a). Examples include viruses and nano-
particles that are typically ten to several hundred nanometers
large,70 as well as micrometer-sized pathogens such as malaria
parasites.71–74 The adhesion energy, which the particle experi-
ences upon making contact with the membrane, can be of
various origins, including electrostatic interactions, ligand–
receptor binding, and entropic, van der Waals, or hydrophobic
forces.70

The uptake process starts if the energetic gain upon particle
adhesion overcomes the energetic cost of bending the
membrane and pulling out the excess area necessary to wrap
the particle. Afterwards, adhesion driven uptake is an energetic
downhill process that only stops if the energy minimum (i.e. a
stable equilibrium) is reached. Since the connection of a fully
wrapped particle to a membrane by means of a membrane neck
costs approximately zero bending energy due to the saddle-
shape of the neck (H = 0 in eqn (1)), we immediately understand
that after uptake, membrane scission has to be driven by an
active process such as membrane constriction by dynamin.75,76

The adhesion process can be incorporated in our membrane
model by adding the adhesion energy to eqn (1),

H ¼ �
ð
Aad

WdAþ 2k
ð
H �H0ð Þ2dAþ s

ð
dA; (9)

where W quantifies the adhesion energy density along the
adhesive particle surface Aad.75,77,78 Note the minus sign in
front of the first term, showing that adhesion is energetically
favorable.

Fig. 4 Membrane deformations in endocytosis. (a) Schematics of adhe-
sion driven particle uptake. Membrane: red, particle: blue. (b) Simulated
triangulated membrane, deformed by an adhered particle. Reproduced
from ref. 80 with permission from The Royal Society of Chemistry.
(c) Particle-based membrane simulation of particle uptake. Reproduced
from ref. 91 with permission from Elsevier, copyright (2012). (d) Schematics
of clathrin-mediated endocytosis. Membrane: red, particle: blue, clathrin
lattice: black wedges. (e and f) Particle-based simulation of assembling
clathrin triskelia deforming a membrane. (e) Reproduced from ref. 123 with
permission from The Royal Society of Chemistry. (f) Reproduced from
ref. 124 with permission from AIP Publishing. (g) Schematics of phago-
cytosis with the characteristic membrane deformation of the phagocytic
cup. Membrane: red, particle: blue. (h) Simulation of particle engulfment in
phagocytosis. Reproduced from ref. 128 with permission from Springer
Nature, copyright (2010). (i) Simulation of engulfment of an antibody
coated particle. The coloring shows the density of the actin cytoskeleton
from blue (low) to red (high). Reproduced from ref. 129 under the terms of
the Creative Commons Attribution License (CC BY 4.0).
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The main results of uptake models based on eqn (9) are that
membrane tension, bending rigidity and adhesion strength
determine whether one has full uptake, partial uptake or no
uptake (cf. Fig. 4b).75,77,79–81 For example, for an intermediate
adhesion energy and low membrane tension one has full
uptake, while for an intermediate adhesion energy and large
membrane tension one has partial uptake. In general, the
competition between adhesion energy and membrane tension
determines if partial uptake occurs, while the competition
between adhesion energy (dependent on particle size) and
bending energy (independent of particle size) defines a critical

particle radius
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2k=W

p
below which uptake is not possible.78,82

Uptake dynamics and membrane deformations are also studied
for non-spherical particle shapes,79,81,83 for particles with
elastic properties,84,85 for membranes with spontaneous
curvature,86 for active particles87 and for particles with discrete
and stochastic ligand–receptor binding.88–90 Specifically, the
chemical and physical properties of the ligands have been
investigated (cf. Fig. 4c).91 For instance, simulations suggest
that for longer ligands, initial membrane attachment is easier
while full uptake becomes more difficult.

Particle wrapping not only deforms the adhered membrane
parts, attached to the particle, but also the non-adhered free
membrane parts, adjacent to the particle (cf. Fig. 4b). The two

membrane parameters k and s define a length scale l ¼
ffiffiffiffiffiffiffiffi
k=s

p
,

characterizing the deformations in the free membrane parts
during uptake.75 Using typical parameter values (k = 25kBT and
s = 10�5–10�3 N m�1) one finds l = 10–100 nm.90,92 In order to
characterize membrane deformations one considers the ratio
l/R, with R the particle radius, that determines how far defor-
mations can penetrate into the free membrane parts.75,90,92 For
l/R { 1 we get a tense membrane where the deformation stays
close to the particle, whereas for l/R c 1 we get a floppy
membrane where the deformation reach is large. Inversely, the
membrane parameters or the strength of adhesion can be
predicted from the observation of the uptake state and the
deformations of the membrane.

Apart from size and shape, the particle number affects the
shape of membrane deformations during uptake.93,94 If there
are multiple particles present on the membrane, they can
interact with each other through the deformations they induce,
which can lead to an attractive interaction and the emergence
of collective behavior.95–100 Cooperative wrapping is a result of
the interplay of bending and adhesion energy such that multi-
ple wrapped particles can self-assemble into membrane
tubes101 linear aggregates,102 hexagonal arrays103 or rings.104

In contrast, long parallel cylinders in globally flat membranes
are predicted to repel each other.105

Some of these theoretical predictions on multiple-particle
interactions on membranes still have to be confirmed by
experimental studies, while others have been verified in recent
years. These experiments typically involve giant lipid vesicles
that wrap micrometer-sized particles because here membrane
deformations are more easily accessible due to their larger sizes.
For example this setup has been used to show that particles at
membranes aggregate to reduce membrane deformations,98,106

assemble into 2D crystals with hexagonal order,107 and to mea-
sure the state digram of wrapping in the tensionless regime.108

4.2 Clathrin-mediated endocytosis

Particle wrapping is often assisted by protein–membrane inter-
actions and the assembly of protein superstructures, providing
additional mechanisms to curve the membrane.109 The most
important example is clathrin-mediated endocytosis (CME).110

In CME, clathrin triskelia with tripod shapes bind to membrane-
embedded adaptor proteins, which leads to the formation of
clathrin lattices (protein assemblies) at the cell membrane
(cf. Fig. 4d). As a result of clathrin assembly, the membrane gets
deformed and a clathrin-coated vesicle is created.111,112 The
sequence of assembly, membrane deformation and vesicle
formation is regulated and before progression occurs several
check-points have to be passed.112,113 The timing of clathrin
induced membrane deformations relative to the timing of lattice
assembly, however, is still elusive and two models explaining the
extreme cases of the invagination process exist: the constant
curvature model and the constant area model.114,115

In the constant curvature model the clathrin coat grows with
constant curvature, implying that the membrane is continu-
ously deformed. In contrast, in the constant area model the
clathrin coat first grows flat without curvature. Only after the
coat has reached a sufficient size the membrane is deformed
and a flat-to-curved transition occurs.110 To transform a flat
lattice into a curved clathrin coat, however, a topological barrier
has to be overcome, since Euler’s polyhedron criterion dictates
that the number of faces and vertices minus the number of
edges has to equal two for closed polyhedra. Therefore, twelve
pentagons (or possibly more pentagons accompanied by
equally many more heptagons) have to be incorporated into
the otherwise hexagonal clathrin lattice.116,117

Accessing the assembly process of clathrin coats experi-
mentally is difficult, because the involved length scales are
below the diffraction limit, therefore standard light microscopy
techniques cannot resolve the assembly process. However,
significant steps have been taken in modeling and simulations.
In order to investigate how clathrin coats deform the membrane,
additional terms have been added to eqn (1), representing poly-
merization energy, line tension or bending energy of the clathrin
coat.118–122 In addition, simulations show how the assembly of
clathrin triskelia deforms the membrane (cf. Fig. 4e and f).123,124

The assembly of flat and invaginated clathrin lattices was
suggested to result from triskelia which occur in a flat and
curved configuration and from lattices that exhibit lattice
vacancies.125,126 The dynamics of clathrin coat assembly can
be modeled by kinetic growth equations. A comparison of this
model with the experimentally measured size and shape distri-
bution of clathrin coated membranes suggests that clathrin
coats first assemble flat before they start to curve.127 However,
it is still unresolved how this transition from flat to curved
could take place precisely on a microscopic level.

While under normal conditions CME can occur without the
contribution of polymerizing actin filaments, the situation
changes if membrane tension is high, or for cells with turgor
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pressure (e.g. yeast).130,131 Now polymerizing actin filaments
can prevent CME from being stalled and support the invagina-
tion process of a flat membrane into a curved vesicle.132,133

It has been suggested by a combination of experiments and
simulations that accessory proteins, triggering actin polymeri-
zation, organize in a ring-like manner around the endocytic site
to optimize the efficiency of membrane invagination driven by
actin134 and that bent actin filaments contribute to internaliza-
tion by releasing elastic energy upon getting straight.135

To determine the rigidity of the clathrin coat and the force,
generated by polymerizing actin filaments, in yeast cells, a
shape equation, based on eqn (1), was fitted to registered
membrane profiles.136 Using this approach the rigidity of the
clathrin coat and the generated force were determined to be
between 400–2000kBT and 1000–5000 pN, respectively. It
remains unclear, however, how and where the point force of
the model, generated by the actin network, is exerted and
distributed on the membrane (cell wall) in the cell.

4.3 Phagocytosis

Phagocytosis is the main pathway in which cells take up large
particles (Z0.5 mm) such as microbes (cf. Fig. 4g). For mammals
the ability to phagocytose particles is mainly limited to immune
cells to clear out pathogens, whereas single-cell organisms use it
to take up nutrients.137–139 Although the actual dynamics have not
been fully resolved experimentally, phagocytosis can be modeled
by a zipper mechanism, implying that phagocytosis is the collec-
tive interplay of many particle–membrane adhesion contacts.
In detail, first particles adhere to the plasma membrane through
sequential ligand–receptor binding. Second, the plasma
membrane encloses the particle due to actin polymerization,
which also leads to further ligand–receptor binding. Finally, the
membrane fuses around the particle to enable the separation of
the enveloped particle from the plasma membrane.137,139

In contrast to adhesion driven particle uptake, the particle
size does not seem to play an important role for the effective-
ness of phagocytosis,140 suggesting that active processes are the
dominant players involved. Indeed large particles are engulfed
not just by the membrane but also by the growing actin
cortex.128,139 The polymerizing actin network leads to a parti-
cular type of membrane deformation, the so-called phagocytic
cup, a membrane protrusion exhibiting increased membrane
curvature since the membrane is deformed both in- and
outwards.

Modeling the effect of ligand–receptor binding on the
uptake dynamics suggests that the first half of engulfment is
slow whereas the second half is fast.141 Moreover, particle
shape and orientation influences the uptake dynamics. For
instance, oblate shaped particles are engulfed fastest when
the flat surface is presented to the membrane first.142 Surpris-
ingly, for small particles phagocytosis has also been observed in
systems where actin activity was inhibited, facilitated by
ratcheted ligand–receptor binding alone, although the uptake
rate is three to four times slower under such circumstances.128

We note that the interpretation of this observation is still under
debate.143

Actin polymerization renders the shape of the phagocytic
cup more regular (cf. Fig. 4h). From the shape of phagocytic cup
the necessary engulfment forces have been calculated.144 The
model predicts that two kinds of forces are at work: a repulsive
force between the actin cytoskeleton and the membrane that
leads to the engulfment of the particle and a flattening force
that leads to the shape of the phagocytic cup. Furthermore, the
shape and position of the phagocytic cup were investigated for
a zymosan particle (made from yeast cell walls), where the
membrane protrusion flows around the particle, leading to
outward particle motion prior to engulfment, and for an antibody
coated particle, where the membrane forms thin protrusions at all
sides, leading to inward particle motion.129 Simulations suggest
that for the zymosan particle, the membrane is pushed by actin
and does not adhere to the particle, whereas for the antibody
coated particle, the membrane lacks protrusion and adheres to
the particle (cf. Fig. 4i). Moreover, by observing the shapes of
deformable hydrogel particles during phagocytosis with confocal
microscopy, it is possible to calculate the tensile forces from the
deformation of the particles.145 Using this method, it was esti-
mated that the cells exert a total tensile force of approximately
1 nN on the particle at the base of the phagocytic cup.

To conclude, modeling and observing endocytosis reveals
amongst others how material properties of the membrane
change the uptake behavior of particles and which particle
shapes perform best, considering the uptake dynamics. Therefore,
modeling could inform us on how to avoid undesirable uptake of
harmful nanoparticles or pathogens but also which shapes should
be used as potential drug carriers for therapeutical applications.

5 Cell adhesion

When a eukaryotic cell encounters a surface, it will spread upon
and adhere to it, if the surface properties are favorable for
the cell to form specific adhesion sites. The cell can also non-
specifically interact with the surface, either by attractive Coulomb
or van der Waals forces, or due to the repulsive effect of the
glycocalyx (a cover of sugar molecules) and membrane fluctua-
tions that both weaken the unspecific adhesion by electrostatic or
steric (entropic) repulsion.146

The adhesion process along specific adhesion sites consists
of multiple steps, in which the cell adapts to the changed
environment, affecting both the plasma membrane and the
cytoskeleton, and thus leading to dramatic cell shape
changes.12 In the first step, cell adhesion molecules or receptors,
which are transmembrane proteins embedded in the plasma
membrane, form bonds with ligands of the substrate or the
extracellular matrix (ECM). Together, ligands and receptors work
like lock-and-key. The most important protein family that conveys
adhesion in humans are integrins, that bind to the corresponding
ligands of the ECM, for example collagen or fibronectin.12,146

Due to the dynamic nature of cells, cell adhesion has to be a
reversible process. Therefore, individual bonds are weak and
contribute only a few kBT of adhesion energy. However, an
ensemble of many bonds provides sufficient energy to establish
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strong cell–surface adhesion.12,146 For instance, integrins can
assemble into focal adhesions, which are supra-molecular
adhesion sites that strongly couple the actin cytoskeleton to
the ECM.

During the initial spreading phase of adhesion, the cell
surface area increases by about 50% due to the formation of
adhesion sites, while the volume of the cell remains constant.147

The excess membrane area originates from wrinkles or
exocytosis.148 The area gain is actively driven because the plasma
membrane is pushed outwards by polymerizing actin filaments,
creating a branched and cross-linked network of actin filaments at
the leading edge of the cell. Between adhesion sites, cells develop
actin stress fibers, that can be contracted by molecular motors.
The generated forces are then transmitted via focal adhesion to
the substrate.

Fig. 5a and b show a schematic view of an adhering cell
after the internal remodeling process. In side view, the cell is
essentially flat with only the cell nucleus sticking out (Fig. 5a).
In the top view, the shape of the cell is characterized by
invaginated arcs that span between focal adhesions (Fig. 5b).

5.1 Adhesion of membrane patches

The starting point to model specific cell adhesion is usually a
continuum approach. In the basic model a spherical vesicle
interacts by adhesion energy with the substrate, similar to the
description of particle uptake (cf. eqn (9)). By minimizing
the energy, the equilibrium membrane shape is determined
(cf. Fig. 5c).149 The approach can be extended straightforwardly

to an adhered vesicle from which a tether is pulled.150 Inversely,
the adhesion energy density can be determined by fitting the
shape equations to experimentally observed membrane contours.

Since cells specifically adhere to a substrate by forming
discrete ligand–receptor bonds, the model can be improved
by incorporating the discrete nature of the adhesion sites.
Ligand–receptor bonds can be modeled as springs. The adhesion
part of the energy functional (in the Monge gauge) then reads

H ¼
ðXN
k¼1

d r� rkð Þ x
2
hðrÞ � l0ð Þ2�e

� 	
dr; (10)

where r = (x,y) is the position on the membrane, x the spring
stiffness, l0 the rest length, e the bond energy and N the total
number of receptors.146 Together with the usual description for
the membrane (cf. eqn (3)) membrane adhesion can be studied
for instance by Monte Carlo simulations.151 This approach allows
to predict the domain patterns of bound receptors during
immune cell adhesion. Alternatively, eqn (10) can be used to
calculate a force acting on the membrane that can be combined
with rates for receptor binding and unbinding (fulfilling detailed
balance) and membrane fluctuation dynamics, as described by
eqn (8), to get a Langevin equation for the height function of an
adhering membrane.152,153 Fig. 5d shows a snapshot of a simu-
lated shape of such a fluctuating membrane that adheres to a
surface by binding ligands to receptors. The model can predict the
number of ligand–receptor bonds that are necessary to nucleate a
stable adhesion domain and the corresponding nucleation time.

5.2 Shapes and contours of adherent cells

After a cell has spread, its shape is determined by the tension that
acts on invaginated membrane arcs that span between focal
adhesions (cf. Fig. 5b).154 These arcs are especially prominent in
cells cultured on patterned substrates,155,156 as shown in Fig. 5e
and f. Micropatterns then define adhesive and non-adhesive areas,
regulating where and how cells adhere to surfaces.156,157

To model the membrane shapes of adherent cells on pat-
terned substrates, continuum models, discrete network models
and cell contour models are employed.158–162 The basis of all
contour models is the simple tension model, relating tensions
within the cell contour to membrane deformations or cell
shapes.12,155 After spreading, the cell is essentially flat, hence,
it is described as a surface bound within a contour r(s), that is
parametrized by its arc length s. If the cell is in equilibrium, the
contractile forces of the actin cytoskeleton locally balance the
force of the actin cortex at the cell contour. In the model, the
surface tension s is then locally balanced by the line tension l
(cf. Fig. 5b, inset). A tangent t(s) and a normal vector n(s) are
defined at any point of the contour. If both vectors are normal-
ized they are related by dt(s)/ds = n(s)/R(s), with R(s) the local
radius of curvature. If s and l are independent of s, the force
balance on a contour element ds can be expressed by

sn(s)ds = l(t(s + ds) � t(s)), (11)

where the left hand side represents the force, caused by the
cytoskeleton, acting in normal direction on the contour, and

Fig. 5 Membrane deformations in cell adhesion. (a) Schematic of cell
adhesion in side view. A cell (nucleus: orange, membrane: red, actin
cortex: blue) adheres to a surface at adhesion sites (green). (b) Schematic
of cell adhesion in top view (nucleus: orange, membrane: red, actin cortex:
blue). On patterned substrates cell shapes of adherent cells can be
described by contour models. Inset: The contour of the cell shape can
be described by the competition of surface and line tension. (c) Computed
shapes of a membrane that adheres to a surface. By increasing the
adhesion energy the contact area between membrane and surface
increases. Reproduced from ref. 149 with permission from the American
Physical Society, copyright (1990). (d) Simulated shape of a fluctuating
membrane (blue) that adheres to a surface by binding receptors (orange)
to ligands (grey). Reproduced from ref. 153 under the terms of the Creative
Commons Attribution License (CC BY 3.0). (e) Theoretically predicted
circular arcs fitted to the contour of adherent cells. Reproduced from
ref. 155 with permission from Elsevier, copyright (2008). (f) Ellipses fitted to
the contour of adherent cells. Reproduced from ref. 163 with permission
from the American Physical Society, copyright (2018).
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the right hand side represents the force that is caused by the
actomyosin cortex at every point of the contour. Using the
geometrical relation that connects t(s) and n(s), eqn (11)
leads to R = l/s. This expression resembles the Laplace law
(cf. Section 2), but now in 2D. Fig. 5e shows circular arcs fitted
to the contour of an adherent cell. The different radii show that
the cortical tensions vary locally within the cell.

Alternatively, cell shapes can be described on the level of
energies, connecting contour models with the framework
derived for membrane shapes in Section 2. Similar to eqn (1),
the energy functional then reads

H ¼ s
ð
dAþ l

I
ds; (12)

where the first term represents a surface tension energy and the
second term represents a line tension energy.162 The variation
of eqn (12) leads to the same contour equation as before
(R = l/s). More advanced contour models also take the elasticity
of the actin cortex (tension-elasticity model),155 the bending
rigidity of the membrane164 or the anisotropy of the cytoskeleton
(cf. Fig. 5f)163 into account.

To conclude, modeling cell shape during cell adhesion
contributes to our understanding of how the cytoskeletal network
architecture and molecular motor contractility regulate cell
shapes. Inversely, from observed cell shapes, especially on
patterned surfaces, we can infer mechanical properties not
just of the membrane, but also of the underlying cortical
cytoskeleton.

6 Cell migration

Cell motility is another example of a cellular process where
the plasma membrane is strongly deformed from the spherical
reference state, affecting cell shape globally.165 In general, cell
motility can be classified into swimming motility and
substrate-based motility, including cell gliding and crawling.
For both swimmers and gliders the overall cell shape does not
change much.166 Thus, here, we focus on cell crawling where
cell shape changes are most important, requiring continuous
remodeling of the interior of the cell.167

The diversity of the shapes of migrating cells is huge and
depends, among others, on the environment in which cells move.
The same cell will assume vastly different shapes if it moves along
a one-dimensional collagen fiber, a two-dimensional epithelial
tissue, or through three-dimensional interstitial tissue.168 The
most common cell shapes that develop in cell crawling are
lamellipodia (2D sheets of a branched actin network), filopodia
(protrusions of parallel actin bundles), blebs (membrane bulges,
driven by hydrostatic pressure and a weak connection to the actin
cortex) and lobopodia (blunt protrusions, driven by hydrostatic
pressure).169

The mechanism underlying lamellipodia based cell migra-
tion consists of several steps. First, cell polarity is established,
i.e., the front and back of the cell form. Second, the plasma
membrane and the leading edge of the lamellipodium are
pushed outwards trough actin polymerization and branching.

The actin system is linked to the substrate at focal adhesions
that form at the front and dissolve at the back of the cell.
Therefore, traction forces are exerted to the substrate leading to
forward motion of the cell. Finally, the back of the cell is pulled
forwards because the actomyosin cytoskeleton contracts.169

Thus, cell migration is achieved by constant internal remodeling
of the cell causing steady shape changes (cf. Fig. 6a).

In the most basic model of cell migration, both the cell
shape and the microscopic origins of motility are neglected and
migration is described purely in terms of persistent random
walks,170 which is indeed observed for individual cells in a
uniform environment. In a complementary approach, the inter-
play between cell migration, mediated through actin polymer-
ization, and cell adhesion, mediated by stochastic linkers,
has been theoretically studied recently. Focusing on the micro-
scopic driving factors while still neglecting cell shape, it was
found that the stick-slip dynamics of the traction force can
explain both steady cell crawling and bipedal cell motion.171

A more detailed phenomenological approach is to reproduce
the shape of different cell types in a rule-based ‘‘shape
machine’’, where different cell shapes can be generated by
tuning model parameters that summarize many molecular
interactions (cf. Fig. 6b).172,175 For instance, one rule is that
protrusions are formed at the leading edge whereas protrusions
are suppressed anywhere else. By using cell shape as input
information such models can make predictions about the
internal structure of the cell. Results include the prediction
that microtubule depolymerization increases the rate with
which cells retract,172 and a relation between the dynamics of
the actin cytoskeleton, such as the capping rate and the stall
force, and the observed shape of fish keratocytes.175 Furthermore,
computer simulations of the motion of flexocytes (vesicles with
enclosed filaments) suggest that cell shape and the persistence of
trajectories of migrating cells correlate.176

Another method to address the shape of migrating cells are
cellular Potts models,173,177–179 in which crawling cells are
discretized on a lattice. Individual lattice sites can be added
or removed from cells, allowing the cells to fluctuate and move
over (simulation) time. Equilibrium configurations are typically
determined from the minimization of an appropriate energy
functional using Monte Carlo methods. Using such a model it was
suggested that cell shape is not only a consequence of cellular
signaling but also that these signaling processes are influenced by
cell shape changes.177 The approach can also be used to predict the
shape of cells moving in ensembles (cf. Fig. 6c).173

Phase-field models are another approach to study cell
migration.180 The basic idea here is to represent the cell by a
continuous field, the phase-field r, at the position r and time t,
which is r = 1 inside the cell, and r = 0 outside the cell.
Consequently, the cell membrane or interface of the cell is
represented by a smooth change of the phase-field. Similar to
eqn (1) the bending and tension energy of the cell membrane
can be formulated in terms of the phase-field by180

H ¼ k
2

ð
1

e
er2r� G0

e

� �2

dxdyþ s
ð

e
2
jrrj2 þ G

e

� �
dxdy; (13)
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where e characterizes the interface width of r and G(r) is a
function that interpolates between 0 and 1; a typical choice is
G(r) = 18r2(1 � r)2.

From eqn (13) a line density force for bending and tension
can be calculated by Fben + Ften = (dH/dr)(rr)/(e|rr|2). Adding
contributions for area conservation Farea, protrusion and retrac-
tion forces of actin filaments, Fprot and Fretr, and a friction force
Ffr, one finds the total force Ftot = Fben + Ften + Farea + Fprot + Fretr

+ Ffr. At steady state there is no total force (Ftot = 0) and from
qr/qt = v�rr, with v the local speed of the membrane or phase-
field, the time evolution of the membrane follows as180

t
@r
@t
¼ � k r2 � G00

e2

� �
r2r� G0

e2

� �
þ s r2r� G0

e2

� �

�MA

ð
rdxdy� A0

� �
jrrj þ ðaV � bWÞjrrj:

(14)

In eqn (14) t characterizes the friction, A0 determines the
prescribed cell area and MA characterizes the strength of this
area constraint. Moreover, V and W describe the concentration
of cross-linked actin filaments and actin bundles, respectively,
and a and b characterize the protrusion and retraction forces.
By solving eqn (14) together with the equations for the coupled
fields V and W, the dynamics of the phase-field and thus the
shape of the moving cell are determined.

Alternatively, the phase-field can be coupled to a vector field
p, describing polymerizing actin filaments.181 Most impor-
tantly, the phase-field approach predicts the steady state shape
of moving cells (cf. Fig. 6d).174,180,181 Similar to the cellular
Potts model the phase-field approach can be used to study the
cell migration of cell ensembles.182 In addition, it can be used
to predict the shape of cells migrating in a 3D environment
with different surface topographies.183

To conclude, theoretical modeling of cell migration reveals
how driving factors on the molecular level regulate motility
and shape changes on the cellular level. In addition, modeling
shows how interactions between a cell and its environ-
ment affect shape dynamics, which can lead to emergent
collective bahavior with implications for wound healing and
metastasis.

7 Cell division

From the viewpoint of shape, when animal cells divide, one
sphere is transformed into two spheres, which fundamentally
affects both the plasma membrane and the internal cellular
components. To disentangle the underlying mechanisms cell
division can be split up into multiple steps. In the first step, the
cell rounds up and chromosomes assemble in the middle of the
cell. In the second step, the chromosomes are pulled apart by
mitotic spindles. In the third step, known as cytokinesis, the
cell content is distributed between the two daughter cells.184,185

Here we focus on symmetrical cytokinesis (cf. Fig. 7a).

Fig. 6 Membrane deformations in cell migration. (a) Schematic of a
crawling cell (nucleus: orange, membrane: red, actin cortex: blue) that
exhibits continuous internal remodeling affecting overall cell shape,
including the lamellipodium and filopodia. (b) Phenomenological model
that produces different cell shapes by changing the model parameters.
Modeled cell shapes (black), paths of migration (red) and starting point of
migration (black circle) for (i) dictyostelium cells, (ii) fibroblasts, (iii) kera-
tocytes, and (iv) neurons. Reproduced from ref. 172 with permission from
Elsevier, copyright (2008). (c) Shapes of four confined crawling cells
modeled in a cellular Potts model. Reproduced from ref. 173 under the
terms of the Creative Commons Attribution License (CC BY 4.0).
(d) Crawling cell in the phase-field model. The heat map encodes the
value of the phase-field from zero (purple) to one (yellow). Reproduced
from ref. 174 with permission from The Royal Society of Chemistry.

Fig. 7 Membrane deformations in cell division. (a) Schematics of cytokin-
esis, the last step of cell division, where the cytoplasm is distributed over
two daughter cells. Cell nucleus: orange, membrane: red, and actin cortex:
blue. (b) Sequence of membrane shapes for constant spontaneous
curvature and increasing reduced volume. Reproduced from ref. 31 with
permission from the American Physical Society, copyright (1991).
(c) Calculated cell shape during membrane constriction. The color code
represents the activity within the cortex and the arrows show the cortical
flow towards the equator. Reproduced from ref. 189 with permission from
Elsevier, copyright (2014). (d) Shape of a constricting membrane tube
due to the self-organizing flow of an active fluid (red arrows). Reproduced
from ref. 190 under Creative Commons Attribution-NonCommercial-
NoDerivatives License 4.0 (CC BY-NC-ND).
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During cytokinesis the cellular volume V0 is conserved to
a good approximation, i.e. V0 = 2VD, where VD is the volume
of a daughter cell.186 Thus, by assuming spherical shapes it
follows that 2AD E 1.26A0, implying that the surface area of
the daughter cells has to increase during cytokinesis. The
necessary extra area is provided by exocytosis and membrane
remodeling.23,187 Moreover, the shape of the membrane changes
drastically during cytokinesis. In order to model deformations of
a cell of volume V and surface area A, one usually defines the
reduced volume

n ¼ V

ð4p=3ÞR0
3
; (15)

where R0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A=ð4pÞ

p
is the radius of a sphere of the same

surface area. While spherical shapes have n = 1, all other shapes
have smaller values. In animal cells this shape change is driven
by ATP-consuming activity within a ring of actomyosin that is
anchored to the cell membrane, generating the necessary forces
that constrict the membrane.188

From a physical point of view, the problem of cell division
is similar to endocytosis, the main difference being that the
parts created are the same size. Hence, the starting point for
modeling cell division is again eqn (1). The membrane shapes,
which are reminiscent of dividing cells, are then determined
by solving the corresponding shape equation. One finds the
sequence from spherical to splitting cells either by changing
spontaneous curvature while keeping the reduced volume n
constant, or by keeping spontaneous curvature constant while
changing the reduced volume (cf. Fig. 7b).31 Similar to this idea,
a sequence of shapes reminiscent of dividing cells was found in
a phase-field model as a result of a time-dependent sponta-
neous curvature.191 Complementary, it has been demonstrated
experimentally that vesicles could be split by changing their
spontaneous curvature.192

Cell division in animal cells however is an active process,
driven by the constriction of an actomyosin ring. Further
details must therefore be included in the theoretical
description.193 From a conceptual point of view, probably the
simplest way is to include the constriction force as a boundary
condition at the midplane of the cell, and calculate the corres-
ponding energy-minimizing shapes. However, these calcula-
tions suggest that symmetric division is unstable at constant
volume.194,195 The approach can be generalized to include the
effect of membrane tension, spontaneous curvature and osmotic
pressure.196,197 A related approach is to represent the constric-
tion force by a line tension energy, added to eqn (1). By fitting the
solution of the corresponding shape equation to the shapes of
dividing cells, the bending rigidity, the contractile force and the
line tension could be determined.198

The models discussed above consider only the plasma
membrane. These could be useful for the future development
of artificial cells with a minimal internal structure. However,
in animal cells the cytoskeleton cannot be neglected when
considering large-scale changes. As a first step towards including
the effects of the cytoskeleton, the contractile forces acting on
the membrane can be modeled to originate from a gradient in

membrane tension during cytokinesis.199,200 Building on this
idea, cell shapes during cytokinesis were examined in a model
that represents the composite of plasma membrane and acto-
myosin cortex as an active gel, which can restrict the initial
spherical cell shape due to the internal activity within the gel.189

A gradient in surface contractility from the poles to the equator
then drives cytokinesis and, for example, reproduces the experi-
mentally observed cortical flow to the equator (cf. Fig. 7c).

The constriction of the membrane can also be modeled by a
contractile network that couples the network density with the
spontaneous curvature of the membrane. In a framework
similar to the one explained in Section 3 the dispersion and,
hence, the stability of membrane constriction can be
determined.201 Moreover, the role of stress of different origins
(adhesion, protrusion, contraction) acting on the membrane
during cytokinesis has been investigated.202–204

As cytokinesis progresses, a cell–cell interface begins to form
between the two daughter cells. The dynamics of this interface
can be examined by balancing its viscous friction and active
stresses. As a result, the model predicts the corresponding
changes in cell shape.205 Finally, curved surfaces can be
coupled with active gels to study the interplay between different
membrane shapes and contractile forces,190 resulting for exam-
ple in the formation of contractile rings on tubular membranes
(cf. Fig. 7d).

To conclude, theoretical modeling of membrane deforma-
tions during cytokinesis predicts how membrane constriction
might be initiated, how large constriction forces have to be
and where they act. Therefore, modeling deformations in cell
division contributes to our basic understanding necessary to
build artificial cells.

8 Conclusion

The shape of the cell and the plasma membrane surrounding it
are deformed in many cellular processes. The variety of the
resulting membrane shapes shows the diversity of underlying
driving factors. At the same time, this morphological variety
allows us to extract a large amount of information about the
inner workings of the cell. In this review we have outlined
how modeling cell shape and membrane deformations can
contribute to our understanding of the mechanisms that drive
membrane fluctuations, endocytosis, cell adhesion, cell migra-
tion and cell division. We have demonstrated that modeling
cell shape and membrane deformations is an important tool to
investigate the cell, even on the microscopic scale.

The properties of a pure lipid bilayer membrane are well
described by the Helfrich Hamiltonian (eqn (1)). Membrane
deformations in a living cell however predominantly originate
from active processes, which result in additional fluctuations,
driven deformations, and large-scale shape and topological
changes. To explain these shape changes, models can be built
that include localized adhesion, changes in spontaneous
curvature, or variation in stress, due to the interaction of the
membrane with proteins and polymer networks. Inversely, the
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calculated shapes can be fitted to experimental data to both
verify the model predictions and extract material properties of
the other cellular components involved, such as the magnitude
of exerted forces or the adhesion energy of linker molecules.

In some cases, the experimental resolution in time or space
is not yet high enough to distinguish between competing
models, as for example in the two possible assembly pathways
of a clathrin-coated pit discussed in section 4. While one of the
proposed models might be ruled out by future experimental
insight, it is also possible that both methods are employed. Life
tends to be creative, and find a use for any pathway that is
physically allowed, which is of course also why we can observe
the large variety in membrane shapes we have explored here.

The discussed examples demonstrate how theoretical
modeling can relate membrane deformations and shapes to
cell function and thus lead to biological insight. In general,
through modeling, the cell’s complexity can be reduced and
therefore modeling can identify key players, responsible for
specific deformations. Moreover, modeling can couple theore-
tical concepts such as material parameters to observables such
as fluctuation amplitudes or membrane invaginations, hence
making the cell more quantifiable. Both these aspects show how
theoretical modeling can reduce some of the cell’s complexity by
making predictions or hypotheses quantifiable.

We need not stop at the surface though. The insights we
have gained about the inner workings of the cell by studying
how it behaves in well-controlled situations like adhesion or
phagocytosis allow us to also build models for more complex
processes like cell migration and division. Because of the high
complexity of cells, these models are by necessity more pheno-
menological; however, they can continually be refined as more
detailed studies provide new information. Moreover, they provide
a bridge from the fundamental study of lifeless components
like lipid bilayers and proteins to full-fledged living cells, with
promising applications in biology and medicine.

A well-known example is the difference between healthy
and tumorigenic cells, which differ strongly in their material
properties, allowing tumor cells to metastasize and invade
healthy tissue. In this context, there is still a large array of
questions to be answered, of which many center on the role of
the membrane. For instance, while for reconstituted membranes
or extracted membrane vesicles the membrane tension is uniform,
recent experiments suggest that it is not in living cells.206

Recapitulating the different examples of this review, there
are many more open questions to be answered. Membranes in
living cells contain many different types of lipids, as well as
transmembrane and membrane-associated proteins, which all
affect membrane properties and shapes. There is still a large
gap between experimentally reconstituted and theoretically
modeled membranes with just a few, or just one component,
and those we know to exist in living cells. Likewise, it is still
quite elusive what the physiological role of active membrane
fluctuations is. It is also still unknown what the minimal
necessary requirements are for cells to divide, which might
be especially important when engineering an artificial cell.
Finally, there is a need to develop integrated models that bridge

multiple scales, for instance when studying the interplay
between cell adhesion and cell migration.

To answer these questions, we need new experiments, but
also new models, that take the interactions between the plasma
membrane and cellular driving factors into account. More
importantly, experimentalist and theorists need to continue
working together, as these open questions can only be
answered jointly.
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and J. Ries, Cell, 2018, 174, 884–896. e17.

135 M. Akamatsu, R. Vasan, D. Serwas, M. A. Ferrin,
P. Rangamani and D. G. Drubin, eLife, 2020, 9, e49840.
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