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Metal-ligand and Hydrogen Bonding in the Active Site
of Fe(III)-, Mn(III)- and Co(III)-myoglobins†

Marek Freindorf,a and Elfi Kraka∗a

We investigated in this work the strength of metal–ligand bonding in complexes formed between
Fe(III)- , Mn(III)- and Co(III)-myoglobin and methanol, water, nitrite, and azide, serving as neutral
and ionic prototype ligands, for the ε and δ protonation forms of the myoglobin distal histidine. In
total, 24 complexes and 12 associated gas phase models were investigated combining a QM/MM
protocol with our local vibrational mode analysis at the PBE0/6-31g(d,p)/AMBER level of theory.
According to our results, complexes with methanol and water ligands form weaker metal–ligand
bonds than those with nitrite and azide ligands. Furthermore, the strength of the metal–ligand
bonds depends on the protonation form of the distal histidine. Among the three metals investigated
in this study, Fe, the metal found in native myoglobin, turned out to be the most versatile candidate,
providing the broadest range of metal–ligand bond strengths. We also analyzed potential hydrogen
bonds formed between the ligand and the distal histidine of the heme pocket. The ε tautomer of
histidine forms weaker O· · ·H type hydrogen bonds whereas the δ tautomer forms stronger N· · ·H type
hydrogen bonds. Overall, our findings identify the strength of both metal–ligand and hydrogen bonds
(fully captured by our local vibrational mode analysis) as a key parameter determining the catalytic
activity and function of myoglobins This is particularly relevant when considering neutral versus ionic
ligands and other metals such as Mn or Co as alternatives to Fe. The insights gained through our
investigation offer valuable guidance for strategically fine-tuning existing artificial myoglobins and
designing new, versatile variants. We hope that our QM/MM - local mode analysis protocol will
become a valuable addition to the research community’s toolkit.

1 Introduction
Myoglobin (Mb) is a member of the hemoprotein superfamily,
which is found in muscles of vertebrates and in almost all mam-
mals. Mb is responsible for storage of oxygen in vertebrates and
plays an important role in many physiological functions of the
heart and skeletal muscles. It is also one of the most studied pro-
teins disclosing interactions between the protein active site and
the surrounding protein environment.1–4 The active site of Mb in-
cludes a prosthetic heme group, which involves a protoporphyrin
ring and a central Fe atom. The heme group is attached to the
protein backbone by a covalent chemical bond with the proximal
histidine, while the distal heme pocket can be occupied by small
molecules such as O2, NO, H2S and CO, which are responsible for
Mb’s diverse biochemical activities.

Over the past decade a number of artificial Mb, i.e., functional-
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ized, bioengineered, or synthetic Mb proteins have been reported
being intended to adapt Mother Nature’s unique design to the
specific needs across chemistry and beyond with applications in
catalysis potentially replacing less sustainable and environmental
friendly industrial catalysts; such as in medicine helping maintain
oxygen delivery in situations where blood transfusions are lim-
ited or unavailable,5 or as biosensors detecting oxygen or other
gases.6,7 In addition, they are ideal research models in experi-
ment and theory, providing a controlled model to study heme pro-
tein function, protein folding, and oxygen storage mechanisms.

There are a number of reports applying artificial Mbs to various
challenging catalytic transformations, bridging the gap between
the efficiency of enzymatic reactions and the versatility of transi-
tion metal catalysis. Iron porphycene complexes of Mb used for
selective CH functionalization reactions offer innovative ways to
form CC, CN and CO bonds, such as cyclopropanation, amination,
and azide reduction.8–13 The iron porphyrin cofactor makes heme
proteins particularly well–suited as catalysts for nitrene trans-
fer reactions, including the reduction of azides to amines.10 An
engineered Mb–based catalyst has shown to be capable of cat-
alyzing the cyclopropanation of aryl–substituted olefins with cat-
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alytic proficiency and excellent diastereo– and enantioselectivity
via transmetalation .14

Replacement of Fe in hemoproteins by different transition
metals has been utilized to investigate the role of heme
in deter mining the protein properties for many years,15–17

and the most popular metals used in the modified hemo-
proteins are Mn and Co.18,19 Some recent examples of the
Mn–substituted Mb (MnMb) include the discovery of two re-
dox pathways in MnMb,20 CH bond hydroxylation catalyzed
in MnMb,21,22 and oxidation properties of MnMb towards
weak CH bonds.23 Similarly, examples of Mn–substituted cy-
tochromes P450 include structural properties of Mn–substituted
P450(CYP101),24 theoretical study of the pentacoordinate Mn
in cytochrome P450cam,25 catalytic activity of Mn–substituted
cytochrome P450(BSb),26 reconstruction of Mn–substituted cy-
tochrome P450(BM3).27–29 The Mn metal was also used in Mn–
substitution of an abiological protein in a study of a porphyrin–
binding protein with high–valent Mn oxidation states.30

Similarly, recent examples of Co-substituted Mb (CoMb) in-
volve theoretical study of dioxygen bound to CoMb,31 relaxation
of ligand binding in CoMb,32 nitrogen generation in CoMb,33

and reconstruction of aqua– and cyano–CoMb.34 Cobalt was
also used in metal–substituted cystathionine β–synthase,35 hy-
drogen generation from Co–substituted microperoxidase–1136

and cytochrome b562,37 reconstruction of CoMb–coupled his-
tidine kinase38, and Co–substitution in a series of hemopro-
teins in living cells of E. coli.39 CoMb complexes were used
to catalyze electro–catalytic H2 evaluation.40,41 Heme oxyge-
nase cobalt–protoporphyrin complexes were used for CO2 pho-
toreduction.42 The Figg group has also introduced zinc–Mbs
as catalyst for photo–induced electron/energy transfer (PET)–
reversible addition–fragmentation chain transfer (RAFT) poly-
merizations.43

In order to systematically explore the large potential of these
Fe, Co, Mn–Mbs, fine–tuning them for a specific purpose and/or
the development of new design routes for artificial Mbs, the un-
derstanding of metal–ligand (ML) and potential ligandhydrogen
bonding (HB) in the active Mb pocket at the molecular level is
an important prerequisite, which to our best knowledge has been
missing so far.

Therefore, inspired by the structural study of Mn– and Co– sub-
stituted Mb,18 we explored in this study similarities or differences
between native Fe(III)Mb, and the engineered Mn(III)Mb and
Co(III)Mb systems with methanol (CH3OH, MET), water (H2O,
H2O), nitrite (NO−

2 , ONO), and azide (N−
3 , NNN) model ligands

in the distal heme pocket, with a focus on assessing and compar-
ing the strength of the ML bonds and the strength of potential HB
interactions, formed between the distal histidine and the ligands.
In order to account for the influence of the protein environment,
we compared the ML bond strengths in the proteins with those
of corresponding gas phase models. Sketches of the active sites
of Fe(III)Mb, Mn(III)Mb and (Co(III)Mb with the four ligands as
well the corresponding active site gas phase models, investigated
in this work, are presented in Figure 1. As revealed in Figure 1, in
the six of the investigated protein systems the ligand forms either
an O· · ·H or an N· · ·H HB with the distal histidine, which we com-

Fig. 1 Sketches of active sites in MB and gas phase models with ligands
investigated in this study (Me = Fe, Mn, and Co). Symbols "e" and "d"
indicate distal histidine in ε and δ protonation forms, respectively, while
symbol "g" indicates gas phase models. For molecular labels, see text.

pared with the corresponding HB strengths in the water dimer
(H2OHOH) and the water–ammonia pair (HOHNH3). Two tau-
tomeric forms of distal histidine were considered, namely His64ε

and His64δ (labeled in the following as "e" and "d"), which led
to 24 protein complexes and 12 gas phase models. A special fo-
cus of this work was on exploring the relevance of the strength of
these ML/HB interactions regarding catalytic activity or function
of these Mbs for neutral versus ionic ligands as well as for Co and
Mn substituted Fe-heme co-factors.

The following complex notation is used throughout the
manuscript (see also Figure 1): (i) iron complexes: Fe(MET)e,
Fe(MET)d, Fe(H2O)e, Fe(H2O)d, Fe(ONO)e, Fe(ONO)d,
Fe(NNN)e, and Fe(NNN)d; (ii) manganese complexes:
Mn(MET)e, Mn(MET)d, Mn(H2O)e, Mn(H2O)d, Mn(ONO)e,
Mn(ONO)d, Mn(NNN)e, and Mn(NNN)d; (iii) cobalt com-
plexes: Co(MET)e, CoMb(MET)d, Co(H2O)e, Co(H2O)d,
Co(ONO)e, Co(ONO)d, Co(NNN)e, and Co(NNN)d; (iv)
corresponding heme co–factor ligand gas phase models:
Fe(MET)g, Fe(H2O)g, Fe(ONO)g, and Fe(NNN)g; Mn(MET)g,
MnMb(H2O)g, Mn(ONO)g, and Mn(NNN)g; and Co(MET)g,
Co(H2O)g, Co(ONO)g, and Co(NNN)g. We utilized for the
protein calculations a hybrid QM/MM (quantum mechanics –
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molecular mechanics) ansatz,44–48 and for the bond strength
assessment we used the local vibrational mode theory (LMA) de-
veloped in our group,49,50 complemented with Bader’s quantum
theory of atoms in molecules (QTAIM) analysis 51–53 and natural
bond orbital (NBO) analysis. 54,55

2 Materials and Methods

2.1 Local vibrational mode analysis

In order to assess and compare ML and HB in the Mb com-
plexes investigated in this work a qualified bond strength de-
scriptor is needed. One popular measure to assess bond strength
is to use normal mode stretching force constants derived from
a normal mode analysis.56 However, as pointed out by Wilson
in his pioneering 1941 publication 57 normal vibrational modes
of polyatomic molecules are generally delocalized, limiting this
approach. LMA49,50 originally developed by Konkoli and Cre-
mer 58,59 has solved this problem via extracting local vibrational
modes and corresponding local mode force constant from the nor-
mal vibrational modes.

A local vibrational mode an is defined as

an =
K−1d†

n

dnK−1d†
n

(1)

The two ingredients needed for LMA, the diagonal normal mode
force constant matrix K in normal mode coordinates Q and the
normal mode vectors dn in internal coordinates, can be obtained
from a vibrational frequency calculation via the Wilson GF formal-
ism,60,61 which is a routine part of most modern quantum chem-
istry packages.62 As a consequence, LMA can be applied with
minimal computational costs after a routine quantum–chemical
calculation of vibrational frequencies, optionally adding mea-
sured frequencies as input (a feature opening LMA to the exper-
imental vibrational spectroscopists) to both single molecules in
gas phase, solution, or in a protein, but also to periodic systems
and crystals.49,50

For each local mode an, one can derive associated local force
constants ka

n describing the local vibration of the atomic fragment
under consideration,

ka
n = a†

nKan =
1

dnK−1d†
n

(2)

local mode frequencies, local mode infrared intensities and other
local properties can be determined.50,63

Over the past two decades, we have successfully applied lo-
cal mode force constants to characterize the strength of covalent
bonds and non–covalent interactions across the periodic table as
documented in two recent review articles,49,50 including bonding
inside the active sites of hemoproteins.64–71 Another important
feature of LMA is the characterization of normal mode (CNM)
procedure, which decomposes each normal vibrational mode into
local mode contributions.49,50,72,73 CNM has advanced the inter-
pretation of vibrational spectra to the next level e.g., identifying
which molecular fragments couple in DNA–base pairs or assess-
ing the quality of Stark effect probes with a local probe bond, just
to name two examples.67,74–76 A detailed description of the un-

derlying local vibrational mode theory can also be found in in the
two review articles.49,50

In this work we predominantly focused on local mode stretch-
ing force constants ka(AB) reflecting the intrinsic strength the
bond/weak interaction between two atoms A and B, 77 applied
to ML and ligand–histidine HB. For easier comparison we trans-
formed the local mode force constants ka(AB) into relative bond
strength orders (BSO) according to the generalized Badger rule
derived by Cremer, Kraka, and coworkers78,79 via a power rela-
tionship in the form of BSO = x(ka)y. Two reference molecules
with known BSO and force constants are utilized to obtain the
parameters for x and y, with the constraint that a zero value for
the force constant ka(AB) equals a zero BSO value. The reference
molecules utilized in our study are presented in Table 1. For the
Me–ligand bonds we referred to Mayer’s bond orders 80–82 in-
stead of using BSO=1 for single and BSO=2 for double bonds,
which in past studies involving transition metal bonding have
turned out to be a better choice.49,50,64,68,83

Table 1 Bond length R, local mode force constant ka, and bond strength
order BSO of selected bonds in reference molecules used in our study

Bond R(Å) ka(mDyn/Å) BSO1 Molecule
M–C 1.792 3.243 1.005 CuCH3
M=C 1.641 5.568 1.894 NiCH2
N-H, O-H 1.142 1.340 0.500 F2H−

0.920 9.804 1.000 FH
1 BSO values of bonds involving metal atoms are based on Mayer’s bond orders 80–82

We complemented LMA with features of the analysis of the elec-
tron density ρ(r) via Bader’s QTAIM theory.51–53 In particular the
covalent character of the ML and HBs were determined via the
Cremer–Kraka criterion84,85, which is based on the local electron
density H(r) = G(r) + V (r), where the kinetic energy density is
G(r) (positive, destabilizing) and the potential energy density is
V (r) (negative, stabilizing). If at the bond critical point rb of ρ(r)
between two bonded atoms AB H(rb) is negative, the character
of AB bond is predominantly covalent, whereas a positive H(rb)

value indicates a predominantly electrostatic character. In addi-
tion we analyzed the atomic NBO charges in ML and HB.54,86

2.2 Calculational details

The starting geometries for the Mn(III)Mb protein systems with
methanol (CH3OH), water (H2O), nitrite (NO−

2 ), and azide (N−
3 )

ligands placed in the distal heme pocket (see Figure 1) were taken
from the horse heart X–ray structures of oxidized manganese sub-
stituted myomoglobin with methanol (PDB entry: 2O5L), water
(PDB entry: 2O58), nitrite (PDB entry: 2O5O), and azide (PDB
entry: 2O5M) ligands in the distal heme pocket.18 The starting
geometries for the Fe(III)Mb and Co(III)Mb protein systems were
obtained from the corresponding Mn(III)Mb complexes by manu-
ally substituting the Mn metal center with Fe and Co, respectively.
For all eight complexes hydrogen atoms were added to the exper-
imental protein structures and the proteins were neutralized by
counter–ions using AMBER.87 In order to simulate a water en-
vironment, the active sites of the proteins were surrounded by
a sphere of TIP3P water molecules,88 with a radius of 16 Å. Af-

Journal Name, [year], [vol.],1–15 | 3

Page 3 of 16 Dalton Transactions



ter initial minimization with AMBER, the protein systems were
divided into a QM part including the heme co–factor, distal and
proximal histidine side chains of Mb, and the ligand (ca. 110
atoms), while the MM part included remaining protein atoms
(ca. 3000 atoms) as well as water molecules. Based on previous
work on Mb64,68 and supported by the finding of others report-
ing that the PBE0 functional89,90 DFT shows good performance
for the calculation of transition metals complexes,91–94 we used
for the QM/MM calculations PBE0 in combination with Pople’s 6–
31G(d,p) basis set.95 For the MM part we applied the AMBER fore
field.87 The QM/MM geometry optimization and frequency calcu-
lations were performed with scaled electronic embedding using
the ONIOM method.96 All QM/MM geometry optimizations fin-
ished as local minima on the potential energy surface, i.e., no
imaginary normal mode frequencies were found. The calcula-
tions in the gas phase were done in this study using the PBE0/6–
31G(d,p) level of theory. Using this model chemistry, the calcu-
lated FeN bond length of 1.965 Å in the ferric state turned out
to be close to the X–ray bond length in bis(1-methylimidazole)
(meso-tetramesitylporphinato) Fe(III) (1.970 Å).97

Our previous calculations on Fe(III)Mb systems68 in line with
experimental data on an Fe(III)Mb–water ligand complex 98,99

suggest that the heme co–factor is a high–spin species. There-
fore, we calculated Fe(III)Mb complexes with the neutral lig-
ands (i.e., water and methanol) in their quartet electronic state
(S = 3/2). In contrast, experimental data on Fe(III)Mb com-
plexes with ionic ligands (i.e., nitrite and azide) suggest a low–
spin heme co–factor. 100–102 Following this suggestion, we cal-
culated Fe(III)Mb complexes with the nitrite and azide ligands
in their doublet electronic state (S = 1/2). Similarly, following
suggestions based on experimental data, the Mn(III)Mb protein
systems were calculated in this study as high–spin species (S =
2),23,103 and Co(III)Mb protein systems as low–spin species (S
= 0).32 Geometry optimizations and vibrational frequency cal-
culations were performed with Gaussian16,104 the LMA analy-
sis was performed using our LModeA program.105 The QTAIM
analysis was performed with the AIMALL program106 and NBO
charges were calculated utilizing the NBO analysis implemented
in Gaussian16. In the following, we present the results of our
calculations to three decimal places for most bond properties
investigated in this study. To justify this level of accuracy, we
performed calculations for Fe(MET)e and Fe(MET)d using the
B3LYP/6-311G(d,p)/AMBER level of theory, and a comparison
with the PBE0/6-31G(d,p)/AMBER method is provided in Ta-
ble S1 on page S4 of the Supporting Information. Additionally,
we compared the PBE0/6-31G(d,p)/AMBER level of theory with
PBE0/def2-TZVP/SDD(Fe)/AMBER, and the results are presented
in Table S7 on page S5 of the Supporting Information. Table S2
on page S4 of the Supporting Information shows a comparison of
theoretical bond lengths for the heme group in Mn(MET)e and
Mn(MET)e with experimental data (PDB entry: 2O5L). More-
over, Tables S3 and S4 on page S5 of the Supporting Information
show the results of calculations for Fe(MET)e and Fe(MET)d us-
ing the PBE0/6-31G(d,p)/AMBER level of theory in the doublet,
quartet, and sextet electronic states.

3 Results and discussion
In the following ML bonding is discussed for the Fe(III)Mb–
ligand complexes and their gas phase analogues, followed by
Mn(III)Mb–ligand bonding and Co(III)Mb–ligand bonding. In ad-
dition to forming chemical bonds with the metal of the heme co-
factor, there is also the opportunity for HB formation with the
distal histidine for six protein ligand complexes, as shown in Fig-
ure 1. This will be elucidated in the following sections for the Fe,
Co, and Mn protein complexes.

Table 2 Bond length R, local mode force constant ka, energy density at
bond critical point Hρ , charge difference ∆q, and bond strength order
BSO of ML bonds in Fe(III)Mb proteins along with gas phase models
investigated in our study; for molecular labels, see text.

Molecule Bond R ka Hρ ∆q BSO
Å mDyn/Å Hr/Bohr3 e

Fe(MET)e FeO 2.398 0.270 -0.0059 2.194 0.055
Fe(MET)d FeO 2.140 0.679 -0.0062 2.257 0.161
Fe(ONO)e FeO 1.881 2.020 -0.0082 1.691 0.577
Fe(ONO)d FeO 1.852 2.310 -0.0141 1.627 0.675
Fe(H2O)e FeO 2.409 0.257 -0.0054 2.218 0.051
Fe(H2O)d FeO 2.184 0.608 -0.0068 2.400 0.141
Fe(NNN)e FeN 1.911 1.953 -0.0232 1.671 0.555
Fe(NNN)d FeN 1.875 2.237 -0.0322 1.557 0.650
Fe(MET)g FeO 1.992 1.091 0.0023 1.942 0.280
Fe(ONO)g FeO 1.846 2.392 -0.0146 1.629 0.703
Fe(H2O)g FeO 2.010 1.039 0.0030 2.084 0.265
Fe(NNN)g FeN 1.884 2.125 -0.0277 1.546 0.612

3.1 ML bonds in Fe(III)Mb

Fe–ligand bond properties of the investigated Fe(III)Mb–ligand
complexes and the corresponding gas phase models are presented
in Table 2. Relationships between these properties are shown in
Figures 2 and 3.

According to Figure 2a, the Fe–ligand bond strengths clusters
into two groups; one group for systems with the two neutral
ligands, methanol (Fe(MET)e, Fe(MET)d, and Fe(MET)g, with
an average ka value of 0.680 mDyn/Å) and water (Fe(H2O)e,
Fe(H2O)d, and Fe(H2O)g, with an average ka value of 0.635
mDyn/Å). The other group involving the two ionic ligands, ni-
trite (Fe(ONO)e, Fe(ONO)d, and Fe(ONO)g, with an average ka

value of 2.241 mDyn/Å) and azide (Fe(NNN)e, Fe(NNN)d, and
Fe(NNN)g, with an average ka value of 2.105 mDyn/Å). Overall,
ionic ligands are characterized by considerably stronger Fe–ligand
bonding with BSO values between 0.6 and 0.7, whereas as neu-
tral ligands lead to weak Fe–ligand bonds with BSO values in the
range of 0.05 – 0.25. Interesting to note is that for ionic ligands
BSO values for proteins and gas phase reference Fe–ligand bonds
are comparable whereas for neutral ligands gas phase values are
at the stronger end. Moreover, the strength of the Fe–ligand bond
in the proteins for the ε protonation form is smaller than for the
δ protonation form.

Figure 2b shows the relationship between the local mode force
constant ka and the bond length R for the molecular systems
involving the Fe–ligand chemical bond. According to this Fig-
ure the stronger bond generally correlates well (R2 = 0.9930)
with the smaller bond length, which is consistent with the Badger
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Fig. 2 Properties of ML bonds in Fe(III)Mb complexes and corresponding
gas phase models. a) Bond strength order BSO calculated from local
mode force constants ka via the generalized Badger rule. b) Relation
between local mode force constant ka and bond length R. For molecular
labels, see text.

rule.79,107 The covalent character of this bond is expressed in our
study by the energy density at the bond critical point Hρ , where
the more negative value of the energy density indicates on a more
covalent bond character. The relation between those two quanti-
ties is presented in Figure 3a. We find three clusters formed by
the individual ligands investigated in this study. The average en-
ergy density for the molecular systems with methanol has an Hρ

value of -0.0032 Hartree/Bohr3, which indicates on a small cova-
lent character of this bond, similarly as for the molecular systems
with water where the average energy density has an Hρ value of -
0.0031 Hartree/Bohr3. The Fe–ligand chemical bond has more
pronounced covalent character for the molecular systems with
the ionic ligands. The average energy density for the molecular
systems with nitrite has an Hρ value of -0.0123 Hartree/Bohr3,
while for the systems with azide it has an Hρ value of -0.0277
Hartree/Bohr3. Figure 3c shows the relation between the local
mode force constant ka and the charge difference ∆q between the
Fe atomic charge and the O or N atomic charge of the ligand. Sim-
ilar as in Figure 3a, we find three clusters in Figure 3b formed by
the individual ligands. Larger charge differences are observed for
molecular systems with water (an average ∆q value of 2.234 e)
and with methanol (an average ∆q value of 2.131 e), and smaller
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Fig. 3 Properties of ML bonds in Fe(III)Mb complexes and corresponding
gas phase models. a) Relation between local mode force constant ka and
energy density Hρ . b) Relation between local mode force constant ka

and atomic charge difference. For molecular labels, see text.

for systems with nitrite (an average ∆q value of 1.649 e) and
azide (an average ∆q value of 1.591 e).

3.2 ML bonds in Mn(III)Mb

ML bond properties of the Mn(III)Mb–ligand complexes and the
corresponding gas phase models are presented in Table 3. Rela-
tionships between these properties are shown in Figures 4 and 5.

According to Figure 4a, the Mn–ligand bonds cluster into two
groups, one with neutral ligands and one with ionic ligands. The
molecular systems with the water ligand have an average force
constant ka of 0.354 mDyn/Å. Similarly as for systems with Fe–
ligand bonds, the strength of the Mn–ligand bond in the protein
is smaller for the ε protonation form of distal histidine than in the
δ form. The strength of the Mn–ligand bond in the systems with
methanol is widely distributed keeping a small value for the gas
phase model (ka of a value of 0.365 mDyn/Å), through a medium
value for the ε protein system (ka of a value of 0.949 mDyn/Å),
to a relatively big value for the δ protein system (ka of a value
of 1.612 mDyn/Å). Both molecular systems with the ionic ligands
have a medium strength, with the average value of the force con-
stant ka of a value of 1.062 mDyn/Å for the system with nitrite,
and a value of 1.138 mDyn/Å for the system with azide. How-
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Table 3 Bond length R, local mode force constant ka, energy density at
bond critical bond Hρ , charge difference ∆q, and bond strength order
BSO of ML bonds in Mn(III)Mb proteins along with gas phase models
investigated in our study; for molecular labels, see text

Molecule Bond R ka Hρ ∆q BSO
Å mDyn/Å Hr/Bohr3 e

Mn(MET)e MnO 2.070 0.949 -0.0029 2.272 0.238
Mn(MET)d MnO 1.961 1.612 0.0010 2.322 0.443
Mn(ONO)e MnO 2.128 0.887 -0.0042 2.131 0.220
Mn(ONO)d MnO 2.048 1.036 -0.0032 2.084 0.264
Mn(H2O)e MnO 2.492 0.224 -0.0047 2.492 0.044
Mn(H2O)d MnO 2.268 0.485 -0.0046 2.532 0.108
Mn(NNN)e MnN 2.141 0.898 -0.0100 2.144 0.223
Mn(NNN)d MnN 2.011 1.392 -0.0103 2.014 0.373
Mn(MET)g MnO 2.352 0.365 -0.0051 2.317 0.078
Mn(ONO)g MnO 2.038 1.263 -0.0047 2.099 0.333
Mn(H2O)g MnO 2.362 0.353 -0.0049 2.485 0.075
Mn(NNN)g MnN 2.054 1.124 -0.0122 2.046 0.290

ever, the average strength of the Mn–ligand bonds (ka of a value
of 0.882 mDyn/Å), is smaller than the average strength of the
Fe–ligand bonds (ka of a value of 1.415 mDyn/Å). For the neutral
ligands forming the bond with Mn, the BSO values range between
0.05 and 0.1, and the BSO values for the ionic ligands are in the
range of 0.2 – 0.45, i.e., they show a larger spread than their Fe–
ligand counterpart. According to Figure 4b, the local mode force
constant ka of the Mn–ligand bond relatively good correlates (R2

= 0.9897) with the bond length R, and according to Figure 5a,
the Mn–ligand bonds in all systems have a covalent character,
confirmed by negative values of the energy density (an average
Hρ value of -0.0047, -0.0040, and -0.0108 Hartree/Bohr3, for the
systems with water, nitrite, and azide, respectively), with one ex-
ception. The Mn–ligand bond shows electrostatic character for
the δ protein system with methanol (Hρ of a value of 0.0010
Hartree/Bohr3), which is also the strongest Mn–ligand bond (ka

of a value of 1.612 mDyn/Å). According to Figure 5b, the largest
atomic charge difference of the Mn–ligand bond is observed in
our calculations for molecular systems with water (an average ∆q
value of 2.503 e), and the smallest values are observed for both
systems with the ionic ligands (the average ∆q value of 2.105 and
2.068 e, for the system with nitrite and azide, respectively). The
charge difference for the system with methanol has a medium
value (an average ∆q value of 2.304 e).

3.3 ML bonds in Co(III)Mb
Co–ligand bond properties of the Co(III)Mb–ligand complexes
and the corresponding gas phase models are presented in Table 4.
Relationships between these properties are shown in Figures 6
and 7. According to Figure 6a, the Co–ligand bond strengths can
be grouped into two clusters, one representing the weaker neu-
tral Co–ligand bonds and one with the stronger Co–ligand ionic
bonds, i.e., we find the same trends as for the Fe and Mn systems.
The Co–ligand bond strength for the systems with the neutral lig-
ands is substantially smaller (average ka value of 1.262 and 1.273
mDyn/Å, for water and methanol, respectively) than for the sys-
tems with the ionic ligands (average ka value of 2.298 and 2.063
mDyn/Å, for nitrite and azide, respectively). However, in contrast
to the Fe–ligand bonds, we find a larger spread for the neutral

Mn(MET)e
Mn(MET)d
Mn(ONO)e
Mn(ONO)d
Mn(H2O)e
Mn(H2O)d

Mn(NNN)e
Mn(NNN)d
Mn(MET)g
Mn(ONO)g
Mn(H2O)g
Mn(NNN)g

BSO = 0.2530*(ka)1.1724

B
S

O

0

0.1

0.2

0.3

0.4

0.5

0.6

Mn(III)Mb ML force constant (mDyn/Å)
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8

(a)

Mn(MET)e
Mn(MET)d
Mn(ONO)e
Mn(ONO)d
Mn(H2O)e
Mn(H2O)d

Mn(NNN)e
Mn(NNN)d
Mn(MET)g
Mn(ONO)g
Mn(H2O)g
Mn(NNN)g

R2 = 0.9897

B
on

d 
le

ng
th

 (Å
)

1.9

2.0

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

Mn(III)Mb ML force constant (mDyn/Å)
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8

(b)

Fig. 4 Properties of ML bonds in Mn(III)Mb–ligand complexes and cor-
responding gas phase models. a) Bond strength order BSO calculated
from local mode force constants ka via the generalized Badger rule b)
Relation between local mode force constant ka and bond length R. For
molecular labels, see text.

system with the BSO range between 0.2 – 0.45 for the neutral
ligands, and 0.5 – 0.7 for the ionic ligands, respectively. Similarly
as in the Fe–ligand bonds, the strength of the Co–ligand bond in
the ε protein conformer is smaller than that in the δ conformer.
Overall, the average strength of the Co–ligand bonds (average ka

of a value of 1.724 mDyn/Å) is larger than the average strength
of the Fe–ligand bonds (average ka of a value of 1.415 mDyn/Å)
and that of the Mn–ligand bonds (average ka of a value of 0.882
mDyn/Å).

According to Figure 6b, Co–ligand local mode force constants
ka correlate well correlates with the Co–ligand bond lengths R
(R2 = 0.9710). Figure 7a reveals that, similarly as found for the
Fe systems, the neutral Co–ligand bonds have an energy density
Hρ which is close to zero (an average Hρ value of 0.0002 and -
0.0006 Hartree/Bohr3, for water and methanol, respectively), in-
dicating on a predominant electrostatic character of this bond.
However, the systems with the ionic Co–ligand bonds display
a covalent character (average Hρ value of -0.0131 and -0.0289
Hartree/Bohr3, for nitrite and azide, respectively). As shown
in Figure 7b, we find a similar relationship between the atomic
charge difference ∆q and the local mode force constant ka for the
Co–ligand bonds as for the systems involving the Fe–ligand bonds.
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Fig. 5 Properties of ML bond in Mn(III)Mb–ligand complexes and cor-
responding gas phase models. a) Relation between local mode force
constant ka and energy density Hρ . b) Relation between local mode
force constant ka and atomic charge difference. For molecular labels, see
text.

The charge difference between the Co and ligand atoms for the
neutral ligands is relatively big (average ∆q value of 1.912 and
1.787 e, for water and methanol, respectively), when compared
to the charge differences for the systems involving the ionic lig-
ands (average ∆q value of 1.465 and 1.409 e, for nitrite and azide,
respectively).

3.4 Protein–ligand hydrogen bonding

As depicted in Figure 1, in six of the investigated Mb–ligand com-
plexes, the ligand can form a HB with the distal histidine, namely
in Me(MET)e, Me(MET)d, Me(H2O)e, Me(H2O)e, Me(ONO)e,
and Me(NNN)e. The ε form of the distal histidine serves as HB
donor leading to O· · ·H type HBs with the ligand for Me(MET)e,
Me(H2O)e, and Me(ONO)e, and for Me(NNN)e to an N· · ·H
type HB. The δ form of the distal histidine serves as HB accep-
tor leading to N· · ·H type HBs with the ligand for Me(MET)d and
Me(H2O)d.

Table 5 shows HB properties for the MeMb–ligand complexes
(Me = Fe, Mn, Co) along with HB properties of the water dimer
(H2OHOH) and the water–ammonia pair (HOHNH3, where wa-
ter is a hydrogen atom donor) for comparison. Figures 8, 9, and
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Fig. 6 Properties of ML bonds in Co(III)Mb–ligand complexes and cor-
responding gas phase models. a) Bond strength order BSO calculated
from local mode force constants ka via the generalized Badger rule. b)
Relation between local mode force constant ka and bond length R. For
molecular labels, see text.

10 show HB BSO values calculated from local mode force con-
stants ka via the generalized Badger rule, and the relationship
between local mode HB force constant ka and bond length R. The
corresponding relationships between HB force constant ka and
energy density Hρ , as well as between HB force constant ka and
the atomic charge difference between the two atoms engaged in
the HB, are presented in Figures S1 – S3 of the Supplementary
Information. In the following HBs for the Fe(III)Mb, Mn(III)Mb,
and Co(III)Mb–ligand complexes are discussed, followed by the
CNM analysis comparing ε and δ hydrogen bonding.

3.4.1 HBs in Fe(III)Mb

According to Figure 8a and Table 5, the weakest HBs for
the Fe(III)Mb–ligand complexes are observed for Fe(MET)e,
Fe(H2O)e, and Fe(ONO)e (average ka value of 0.114 mDyn/Å)
which are HBs of O· · ·H type involving the ε form of distal his-
tidine. For Fe(MET)e and Fe(H2O)e the weak HBs are paired
with weak Fe–ligand bonds (average ka value of 0.162 mDyn/Å).
That is not the case for Fe(ONO)e, where the ionic ONO ligand
forms a strong Fe–ligand bond (ka value of 2.020 mDyn/Å). The
strongest HBs (average ka value of 0.340 mDyn/Å) are found for
Fe(MET)d and Fe(H2O)d. They are of N· · ·H type involving the
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Fig. 7 Properties of ML bonds in Co(III)Mb–ligand complexes and cor-
responding gas phase models. a) Relation between local mode force
constant ka and energy density Hρ . b) Relation between local mode
force constant ka and atomic charge difference. For molecular labels, see
text.

δ form of distal histidine and are paired with only medium strong
Fe–ligand bonds. The HB in Fe(NNN)e is relatively strong (ka

value of 0.298 mDyn/Å), paired with a relatively strong Fe–ligand
bond. The findings suggest that there is no obvious correlation be-
tween the HB and the ML bond strengths. However, we observe a
general trend that the N· · ·H type HBs involving δ histidine are
stronger than O· · ·H type type HBs involving ε histidine. The
same is observed for the HBs in the gas phase molecular com-
plexes, where according to Table 5, the water dimer (H2OHOH)
with the O atom acting as a hydrogen acceptor (ka value of 0.214
mDyn/Å) has a weaker HB weaker than the water–ammonia pair
(HOHNH3) with the N atom acting as an acceptor (ka value of
0.239 mDyn/Å). Interesting to note is also that the O· · ·H type
HBs of the protein are considerably weaker than the HB of the
water dimer in the gas phase. In contrast, the N· · ·H type HBs of
the protein are stronger than the corresponding HB of the water–
ammonia pair in the gas phase, indicating on the influence of
both the transition metal and the protein environment on the HB
strength.

According the Figure S1a of the Supplementary Informa-
tion, the weak O· · ·H type HBs in Fe(MET)e, Fe(H2O)e, and
Fe(ONO)e, exhibit on small covalent character as indicated by

Table 4 Bond length R, local mode force constant ka, energy density
at bond critical bond Hρ , charge difference ∆q, and bond strength or-
der BSO of ML bonds in Co(III)Mb–ligand complexes along with the
corresponding gas phase models investigated in our study; for molecular
labels, see text

Molecule Bond R ka Hρ ∆q BSO
Å mDyn/Å Hr/Bohr3 e

Co(MET)e CoO 2.020 0.908 -0.0017 1.789 0.226
Co(MET)d CoO 1.934 1.656 -0.0005 1.834 0.457
Co(ONO)e CoO 1.878 2.102 -0.0097 1.508 0.605
Co(ONO)d CoO 1.856 2.381 -0.0148 1.448 0.700
Co(H2O)e CoO 2.008 0.970 0.0005 1.924 0.244
Co(H2O)d CoO 1.937 1.574 -0.0007 1.943 0.431
Co(NNN)e CoN 1.914 1.971 -0.0254 1.489 0.561
Co(NNN)d CoN 1.892 2.170 -0.0316 1.367 0.628
Co(MET)g CoO 1.975 1.254 0.0003 1.738 0.330
Co(ONO)g CoO 1.855 2.412 -0.0147 1.438 0.710
Co(H2O)g CoO 1.975 1.242 0.0008 1.868 0.326
Co(NNN)g CoN 1.902 2.047 -0.0297 1.371 0.586

Table 5 Bond length R, local mode force constant ka, energy density at
bond critical bond Hρ , charge difference ∆q, and bond strength order
BSO of protein–ligand HBs in Fe(III)Mb, Mn(III)Mb, and Co(III)Mb–
ligand complexes and the water dimer and water–ammonia pair reference
systems; for molecular labels, see text

Molecule Bond R ka Hρ ∆q BSO
Å mDyn/Å Hr/Bohr3 e

Fe(MET)e O· · ·H 2.074 0.127 -0.0008 1.223 0.220
Fe(MET)d N· · ·H 1.620 0.386 -0.0118 1.111 0.324
Fe(ONO)e O· · ·H 2.195 0.106 -0.0006 0.994 0.207
Fe(H2O)e O· · ·H 2.094 0.109 -0.0006 1.421 0.209
Fe(H2O)d N· · ·H 1.726 0.293 -0.0037 1.103 0.294
Fe(NNN)e N· · ·H 1.850 0.298 -0.0011 1.018 0.296
Mn(MET)e O· · ·H 2.174 0.114 -0.0004 1.235 0.212
Mn(MET)d N· · ·H 1.559 0.346 -0.0210 1.117 0.312
Mn(ONO)e O· · ·H 1.952 0.180 -0.0014 1.091 0.248
Mn(H2O)e O· · ·H 2.134 0.081 -0.0004 1.421 0.188
Mn(H2O)d N· · ·H 1.743 0.251 -0.0035 1.112 0.279
Mn(NNN)e N· · ·H 1.744 0.356 -0.0033 1.123 0.315
Co(MET)e O· · ·H 2.169 0.141 -0.0004 1.170 0.228
Co(MET)d N· · ·H 1.605 0.343 -0.0141 1.121 0.311
Co(ONO)e O· · ·H 2.159 0.118 -0.0007 0.962 0.215
Co(H2O)e O· · ·H 2.251 0.051 0.0001 1.346 0.160
Co(H2O)d N· · ·H 1.684 0.280 -0.0063 1.114 0.290
Co(NNN)e N· · ·H 1.827 0.312 -0.0014 0.993 0.301
H2OHOH O· · ·H 1.906 0.214 -0.0013 1.446 0.264
HOHNH3 N· · ·H 1.917 0.239 -0.0016 1.657 0.274

their small negative energy density values. On the other hand,
the strong N· · ·H type HBs of Fe(MET)d and Fe(H2O)d, have
more negative energy density values, disclosing more covalent
bond character. It is interesting to note that the covalent character
of the gas phase reference molecules (H2OHOH and HOHNH3),
is relatively small, which indicates on a predominant effect of
the protein environment, increasing the covalent character of the
N· · ·H type HBs and their strength. According to Figure 8b, the
HB bond strength of the Fe(III)Mb proteins shows a weak cor-
relation with the corresponding HB bond length, with the N· · ·H
bonds being overall shorter than their O· · ·H counterparts.

3.4.2 HBs in Mn(III)Mb

HB BSOs as a function of the corresponding local mode force con-
stants kas, calculated from the extended Badger relationship (see
above), as well the correlation between HB force constants ka

and HB bond length R, for the Mn(III)Mb – ligand complexes are
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Fig. 8 HB properties of Fe(III)Mb–ligand complexes and corresponding
properties of the water and water–ammonia molecular complexes. a)
Bond strength order BSO calculated from local mode force constants ka

via the generalized Badger rule. b) Relation between local mode force
constant ka and bond length R. For molecular labels, see text.

shown in Figures 9a and 9b. The correlation between HB force
constant ka and energy density Hρ , as well as the correlation be-
tween ka and charge difference between the two atoms involved
in HB are presented in Figure S2 of the Supplementary Informa-
tion.

Overall we observe the same trends as for the Fe(III)Mb–ligand
complexes with the following exceptions. As shown in Figure 9a,
weak O· · ·H type HBs are formed between the neutral ligands and
the ε form of distal histidine, namely Mn(MET)e and Mn(H2O)e.
We find the strongest N· · ·H type HB for the ε form of distal his-
tidine with the azide anion (Mn(NNN)e). The strongest HBs of
N· · ·H type involving the δ form of distal histidine are found for
Mn(MET)d and Mn(H2O)d. Whereas similar to Fe(III)Mb, the
weaker O· · ·H type HB of textbfMn(H2O)e is paired with a weaker
Mn–ligand bond for the ε Mn(III)Mb protein, for Mn(ONO)e and
Mn(MET)e the Mn–ligand bond strength lies in the middle range.
The ε form of the Mn(III)Mb protein azide complex (Mn(NNN)e)
with the strongest N· · ·H type HB in this series is paired with a
Mn–ligand bond of middle strength.
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Fig. 9 HB properties of Mn(III)Mb–ligand complexes and corresponding
properties of the water and water–ammonia molecular complexes. a)
Bond strength order BSO calculated from local mode force constants ka

via the generalized Badger rule. b) Relation between local mode force
constant ka and bond length R. For molecular labels, see text.

3.4.3 HBs in Co(III)Mb

Figures 10a and 10b present BSO values as a function of the local
mode HB force constants ka for the Co(III)Mb–ligand complexes,
calculated from the extended Badger relationship, and the corre-
lation between the HB force constants ka and the corresponding
bond length R. In addition, Figure S3 of Supplementary Informa-
tion presents the correlation between HB force constant ka and
energy density Hρ , as well the correlation between ka and the
charge difference between the two atoms involved in the HB.

Generally, for the Co(III)Mb–ligand complexes we observe the
same trends as for the Fe(III)Mb–ligand systems with some ex-
ceptions. According to Figure 10a, the weakest HBs of the
O· · ·H type are found for the ε form of the Co(III)Mb protein
(Co(MET)e, Co(ONO)e, and Co(H2O)e). The HB of the N· · ·H
type for the same ε protein system (Co(NNN)e), is one of the
strongest HB in this series. Moreover, both δ Co(III)Mb proteins
(Co(MET)d and Co(H2O)d) form relatively strong HBs of the
N· · ·H type. Similarly as in the Fe(III)Mb and Mn(III)Mb protein
systems, the weaker Co–ligand chemical bonds in the Co(MET)e
and Co(H2O)e are paired with the weaker HBs of the O· · ·H type,
however for the azide anion Co(NNN)e, both a strong Co–ligand
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bond and a strong N· · ·H type HB are observed.
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Fig. 10 HB properties of CO(III)Mb–ligand complexes and corresponding
properties of the water and water–ammonia molecular complexes. a)
Relationship between local mode force constant ka and BSO. b) Relation
between local mode force constant ka and bond length R. For molecular
labels, see text.

3.5 ε versus δ HB visualized by CNM

Additional insights into the difference between ε versus δ ligand–
histidine HB determining e.g., the orientation of small molecular
ligands in the heme pocket can be gained via our CNM analysis,
which decomposes the normal vibrational modes of a molecule
into local mode parameters, and as such can identify how the
atoms of a specific structural element or functional group move
during a specific vibration.49,50 However, it has to be noted that
whereas LMA properties can be calculated for a restricted num-
ber of local mode parameters of interest, such as the HB force
constants ka(HB) and the ML bond constants ka(ML) as in this
work, CMN requires the proper choice of a chemically meaningful
complete and non-redundant set of Nvib local mode parameters,
with Nvib = (3N - 6) for a non-linear and (3N - 5) for a linear
molecule being composed of N atoms. This can become unfeasi-
ble for systems with a large number of atoms (N > 100), such as
QM/MM systems, where Nvib is determined from the total number
of QM and MM atoms, when performed manually or starting from
a large redundant coordinate set and applying some trial and er-
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Fig. 11 Decomposition of normal vibrational modes into local stretching
and bending contributions involved in O· · ·H type and N· · ·H type HB.
a) Fe(MET)e as representative for O· · ·H type HB; b) Fe(MET)d as
representative for N· · ·H type HB. For molecular labels, see text.

ror procedures. Our group has developed two methods in order
to help in this situation; i) the generalized subsystem vibrational
analysis (GSVA) developed in our group108,109 which projects out
from the full Nvib QM/MM set the important QM vibrations and ii)
LModeAGen67 which offers a convenient way for the generation
of local mode parameters based on chemical graph theory.110

In the following the CNM analysis for the Fe(MET)e and
Fe(MET)d complexes is discussed as an example. Both complexes
contain 3049 atoms (103 QM atoms, 2946 MM atoms) leading to
a total of Nvib= 9141. After the GSVA procedure extracting the
297 QM normal modes of interest, LModeAGen was applied to
generated a set of local mode parameters. In Figures 11a and
11b the CNM is shown in the range of 900 - 3000 cm−1 focusing
on the different role of the MET OH bond. Figure 11a shows the
CNM for Fe(MET)e where one of the distal histidine N-H bonds
serves as HB donor and the MET oxygen as HB acceptor, whereas
the MET OH bond is a spectator bond. Figure 11b shows the CNM
for Fe(MET)d where the distal histidine nitrogen atom serves as
HB acceptor and MET OH bond as HB donor.

Figure 11a clearly confirms the spectator character of the OH
MET bond in Fe(MET)e; the normal mode representing the OH
MET stretching vibration has 100 % local OH stretching mode
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character, in line with the 3841 cm−1 OH stretching frequency,
which is in the normal OH stretching range.111 The NH bond of
histidine serving as HB donor is with a frequency value of 3623
cm−1 some slightly redshifted111, but also has 98 % local NH
mode character. A different picture emerges for Fe(MET)d as re-
vealed by the CNM shown in Figure 11b. The OH MET bond of
Fe(MET)d serves as HB donor. As a consequence, the OH stretch-
ing frequency is considerably redshifted (2821 cm−1). It has 90 %
local OH stretching character with an 8 % admixture of N· · ·H
local mode stretching; elucidating the different scenarios of OH
MET bonding; qualifying CNM as a helpful tool for artificial Mb
designers.

4 Conclusions and outlook
Based on comprehensive QM/MM calculations combined with
LMA, we investigated the strength of ML bonding with methanol,
water, nitrite, and azide as model ligands in the active site of
Fe(III)Mb, Mn(III)Mb, and Co(III)Mb. This analysis was con-
ducted for both the ε and δ forms of the distal histidine. In addi-
tion to ML bonding, we explored potential HB between the ligand
and the distal histidine, a possibility that has not received much
attention to date. To account for the effects of the protein envi-
ronment, we also examined the corresponding gas–phase models
of the protein active sites, using the same metals and ligands. HBs
in the protein were compared with HBs in the water and water–
ammonia molecular complexes.

As depicted in Figure 12a the results of our study show that
the two neutral ligands methanol and water form relatively weak
ML bonds compared to their ionic counterparts nitrite and azide,
forming considerably stronger ML bonds. Moreover, ML bonds
are weaker in the protein than in the gas phase models, which
indicates that the protein environment influences ML bond for-
mation/cleavage. The strength of the ML protein bonds also de-
pends on the protonation form of the distal histidine, namely for
the ε form of this residue the ML bond is generally weaker than
that for the δ form (see Figure 12a).

Overall, the average strength of the Co–ligand bonds (aver-
age ka of 1.724 mDyn/Å) is greater than the average strength of
Fe–ligand bonds (average ka of 1.415 mDyn/Å) and that of Mn–
ligand bonds (ka of 0.882 mDyn/Å). These findings provide useful
guidelines for fine–tuning of artificial Mbs with specific ML bond
strengths. According to Figure 12b summarizing the strength of
the ML bonds for all three metals, the strength of the ML bonds
with Fe covers a broader range than the other metals, which in-
dicates that Fe should be selected as a candidate for a catalyst in
chemical reactions that require ML bonds of different strengths.

For the ε histidine tautomer (see Figure 13a) most ligands form
O· · ·H type HBs, where the distal histidine is the hydrogen atom
donor, while for the δ tautomer N· · ·H type HBs are formed with
the distal histidine as HB acceptor. According to our calculations,
the N· · ·H type HBs are stronger and shorter in the proteins than
in the reference water–ammonia pair, moving the ligands closer
to the metal. However, as revealed by Figure 13b we did not
observe a direct correlation between ML and HB bond strengths.

The analysis of the HBs formed between the ligands and the
distal histidine of Mb adds another layer of useful information,
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Fig. 12 a) Bond strength order BSO calculated from local mode force
constants ka via the generalized Badger rule for all ML bonds of MB
complexes and gas phase models investigated in this study (Me = Fe,
Mn, and Co). For molecular labels, see text. b) Box and whisker plot of
BSO values for all ML bonds investigated in this study.

such as on the strength and covalency of HBs formed between
ligand and histidine, with O· · ·H type HBs overall weaker than
their N· · ·H type HB counterparts (see Figure 13aa and how these
HBs may influence the ligand orientation in the Mb pocket. We
confirmed that stronger HBs are formed with the ionic ligands
(nitrite and azide) compared to the neutral ones (methanol and
water), which can be useful for the design of ionic reactants and
intermediates of catalytic reactions taking place in the active site
of Mb and/or its mutations.

A recent experimental investigation shows that replacing the
native Mb porphine ring with a porphycene ring increases the
protein’s catalytic activity for the dehydration of various al-
doximes.112 These authors suggest that this enhancement is at-
tributed to the involvement of the distal histidine in the reaction,
and that a HB with the distal histidine determines the ligand’s
correct orientation, significantly reducing the reaction’s activa-
tion energy. Furthermore, they propose that the hydrogen atom
of histidine involved in the HB directly participates in the reac-
tion, underscoring the crucial role of this HB in the overall re-
action mechanism. We are currently exploring the mechanistic
details with our Unified Reaction Valley Approach (URVA)113,114

combined with LMA, which will provide a comprehensive, holistic
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Fig. 13 a) Bond strength order BSO calculated from local mode force
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complexes investigated in this study (Me = Fe, Mn, and Co). b) Relation
between ML and HB bond strengths for all MB complexes investigated
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picture. The results will be published in a forthcoming article.

In conclusion, our investigation provides in-depth insight into
the strength of ML bonds formed between four prototype ligands
(methanol, water, nitrite, and azide) and the metal centers in Fe,
Mn, and Co myoglobins at the atomic level. As illustrated in the
box-and-whisker plot in Figure 12b, Fe exhibits a broader varia-
tion in ML bond strengths compared to Mn and Co. This suggests
that Fe, the metal found in native myoglobin, is the most versatile
candidate for designing artificial myoglobins for catalytic applica-
tions that require variable ML bond strengths. However, Mn, Co
or other metals might still be preferable for specific synthetic rea-
sons or in cases, such as PET-RAFT polymerization, where specific
excitation of the metal is needed. Additionally, as shown in our
study, analyzing potential HB interactions between ligands and
the distal Mb histidine provides valuable insights into how small
molecular ligands orient within the heme pocket. As revealed by
our results this orientation is guided by the strength of the HBs
formed with the distal histidine.

Overall, our findings identify the strength of both ML bonds
and HBs, fully captured by LMA, as a key parameter determin-

ing the catalytic activity and function of Mbs. This is particularly
relevant when considering neutral versus ionic ligands and other
metals such as Mn or Co as alternatives to Fe. The insights gained
through our investigation offer valuable guidance for strategically
fine-tuning existing artificial Mbs and designing new, versatile
variants. Specifically, bond strength combinations like those il-
lustrated in Figure 13b provide a practical roadmap for future ex-
ploration. We hope that our QM/MM-LMA protocol will become
a valuable addition to the research community’s toolkit.
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