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This review addresses the main metrological developments over the past decade for microfluidics applied to

geosciences. Microfluidic experiments for geosciences seek to decipher the complex interplay between

coupled, multiphase, and reactive processes in geological porous media, e.g., for groundwater management,

soil remediation, gas storage in geological reservoirs, or geothermal energy. The guiding principle is to

represent natural or engineered processes in a controlled environment to observe, characterize, and model

them. When microfluidic experiments are associated with advanced metrology techniques, they provide direct

visualization of the processes and measurements of transport mechanisms, chemical reactions, interfacial

processes, or mixing within the pore space. In this review, we present the state of the art in metrological

approaches to microfluidics for geosciences, including measuring velocity fields, fluid and solute saturations,

tracking chemical reactions, and combining experimental and computational microfluidics. The upscaling

from microfluidics to the reservoir scale is discussed. Finally, we outline future challenges related to

metrological advancements and the integration of artificial intelligence in microfluidics.

1 Introduction

This review focuses on recent metrological developments in
microfluidics, specifically as they apply to geosciences.
Microfluidics refers to the manipulation of small volumes
of fluids within channels typically measuring tens of
micrometers.1 Among the first applications of microfluidics was
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the characterization and quantification of multiphase oil and
water flow in rocks, including the effects of surface wettability.2

In the 1980s, microfluidics revolutionized the field of
biotechnologies, e.g., by miniaturizing chromatography
processes to manipulate DNA or proteins.3

The use of microfluidic devices in the field of geosciences
has expanded greatly since the 2010's to mimic and study
transport processes in soil and subsurface microstructures.
These devices are then called micromodels,2 aquifer-on-a-
chip, or geological-lab-on-a-chip. The idea is to represent
natural or engineered processes in a controlled environment,
observe them under a microscope, and characterize and
model them.

The need for pore-scale studies in geosciences arises because
aquifers and subsurface formations are opaque porous
reservoirs where the typical pore size is on the order of tens of
micrometers. Analyzing transport processes at the pore scale is
essential to decipher complex coupled mechanisms of
subsurface flows, e.g., underground repositories for nuclear
waste,4 CO2 sequestration,5 geothermal energy extraction,6 and
environmental remediation.7

Obtaining details about the interaction among flow,
geochemical reactions, and colloid transport serves to predict
the evolution of subsurface reservoirs and to control engineered
processes. For example, the process of CO2 storage involves the
injection of CO2 into a deep geological reservoir of porous rock
where it displaces native fluid (typically brine) from pore spaces.
The effective CO2 storage capacity worldwide is uncertain
because the influence of complex coupled processes occurring
during and after injection is often neglected.8 Indeed, the
current macroscale models that describe multiphase flow and
the transport of species miss important physicochemical
processes.9,10 Thus, a classic strategy to derive macroscale
models rooted in elementary physical principles involves

investigating the pore-scale processes where the physics is
better understood before they are upscaled to the reservoir
scale. Underground hydrogen storage is one of the recent
options for low-carbon energy transitions. Accurate modeling of
hydrogen storage at lab and pilot scales requires a solid
understanding of flow and trapping phenomena in porous
media.11,12 Dedicated microfluidics experiments need to
account for the highly diffusive behaviour of hydrogen and
high-pressure conditions of the storage while ensuring safe and
reliable experimentations.

The recent and accelerating improvements in microfluidics,
imaging techniques, and high-performance computing offer
new possibilities to decipher and quantify the mechanisms
leading to gas storage in geological reservoirs, see e.g.13–18

Another example of microfluidics for geosciences is the
modeling of reactive transport processes that include
dissolution and precipitation of minerals and their effects on
flow and rock properties19–27 and contaminant transport
including radionuclides.28

Microfluidics also holds great promise for environmental
remediation purposes, setting new frontiers in radio-
geochemistry by enabling access to critical information, such as
crystallization kinetics of highly radioactive substances (e.g., Ra-
bearing minerals), while minimizing radioactive exposure.28

Comprehensive reviews have already been published on the
use of microfluidics to investigate key pore-scale processes
involved in CO2 underground storage,29–31 on microfluidic
applications for studying oil extraction and recovery processes,32

on the role of microfluidics in addressing challenges associated
with the transition to a low-carbon future,6 and on the use of
micromodels for two-phase flow studies.33 Additionally, critical
reviews summarizing advances in micromodel fabrication and
imaging techniques for geosciences are available.34,35 In this
review, we specifically focus on metrological developments in
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microfluidics that enable more advanced and quantitative
characterization of pore-scale processes.

Micromodels are two-dimensional representations of the pore
space that are etched or molded on a substrate by
photolithography methods and then covered by a transparent
material. The etched pattern may be of variable complexity
depending on the research objective. Single microchannels are
used to focus on one phenomenon while isolating the others.10,36

More complex patterns that consider the heterogeneity and
microstructure of a porous medium are representative of natural
porous media.37–39 Real rock micromodels40–42 allow
representation of chemical compositions and reactions found in
the subsurface. Because micromodels are two-dimensional
representations of porous media, the upscaling of their flow and
transport properties to three-dimensional reservoir rock should
be made with caution. Therefore, microfluidic experiments can
be complemented with numerical models, or with core-scale
experiments to provide data to verify and complete models, and
to improve large-scale models.20,43–46

To confront micromodel experiments with theory,
numerical or column-scale predictions, quantitative data on
the flow, transport, and chemical processes are needed. The
parameters of interest to monitor in high-resolution and
real-time are the velocity of the fluids, displacement of
interfaces (fluid–fluid, fluid–solid), saturations, chemical
compositions, and trajectory of colloids. For example, the
formation of colloidal or biofilm aggregates is monitored to
assess their consequence on flow, transport, and storage
properties.47–49 For such needs, metrological developments
are necessary to stay at the frontier of measurement
capabilities. This review aims to introduce recent
developments that go beyond the state of the art developed
for microfluidics for geosciences and highlight the
upcoming challenges. First, we introduce the basis of
microfluidic setups. Then, we present the main metrological
developments of the last ten years, focusing on measuring
fluid occupancy and velocity fields, tracking chemical

reactions, and scaling up microfluidics data to larger scales.
The last section highlights the future challenges.

2 Materials and imaging

In this section, we introduce micromodel properties: geometry,
materials, and wettability. Next, we briefly introduce the
imaging methods to obtain sequences of images of the
physicochemical processes within micromodels. Then, we
present the common image processing and analysis methods.

2.1 Micromodel properties

Micromodels are of various geometries depending on the
objective of the research that is conducted, see Fig. 1. Simple
geometries, such as a straight microchannel containing one
pore or a succession of pores, are used to isolate and probe
processes in controlled environments,10,36,50,51 or understand
bubble flow in capillaries.52 Geometries representative of the
pore size and shape of subsurface environments are obtained
by imaging a rock thin section.37,53 Real minerals can be
incorporated20,54 or precipitated55,56 inside microchannels to
replicate geochemical environments for further investigations.
For a better representation of reservoir rock properties,
micromodels can be functionalized by coating the inner
surfaces of the channels with geomaterials.21,57,58 Finally,
micromodels can be made from real-rock samples.19,40,41,59,60

Different materials can be used to fabricate micromodels,
each with advantages and drawbacks. Silicon-etched
micromodels covered by a glass plate allow for high-fidelity
reproducibility of patterns, even those with sub-micrometric
dimensions, and they are highly chemically resistant.61 One
side of the micromodel, however, is not transparent, and
etching techniques are time-consuming and expensive.
Silicon-etched micromodels do have advantages in attaining
relatively high pressure (10's to 100's bar) either through
refinements in the design and fabrication processes62,63 or
placing the relatively stiff micromodel in a pressure vessel

Fig. 1 Diversity and complexity of micromodels for geosciences. Micromodels are a two-dimensional representation of a porous medium that
allows for direct visualization of pore-scale mechanisms. A pattern is etched into a substrate and covered by a transparent cover plate. a) Single
pores, e.g. Roman et al.,10 b) cylindrical pillars homogeneously distributed, e.g., Roman et al.,15 c) and d) geometries drawn from images of real
rocks with 1 : 1 representation of pore sizes, c) a sandstone, e.g. Buchgraber et al.,37 d) a carbonate with two different etching depths to
differentiate micropores and macropores, reproduced from Yun et al.38 with permission from Royal Society of Chemistry, copyright 2017, e)
microfluidic reservoir filled with minerals, e.g., Poonoosamy et al.,54 f) real rock-microfluidic flow cell, reproduced from Singh et al.19 with
permission from Elsevier, copyright 2017.
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that reduces the differential stress across micromodel
boundaries.37,61

Glass micromodels have the advantage of being
transparent and chemically resistant. The wet-etching
technique, generally used for glass microfabrication, has
limitations on the minimum reachable pore sizes and
produces trapezoidal cross-sections. Microfabrication by
PDMS (polydimethylsiloxane, a silicone polymer) molding is
widely used in microfluidics.64 Microfabrication in PDMS is
simple, cheap, and allows for the replication of complex
porous media patterns of micrometric pore sizes. PDMS is
transparent, and the effect of light refraction on the walls is
less pronounced than for glass microchannels. PDMS,
however, is permeable to gases and solvents, that makes it
not suitable for some experiments. In addition, PDMS is a
soft material. Thus, it is not representative of the mechanical
properties of real rocks. Another low-cost solution is 3D
printing, also called stereolithography, a method where the
object is created by adding successive layers of material.

The materials used for the fabrication of 3D-printed objects
are varied (plastic, wax, metals, glass, and so on). For now, the
minimum pore sizes obtained by 3D printing (about 100 μm)
are well above the resolution of microfabrication techniques.
Moreover, the accuracy of current printers generates an
uncontrolled roughness on the surface of the porous structure
that is likely to artificially destabilize the flows in these
micromodels.65 Nevertheless, the rapid progress of this
technique suggests that it could compete with microfabrication
within a few years. Complete reviews on the materials and
fabrication methods to make porous system micromodels are
presented in Anbari et al.,34 Gerami et al.66

A key aspect in studying subsurface processes is
experiments under pressure and temperature conditions
representative of deep geological environments, giving
information on reactive flows, mineral reactions, and (bio)
geochemical processes. For example, underground gas
storage processes (CO2, H2) can be studied using silicon-
Pyrex micromodels under conditions reaching pressures up
to 300 bars and temperatures of 400 °C.29,67 Ultra-high
pressure micromodels are being developed for applications
such as geothermal energy storage, deep CO2 geological
storage, or studying the deep underground biosphere.68

Additionally, micromodels with specialized high-pressure
holders are used to understand the trapping and dissolution
of supercritical CO2.

69 Recent advances have made it possible
to fabricate full-sapphire microreactors that can withstand
pressures of up to 800 bars,70 enabling investigations across
a wide range of experimental conditions.

Controlling the wettability of the surfaces of microfluidic
devices is of particular interest because of the impact on
transport properties (imbibition, drainage, trapping,
remobilization, particle/wall interactions, and so on). The
different materials used in microfluidics result in different
wettability properties. Glass and silicon micromodels are water-
wet, with contact angles between the surface, water, and air
below 60°. Propagating an atmospheric pressure plasma directly

into a glass microdevice produces highly hydrophilic properties
that remain stable for long periods.71 PDMS has a
heterogeneous hydrophobic nature and, thus, it is usually
treated to ensure a homogeneous hydrophilic or hydrophobic
wettability.72–74 Exposure of a PDMS micromodel to plasma
treatment in a plasma reactor for 5 minutes allows the surface
to remain hydrophilic for more than 6 hours.75 PDMS with a
hydrophilic surface can also be obtained via the deposition of
polyvinyl alcohol following the protocol of Trantidou et al.74

PDMS with a homogeneous hydrophobic surface can be
obtained by silane deposition following Karadimitriou et al.73

Moreover, some resins (e.g., NOA81) allow for wettability control
over a wide range of contact angles.76

One of the key challenges in representing subsurface
conditions is accurately accounting for the mixed-wettability of
rocks.77 Mixed wettability arises when hydrophobic
components, such as crude-oil asphaltenes, adhere to pore
surfaces devoid of protective aqueous films.78 In mixed-wet
pores, hydrophobic and hydrophilic surfaces coexist. With
crude-oil/water systems, it is relatively straightforward to obtain
a degree of mixed wettability in micromodels due to the
propensity for crude-oil components to sorb to pore walls while
pore corners and pendular rings retain bulk aqueous fluids.79

Additionally, Chang et al.80 created mixed-wet surface properties
by applying a heterogeneous flow of octadecyltrichlorosilane.
Bespoke localisation of wettability patterns can be obtained by
soft lithography combined with thin film deposition,81 or by
plasma enhanced chemical vapor deposition using a precursor
that reduces the wettability.82

2.2 Image acquisition and processing

Imaging. To record the processes within micromodels,
direct visualization with a camera is used when
magnification of the images is not necessary. More often, a
micromodel is placed under a microscope connected to a
camera. Depending on the resolution and field of view
needed, different objective lenses with a specific
magnification and numerical aperture are used. The image
pixel size typically ranges from tens of nanometers to tens of
micrometers. Optical microscopes use visible light to
generate magnified images. Fluorescent microscopy uses
fluorescence to obtain images. In this case, the micromodel
is illuminated with light of a specific wavelength that is
absorbed by fluorescent chemical compounds, causing them
to emit light of different wavelengths. Confocal microscopy
enables the capture of multiple two-dimensional images at
different depths, allowing for the reconstruction of three-
dimensional images of the micromodel. More detailed
reviews of imaging methods are found in Karadimitriou and
Hassanizadeh,33 Jahanbakhsh et al.35

Image processing and analysis. Image processing
techniques treat an image as a two-dimensional signal and
apply signal processing techniques to improve image quality
and extract information. The purpose of image processing is
usually to make apparent or to hide elements in an image for
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further analysis (quantification, tracking). First, the quality of
image acquisition is crucial. Then, image processing
techniques83 may be applied to images to count objects,
measure the saturation of fluid phases, track fluid–fluid or
fluid–solid interfaces, track particles, and so on.12,15,20,60

3 Methodological developments

In this section, we describe the latest developments dedicated
to metrological advancements for microfluidics in geosciences.
Several parameters usually need to be measured or tracked
during micromodel experiments. For example, it is useful to
obtain the fluid saturations and track the displacement of a
fluid–fluid interface to characterize flow regimes during two-
phase immiscible flow experiments.73,84,85 The study of colloids
leads to the need to track colloidal particles or to characterize
colloid aggregates,47 e.g., to assess the mechanisms of pore-
clogging by particles in porous media. Understanding
hydrogeochemical couplings requires tracking chemical
reactions.20,40 We start this section by discussing methods to
measure fluid distributions, velocity fields, concentration fields,
reactive fronts, mineral reactions, biofilms, and bioreactions.
The next section is dedicated to the combination of
microfluidics with numerical methods to augment experimental
data. Then, we discuss the techniques for macroscale
interpretation of microfluidic data.

3.1 Measuring fluid saturations and flow paths

During immiscible two-phase flow in porous media, measuring
pore-saturation levels and interfacial area is critical to evaluate
the efficiency of the displacement process. The fluid saturation
is the fraction of the pore volume occupied by one of the fluids
(water, air, CO2, oil, non-aqueous phase liquid, and so on). The
interfacial area is the area of contact between the fluids. Flow
regimes are characterized by the viscosity ratio M (viscosity of
the advancing fluid divided by the viscosity of the displaced
fluid), and the capillary number Ca (ratio of viscous forces over
surface tension).85,86

Fluid–fluid distribution is classically determined through
optical imaging of micromodels. Fluids are differentiated using
dyes, fluorescent or not. Saturation is measured through image
processing from the top view of the micromodel. When a
fluorescent dye is used, the saturation is directly determined
from the fluorescence intensity captured by a camera,85,87 see
Fig. 2. The specific interfacial area between two fluids can also
be determined from images of fluid distributions.88 The spatial
and temporal resolution of the image acquisition depends on
the dimensions of the porous pattern and the need for dynamic
measurements.33 Challenges lie rather in the precision of the
measurements. In particular, measurements from the top view
of the micromodel usually assume a 2D representation of fluid
saturations, as in Fig. 2a and b. Both fluid phases, however, are
often present in the vertical cross-section of the pores, due to
wetting films coating the solid grains. Therefore, measuring
fluid saturation along the vertical direction is highly valuable
but can be challenging.

For saturations in the vertical direction, Zhao et al.76 used a
light-absorbing dye and generated a calibration curve that
relates the transmitted light intensity to the dye concentration

Fig. 2 Fluid saturations in micromodels. a) Macroscale images of a
non-wetting phase (green) displacing a wetting phase (black) for a
viscosity ratio logM = −1.95 and different values of capillary number.
The micromodel is made of a uniform distribution of cylindrical pillars
(in black, 300 μm in diameter), reproduced from Zhang et al.85 with
permission from American Chemical Society, copyright 2011. b) Images
of oil injection and water injection in a micromodel representative of a
carbonate rock. The grains are black, water is green, and oil is blue,
reproduced from Yun et al.38 with permission from Royal Society of
Chemistry, copyright 2017. c) Patterns of displacement of silicone oil
by water at unfavorable viscosity ratio, for strong drainage (θ = 150°)
and strong imbibition (θ = 7°). The circular microfluidic cell (diameter
of 10 cm) with radial injection is made of cylindrical pillars of different
sizes. Capillary numbers from top to bottom are Ca = 2.9 × 10−3, 2.9 ×
10−2, 2.9 × 10−1. The color indicates the saturation of the invading
wetting phase in the depth of the micromodel. On the right, snapshots
from strong imbibition are presented, showing invasion by corner
flows. The wetting phase coats the contours of the posts and does not
fill the pore space. Liquid wedges in corners can swell and expand over
time. Reproduced from Zhao et al.76 with permission from National
Academy of Sciences, copyright 2016.
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in the wetting phase. Then, they convert the transmitted light
intensity to water saturation in the depth of the microfluidic
cell. Therefore, in addition to the 2D fluid distribution
(Fig. 2a and b), an indication of the depth-saturation is provided
(Fig. 2c). Using this method, Zhao et al.76 show that the invasion
happens through corner flows for some conditions, see
snapshots in Fig. 2c.

The principle of measuring fluid saturations in the depth of
microchannels by optical photometric techniques is presented
in Fig. 3.50 A capillary, or microchannel, is saturated with a
wetting fluid seeded with a light-absorbing dye (fluorescent or
not), then a non-wetting fluid is injected (e.g., air). Optical
photometric techniques rely on relating a measure of the optical
density in a channel to the dye concentration. For that, the light
attenuation at any point (x, y) in an image of a channel is
defined as the ratio I0(x, y)/I(x, y), where I0 is an image of the
empty channel and I is the image of the channel filled with
fluids. The optical density is then defined as follows, OD(x, y) =
log(I0(x, y)/I(x, y)), and measured pixel by pixel. Classically, OD
is related to the concentration using a calibration curve for

known concentrations.89,90 The technique can be extended to
the measure of liquid-film thickness.50

In Fig. 3 we present the validation of the method when
the motion of air bubbles in a straight tube is considered
where numerical data were available and the theory of
Bretherton91 gives the relation between the liquid-film
thickness and the capillary number. Later, the technique was
used to determine and compare the dynamics of film
thickness at a pore constriction during snap-off events (i.e.,
the detachment of a gas bubble during drainage) with
numerical modeling. The main advantages of the technique
are that it is non-intrusive, inexpensive, very easy to
implement, has good accuracy, and allows for dynamic
measurements as in Roman et al.,50 Zhao et al.76

The primary advantage of the optical methods presented
is their non-intrusive nature, allowing flow processes to be
observed without disturbance. Limitations in fluid saturation
measurements are mainly related to the spatial and temporal
resolution of image acquisition. Advances in microscopy and
high-resolution cameras now enable high-speed imaging with
sub-micrometer resolution, significantly enhancing the
ability to capture rapid, small-scale processes.

3.2 Measuring velocity fields during microfluidic experiments

A detailed understanding of the underlying physics of flow
and transport in geological porous media is of great
importance. Knowledge of fluid saturations (see previous
section) is essential but not always sufficient. An analysis of
velocity fields is particularly useful to assess pore-scale
mechanisms and their consequences and to compare
quantitatively experiments with theoretical or numerical data.
The particle tracking velocimetry (PTV) and particle image
velocimetry (PIV) techniques are optical methods of flow
visualization based on the detection of tracer particles in the
flow field. Successive experimental images are recorded and
analyzed through particle tracking (PTV) or spatial correlation
(PIV) methods. Peurrung et al.92 introduced PTV to measure
porous medium velocity fields within a packed bed of
transparent spherical beads. Santiago et al.93 introduced
micro-particle image velocimetry (micro-PIV) that uses a
microscope, micron-sized particles, and a high-resolution
camera to record particle-image fields. Velocity field
measurements in complex porous geometries, such as pore
networks or realistic geological porous medium replicas, have
only been available for a few years.

Principle of micro-PIV. The principle of micro-PIV is
presented in Fig. 4. The fluid is seeded with micron-size
particles, these particles are chosen so that they follow the flow
without disturbing it.94 Most micro-PIV systems use fluorescent
tracer particles, a laser, an epifluorescent microscope, a high-
speed camera for observation, and optical filters to block non-
fluorescent light disturbances. Optical images of non-
fluorescent particles can also be used and followed by image
processing to obtain images containing information only
related to the moving particles,15 see Fig. 5. The velocity field is

Fig. 3 Principle of measuring the fluid saturation in the vertical
direction. a) Schematic of wetting films of thickness h along a tube
wall. b) Grayscale image of the films. c) Validation of the film thickness
measurements. Averaged film thickness normalized by the tube radius
for different capillary numbers: experiments (black dots), numerical
data (green squares), fit of the experimental data (red dashed line), and
Bretherton's theory (blue line). Reproduced from Roman et al.50 with
permission from Elsevier, copyright 2017.
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calculated by cross-correlating interrogation windows between
two successive images of a sequence, see Fig. 4. The parameters
of the optical system, of the particles, and for PIV analysis must
be chosen carefully to ensure that the measured velocities are
representative of the actual velocity of the fluid.94 Several tools
are available to implement PIV analysis. For example, PIVlab is
a widely used, powerful, and open-source software.95

Micro-PIV for complex porous media geometries. In
microfluidic devices representative of geological porous media,
Roman et al.15 compared micro-PIV results with numerical
simulation of single-phase flow for which the dynamical models
are well understood and serve as a tool to validate the
experimental measurements. In Fig. 5, velocity fields and
velocity profiles obtained experimentally and numerically are
shown. By optimizing micro-PIV parameters, a very good
agreement is obtained between experiments and simulations.

Micro-PIV measurements can be performed in micromodels
with pore sizes below 10 μm and with a vector resolution of

about 1 μm.15,96 Micro-PIV was instrumental in understanding
the difference in velocity fields between single-etch-depth
micromodels and those where smaller pore spaces are etched
less deeply compared to larger pore spaces.38 Dual-depth
etching is thought to produce a more realistic pore network.

Tracking velocity fields of two fluid phases. Using micro-
PIV, it is possible to seed two fluid phases with different
particles to follow the behaviour of each fluid. For example,
using spectral separation, Blois et al.96 used two cameras to
image two immiscible fluids separately. Heshmati and Piri97

introduced a two-phase and two-fields-of-view micro-PIV
system to study simultaneously flow fields at the pore scale
and the whole micromodel scale. They use this system to
understand the distribution of fluid during two-phase
immiscible flows and shear stress at the fluid–fluid
interfaces, see Fig. 6.

Micro-PIV to record 3-dimensional velocity fields. Most
micro-PIV setups are used to record 2D velocity profiles from
the top view of a micromodel. Indeed, microfluidic devices
are assumed to be two-dimensional, and velocities are
measured for only one focal plane that corresponds to the
whole thickness.15 During micromodel experiments, out-of-
focus particles appear in the recorded images. The particles
in focus appear as small, well-defined bright dots, whereas
the particles that are slightly out of focus are larger and
blurred. Image pre-processing can be performed to highlight
particles in focus (i.e., in the plane of measurement) and to
remove poorly resolved particles.98

Measurements at different focal planes are useful for
obtaining the distribution of velocity fields in the depth of a
microfluidic device.99,100 However, the different planes are
recorded at different times. Light field micro-PIV allows recording
of instantaneous 3-dimensional velocity measurements.101,102

Fig. 4 The principle of PIV is to record two images of the flow of
particles separated by a short time delay Δt. Images are subdivided into
many small interrogation windows. The displacements of interrogation
windows between two images are determined through spatial cross-
correlation. Velocity is merely found by dividing the particle displacements
by the time between images. Time averaging is performed over at least 10
image pairs to obtain the distribution of velocity fields. Reproduced from
Roman et al.15 with permission from Elsevier, copyright 2016.

Fig. 5 Single-phase flow in a sandstone micromodel geometry.
Comparison of velocity distributions between micro-PIV
measurements and numerical results. Velocity profiles plotted along
the white dotted line are also compared. Here, the experimental vector
resolution is 1.76 μm × 1.76 μm. Reproduced from Roman et al.15 with
permission from Elsevier, copyright 2016.

Fig. 6 Velocity fields obtained by micro-PIV in both invading wetting
and trapped non-wetting phases. Reproduced from Heshmati and
Piri97 with permission from Elsevier, copyright 2018.
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Light-field micro-PIV tracks the spatial positions of the particles
in the flow. The position of the particle in the depth of the device
is reconstructed based on the appearance of the particle that
changes with the distance of focus.

Micro-PIV to unravel subsurface processes. Efforts toward
PIV analysis of immiscible two-phase flow in micromodels have
shown interesting behaviors.15,17,103 Unsteady velocity events
were associated with pore-scale events such as Haines jumps
(sudden jumps of the fluid interface linked with fluid
redistribution).15,103 Interestingly, observation of dissipative
events was made possible by the use of micro-PIV. After the
passage of the fluid interface, clusters of the wetting phase
remain trapped in the asperities of a rock replica micromodel,
see Fig. 7a. This residual saturation is not immobile. This
observation is contrary to what is commonly accepted; instead,
recirculating motion is observed.10,15 Fig. 7a shows streamlines
computed from micro-PIV for one trapped water cluster during
oil injection. Kazemifar et al.103 observed shear-induced
circulation zones within trapped water ganglia when
supercritical CO2 is injected, see Fig. 7b. It is usually accepted
that the viscous-driven effect of one fluid on the other is
negligible at a larger scale. Therefore, micro-PIV provides new
elements to characterize dissipative events in porous media10

that might have a significant impact on CO2 trapping and fate
during geological CO2 storage.

Micro-PIV is a powerful and widely used technique for
measuring velocity fields in microfluidic systems. Its
application to multiphase flow in porous media presents
some limitations. Optical distortions caused by multiple fluid
interfaces, light scattering, and refractive index mismatches

between the fluids and the solid matrix can significantly
degrade image quality and measurement accuracy.
Additionally, tracer particle seeding is complicated in
multiphase systems, as particles may preferentially distribute
within one phase or become trapped at interfaces. Despite
these constraints, micro-PIV remains a valuable tool when
combined with complementary techniques or adapted
through index-matching and careful system design.

3.3 Tracking chemical reactions

This section is dedicated to measurement techniques to track
chemical reactions during microfluidic experiments. It is
important to characterize solute spreading, as solute mixing
controls reaction rates for various processes.90 In reactive
transport modeling, one of the challenges is to develop process-
based models that describe coupled processes with a realistic
description of the effect of mineralogical reactions on transport
properties of the rock matrix and further reaction rates.104 First,
we introduce recent methods to measure the concentration
fields of species. Then, the use of chemiluminescence to
characterize reactive fronts is presented. The last part is
dedicated to tracking mineral reactions.

Concentration fields. Conservative tracers can be used to
map concentration fields during micromodel experiments, e.g.,
using fluorescein sodium salt solutions.90 A fluorophore is a
substance that absorbs light at a specific wavelength and emits
light at another wavelength.105 The amount of photons emitted
is proportional to the number of excited tracer molecules and
thus to the local tracer concentration. Using the characteristics
of fluorophores, fluorescence microscopy enables specific
visualizations. Multicolor images of several types of
fluorophores can be composed by combining several one-color
images. Using fluorescein, Borgman et al.90 converted the light
intensity of images to solute concentration based on a
calibration curve. The magnitude of the concentration may then
be calculated from the images. In this case, the two-
dimensional concentration field averages the concentration
field over the micromodel thickness. With this technique,
Borgman et al.90 demonstrated the role of pore-scale shear flow
on concentration gradients, shedding light on the mechanisms
driving mixing in porous media. Salek et al.106 used fluorescein
to investigate the effect of multiscale porosity on the evolution
of the solute concentration field.

Measuring pH in situ. Measuring pH in situ during
micromodel experiments is important for a number of
geochemical processes. For example, during CO2 injection in
saline aquifers, part of the CO2 dissolves into the brine,
resulting in an acidified aqueous phase with some mineral
dissolution or precipitation that can happen as a
consequence.107,108

Chang et al.18 studied the dynamic dissolution of
supercritical CO2 in an initially water-saturated rock-replica
micromodel with the aim to image pH of residual water. They
use a pH-sensitive fluorescent water dye with lower pH resulting
in higher water intensity as visualized with a fluorescent

Fig. 7 Dissipative events during immiscible two-phase flows unraveled
by micro-PIV. a) After the invasion, a pocket of water is trapped
surrounded by solid grains and oil. From micro-PIV measurements, the
streamlines are plotted and they show a recirculating motion of the
trapped water, reproduced from Roman et al.15 with permission from
Elsevier, copyright 2016. b) Shear-induced circulation zone near the
CO2–water interfaces, reproduced from Kazemifar et al.103 with
permission from Elsevier, copyright 2016.
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microscope, see Fig. 8. The pH indicator pHrodo Red used in
this study is functional for the pH range 4 to 9. A calibration is
needed to relate the pH to the water intensity. They found that
the lowest reliable pH level for the pHrodo Red dye was pH =
3.7. So far, no other pH-dependent dye has been described for
microfluidic studies involving water and supercritical-CO2.

18

Instead of adding a dye to the fluid phase, microfluidic
devices can be functionalized for pH mapping. For example,
Florea et al.109 integrated the pH optical capabilities based on
polyaniline to microfluidic devices. The method allows spatial
localization of pH gradients in micromodels over a wide range
of pH (pH = 2–12). The setup includes a spectrophotometer and
a camera to generate the pH estimations based on color
measurements. Zhang et al.110 also created a microfluidic
porous medium coated with polyaniline for pH
characterization. They compared experimental results with
direct numerical simulations and found that the polyanaline
coating provides real-time pH. This method allows visualization
of dynamic pH changes relevant to the reactive transport of CO2

during sequestration or for underground hydrogen storage.
Reactive fronts. Chemiluminescence is a useful technique

for characterizing reactive fronts by mixing two reactants that
emit light upon reaction. de Anna et al.111 proposed a new
experimental setup that uses micromodels and
chemiluminescent reaction to quantify the rate of product
formation for a bimolecular reaction, see Fig. 9. They can
measure local concentration fields dynamically for a wide
range of flow rates and local reaction rates within the
micromodel. This setup allows quantifying the basic
mechanisms that govern the mixing and reaction dynamics
at the pore scale. Their setup, however, requires the use of a
highly corrosive chemical compound.111 Izumoto et al.112

used luminol chemiluminescence, where blue light is emitted
by the chemical reaction. The luminol chemiluminescence
has the advantage of being safe and easy to handle. The
reaction is approximated by,

A + B → C + photon. (1)

The chemiluminescence allows visualization of reaction rate
fields for reactive transport experiments, see Fig. 9b,
providing new insights into the dynamics of mixing and
reactive fronts. Fluids of different chemical compositions
that converge and react can be found in a large range of
subsurface flows. Zhang et al.110 used chemiluminescence to
unravel the mechanisms controlling fluid–fluid reactions in
two-phase flow in porous media.

Follow mineralogical reactions using Raman spectroscopy.
The integration of microfluidics with confocal Raman
spectroscopy113,114 provides a robust platform for investigating
geochemical processes and reactive transport phenomena. This
approach enables in situ and non-destructive four-dimensional
(4D) analyses of mineral reactivity and aqueous chemistry,
offering high-resolution insights into the spatio-temporal
evolution of chemical and pore structures within complex
systems. The principle of Raman spectroscopy is to measure the
vibrational modes of molecules to then identify molecules.113

Raman coupled with microfluidics provides information on the
fluid and mineral phases that are present. Thus, it allows for
the identification of chemical pathways, to follow the
displacement of species from the fluid into the solid phase or
vice versa.

The lateral dl and axial da resolution of Raman imaging are
usually estimated from the theoretical diffraction limit given by

dl≈
1:22λ
NA

and da≈
4nλ
NA2 respectively,115 where NA is the numerical

aperture, n is the refractive index of the sample, and λ is the
wavelength of the laser. The best achievable resolution using Raman
spectroscopy with a 100× oil immersion objective (numerical
aperture 1.4) is approximately 463nm for lateral resolution and 1629
nm for axial resolution for a green laserwith λ equal to 532nm.

For example, Poonoosamy et al.54 developed a miniaturized
flow-through reactor (Fig. 10a) to study the dissolution of a
primary mineral (celestine, SrSO4) followed by the precipitation
of a secondary mineral (barite, BaSO4) processes in fractured
porous media due to the injection of a reacting solution of
barium chloride. By incorporating confocal Raman
spectroscopy, these investigations enabled real-time monitoring

Fig. 8 Images of water pH interpreted from intensity values, scCO2,
and solid grains for 8455 pore volume of injected scCO2. The flow
direction is from left to right. Reproduced from Chang et al.18 with
permission from Elsevier, copyright 2017.

Fig. 9 a) Field of light intensity produced by cheminoluminescent
reactions between reactants, reproduced from de Anna et al.111 with
permission from American Chemical Society, copyright 2014. b)
Reaction rate fields for reactive transport experiment in a porous
medium. The reaction rate is normalized by the reaction rate at which
the image is saturated (the upper limit of the detection range).
Reproduced from Izumoto et al.112 with permission from John Wiley
and Sons, copyright 2023.
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of the mineralogical transformation at the pore scale, with
detailed characterization in both two-dimensional (2D)
(Fig. 10b and d) and three-dimensional (3D) (Fig. 10e)
geometries. Coupled with pore-scale modeling to map velocity
fields (Fig. 10c), this study systematically evaluated the influence
of the Péclet number (Pé, the ratio of the advective to diffusive
transport) and hydrodynamic heterogeneity on mineral
precipitation patterns in porous and fractured systems.54

The integration of microfluidic experiments with reactive
transport modeling diagnostics also provides a framework for
developing mechanistic models to describe contaminant
transport and immobilization via co-precipitation of solid
solutions in porous media. For instance, BaSO4 based solid
solutions are known as critical sinks for contaminants like
226Ra, commonly encountered in subsurface energy
applications. While thermodynamic models have advanced
solubility predictions, they often fall short in capturing the
complex dynamics of contaminants in subsurface
environments, where co-precipitation is governed by the
interplay between solute transport and dissolution-precipitation
kinetics, giving rise to phenomena such as oscillatory zoning.
Recent studies revisited the oscillatory zoning of (Ba,Sr)SO4

solid solutions using a micronized lab-on-chip device
integrating in situ micro-Raman spectroscopy.116

In Poonoosamy et al.,116 Raman spectra of high-purity
SrSO4 and BaSO4 (99.99 from Chempur) and cured PDMS

were recorded across the 200–1400 cm−1 range, see Fig. 11.
Diagnostic vibrational modes of sulfate ions (SO4

2−),
including symmetric (ν1) and anti-symmetric (ν3) stretching
modes, as well as bending modes (ν2 and ν4), were used to
identify and differentiate phases. The intense ν1(SO4) bands
at 988 cm−1 for BaSO4 and 1001 cm−1 for SrSO4 were well-
resolved and free from overlap with PDMS bands. The
compositional analysis of (Bax,Sr1−x)SO4 solid solutions relied
on the linear relationship described by Vegard's law that
correlates vibrational frequencies with composition.
Specifically, the (ν1)(SO4) band maxima positions were
interpolated to determine the mole fractions of end-members
constituting the solid solution. The accuracy of this approach
is inherently dependent on the spectral resolution, as high-
resolution spectra are essential for resolving subtle shifts in
band positions and capturing stoichiometric variability
within the solid solutions. The study demonstrated that
oscillatory zoning results from limited solute diffusion and
kinetically controlled precipitation, emphasizing the role of
nucleation-mediated mineralization in diffusive systems and
offering a validated framework to predict solid solution
formation and radionuclide mobility under kinetic
constraints.

Fig. 10 a) Micronized flow-through microfluidic reactor with a crystal
injection channel for injecting micro-sized crystals into the crystal
reservoir to form a reactive porous medium. b) Imaging of the reactive
fractured porous medium using optical microscopy (left) and Raman
spectroscopy (right) after chemical reactions. c) Simulated flow field
across the fracture. d) Time-resolved Raman imaging showing the
dissolution of the primary mineral celestine (red) and the precipitation
of the secondary mineral barite (green). e) 3D Raman imaging of the
porous medium before and after the chemical reaction. Reproduced
and adapted from Poonoosamy et al.54 with permission from Royal
Society of Chemistry, copyright 2020.

Fig. 11 a) Raman oscillatory zoned crystal of (Bax,Sr1−x)SO4 with Sr (in
red) enriched and Ba (in blue) enriched solid solution. b) and c) Raman
signature of reference BaSO4 (barite) and SrSO4 (celestine) and the
newly formed phases (i) and (j) with (b) zoom on the prominent sulfate
band and (c) the complete spectra. Reproduced from Poonoosamy
et al.116 with permission from Springer Nature, copyright 2021.
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In addition to the identification of solid phases, Raman
spectroscopy also enables the identification and quantification
of aqueous species in solutions,117 see Fig. 12. The main
advantage here is to avoid the use of fluorescent dyes that may
alter the properties of the fluid or the fluid–solid interactions.
Active Raman tracers, for example, deuterated water that is
chemically inert and has the same properties as water, can be
used as tracers and consequently to determine the diffusive
properties of newly formed microporous precipitates.25

Micro-FTIR spectroscopy to track chemical reactions. The
integration of infrared spectroscopy with microfluidics has been
successfully demonstrated in several studies.118,119 Compared to
Raman spectroscopy, FTIR offers improved selectivity and
quantification capabilities. However, combining FTIR with
microfluidic systems remains challenging due to constraints
associated with the materials typically used for device
fabrication, particularly in terms of transparency and chemical
compatibility. Conventional materials such as glass and PDMS
exhibit strong absorption in the mid-IR range, which limits
their suitability for these applications. Consequently, alternative
materials like CaF2, sapphire, ZnSe, or silicon must be
considered for mid-IR transparent microchips. In this context,
Barich and Krummel120 proposed an original approach using
conventional PDMS for IR-compatible devices. By exploiting the
direct relationship between optical density and material
thickness, they designed devices featuring PDMS layers of
controlled thicknesses. A thin PDMS film supported on a CaF2
wafer provided sufficient mid-IR transparency for effective
analysis. Overall, FTIR spectroscopy stands out as a powerful,
non-invasive technique for real-time chemical analysis in
microreactors.119 Yet, to date, its application in geoscience-
related studies, particularly for subsurface processes, remains
limited.

Biofilms and bioreactions. The methods presented in this
paper apply to the study of biofilms or bioreactions, e.g., Feng
et al.121 developed micro-Raman spectroscopy to characterize

biofilms.121 Savorana et al.122 proposed a microfluidic platform
dedicated to characterizing the structure and rheology of
biofilm streamers. Streamers are biofilm filaments suspended
in flow. They cause rapid clogging and affect transport
properties. With an epifluorescence microscope Savorana
et al.122 characterized the biochemical composition and
morphology of the streamers. Moreover, they developed a
protocol to perform hydrodynamic stress tests in situ to detect
differences in the biofilm rheology due to differences in
biochemical composition.

Transport through and storage within permeable rocks may
depend on the interplay of transport and biochemical reactions.
Microbial microorganisms may grow to form biofilms attached
to surfaces or that span pores. In turn, biofilms alter fluid flow,
thereby influencing further biofilm growth. Kurz et al.123 used
porous media micromodels to measure and interpret biofilm
growth as a function of pore size and flow rate. Using images
and a numerical model, they interpreted the role of biofilms on
permeability and the flow field. Additionally, Liu et al.49 used
etched-silicon micromodels filled with hydrogen and aqueous
solutions containing a halophilic sulfate-reducing bacterium to
study the effects of biofilms on hydrogen loss, rock wettability,
and porous medium transport processes. The consumption rate
of hydrogen was affected significantly by the gas-water
interfacial area and the activity of the microbes. These studies
teach that porous media clogged with biofilms do not behave
similar to expectations derived from heterogeneity and abiotic
reaction products in porous media. Generally, microfluidics is
underutilized despite the clear benefits of visualizing biofilms
and the progression of bioreactions directly.

Current limitations in tracking chemical reactions. Using
tracers seeded in fluids to measure concentration fields, pH,
or monitor reactive fronts introduces the drawback of adding
an additional chemical component to the system. These
tracers may alter the fluid properties, interact with the
solution or channel materials, degrade over time, produce
overlapping signals with other species, or be chemically
incompatible with the reaction of interest. As an alternative,
spectroscopic methods offer the advantage of non-invasive
analysis, avoiding the need to introduce external species. As
will be discussed in the Future challenges section, however,
tracking dissolved species using spectroscopic techniques is
not always straightforward.

3.4 Computational microfluidics

Microfluidics experiments are useful to inform and complement
numerical simulations. High-fidelity measurements obtained
during micromodel experiments are used to verify the
predictions by numerical models at the pore scale. These
computational microfluidics45 are augmented depending on the
comparison with experimental data. Microfluidic experiments
generate valuable benchmark datasets that enhance the
accuracy and reliability of numerical solvers.20,44,100,124

Conversely, numerical simulations complement microfluidic
experiments by offering high-resolution insights into pressure

Fig. 12 Optical image of a CO2–water flow inside a microchannel and
corresponding confocal Raman spectra within a water slug containing
dissolved CO2. Reproduced from Liu et al.117 with permission from
Elsevier, copyright 2012.

Lab on a Chip Critical review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 3
0.

01
.2

6 
05

:5
0:

16
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5lc00108k


4284 | Lab Chip, 2025, 25, 4273–4289 This journal is © The Royal Society of Chemistry 2025

and velocity profiles, solute concentration, and mineral
distribution—parameters that are challenging to measure
experimentally. For example, the flow field within a microfluidic
device can be calculated numerically to help interpret mineral
reactivity54 or clay deposition in the devices.57 Sugar et al.125

combined microfluidics and numerical simulations to assess
the retention mechanisms of polymers arising during flow and
their impact on apparent permeability. Ollivier-Triquet et al.126

used the lattice Boltzmann method to calculate velocity and
concentration fields for experimental microfluidic images and
show that unsaturated porous media exhibit anomalous
dispersion. Hassannayebi et al.127 used a digital-twin approach,
i.e., segmented microfluidic experimental images of biomass
accumulation are used to perform Navier–Stokes–Brinkmann
flow simulations. They consider the accumulated biomass as
permeable or impermeable in the model based on the optical
density of the biomass in the images. The comparison between
simulation results and experimental responses shows that
biomass accumulation in porous media is a permeable
medium.127 In conclusion, the combined application of
experimental and computational microfluidics offers a robust
method for unraveling the complex mechanisms occurring in
soils and the subsurface.

3.5 From microfluidics to field-scale

One limitation of micromodels is that they are two-
dimensional. To consider multiscale pore sizes, dual-porosity,
and dual-depth micromodels have been developed.38,80,128

Nevertheless, extrapolation of results to three-dimensional
systems must be done carefully. Microfluidic devices will
never represent the 3D connectivity of the pores of a rock
sample. Some authors attempted to reproduce 3D core flood
experiments on microfluidic devices,39 however, these devices
do not have the features of 3D core floods. The purpose of
micromodel experiments in geosciences is not to achieve a
direct, one-to-one comparison with real rock samples.
Instead, they serve to isolate specific mechanisms and
examine chemical changes within simplified porous media.
The following methods can then be used to extrapolate these
findings to larger-scale systems.

Core flooding experiments. Core-flooding experiments allow
the use of real rock samples, thus preserving the natural
mineral heterogeneity, pore structure, and wettability. Even
using synthetic materials, the pore connectivity, porosity, and
permeability are representative of reservoir conditions. Despite
major advances in 3D imaging, while being resolved in time
and space,129 microfluidics offers better control over the
heterogeneity and the geometry for fundamental studies of the
processes. Nevertheless, microfluidics and core-flood
experiments are complementary.130 Core-flood data are usable
for reservoir modeling, while microfluidics provide details on
interfacial phenomena, and high-resolution visualization of the
pore-scale mechanisms that help interpret core-scale data.46

Numerical upscaling. Numerical upscaling refers to the use
of experimental data (physicochemical parameters, geometry,

processes, transport laws, and so on) to provide macroscale data
or models. Integrating data from experiments, numerical
experiments can be carried out for various pore structures
representative of natural pore networks, including 3D images of
rocks,131–134 This numerical upscaling informs large-scale
properties, e.g., mean dissolution rate, dispersion tensor,
interfacial area, saturation, solubility, flow rate, and
characteristic pore size. Effective properties can also be
obtained from experiments and used as input for macroscale
models.135

Integrating Raman tomography within microfluidic chips,
combined with pore-scale modeling, offers a robust approach
to determine the transport properties of chemically evolving
porous media and to evaluate constitutive equations, such as
the relationship between porosity and diffusivity, as
demonstrated by Poonoosamy et al. (2022).24

Geoelectrical monitoring on a chip. Geophysical methods
are used to image and characterize processes in geological
environments.136 They measure spatial and temporal variations
in the physical properties of the subsurface using measuring
devices and sensors. However, identifying the electrical
signatures that are unique for each process involved is
challenging. So far, studies have combined laboratory
experiments with petrophysical models to interpret geoelectrical
signals. Interpreting macroscopic geoelectrical data can
sometimes be ambiguous, as it relies on microscopic
parameterization that the traditional experimental column
approach can only infer. Rembert et al.137 developed the first
microfluidic chips equipped with electrodes for geoelectrical
monitoring using the spectral induced polarization (SIP)
method. Equipping microfluidic devices for geoelectrical
acquisition brings a new understanding of these indirect
physical measurements in the light of explicit descriptions of
flows, reactions, and transport mechanisms, thus bridging the
gap between pore-scale events and field-scale interpretations.
The proposed technological advancement paves the way for
further understanding of the subsurface processes through
geoelectrical observation.138 Future challenges are to introduce
spatial discretization using arrays of electrodes within
microfluidic devices. In addition, the setup could be adapted to
use the self-potential method, a passive technique to map the
electrical potential distribution generated by fluid flow and
chemical reactions.139,140

4 Future challenges

In this section, we discuss some of the future challenges in
measurement capacity during micromodel experiments for
geosciences applications.

Towards characterization of minerals on a chip

In recent years, the integration of microfluidic platforms with
advanced microstructural analysis techniques has
significantly advanced the study of chemical and structural
alterations in porous media. Notably, the incorporation of
Raman spectroscopy directly onto microfluidic chips has
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enabled in situ investigations of chemical changes at high
spatial and temporal resolution.

Microfluidics coupled with Raman can be further
enhanced to study slower or more complex processes through
the use of isotopic tracers, such as 18O, commonly employed
in batch experiments141 to monitor coupled mineral
dissolution and carbonate precipitation. It was used to
unlock key processes for CO2 sequestration in basaltic rocks.

Future advancements may involve the use of in-operando
synchrotron-based techniques,17,142,143 such as micro-XRD or
micro-XRF144 (μ-XRD and μ-XRF), to provide unprecedented
spatial resolution of mineral distribution structures during
reactive processes. The use of X-ray laminography to monitor
the evolution of a 3D reactive porous medium on a chip has
been demonstrated by Morais et al.145 Additionally, modern
microfluidics now allows the retrieval of alteration products
upon opening, for advanced electron microscopy analyses,
such as focused ion beam scanning electron microscopy (FIB-
SEM)59 or scanning transmission electron microscopy
(STEM), to probe micro- and nano-porosity in newly formed
precipitates. Techniques such as atomic force microscopy
(AFM) can further elucidate surface-level processes, offering
detailed insights into mineral growth and dissolution
dynamics. These combined approaches open new avenues for
understanding geochemical processes at multiple scales.

Tracking solutes

Measuring concentrations or distributions of species in
solution can be essential.43 The use of dyes to track dissolved
species presents some limitations, in particular, it can modify
the properties of the fluid (density, viscosity, fluid–fluid, or
fluid–solid properties). Moreover, three-dimensional
measurement of concentration fields is still challenging.112

Quantification of aqueous solutions using Raman
spectroscopy is feasible; however, careful optimization of
laser power, measurement duration, and, particularly in
microfluidic systems, the reactor's depth is essential to
minimize interference from the reactor's intrinsic spectral
signature that could compromise the accuracy of quantitative
analysis.117 Thus, future developments should be considered
to determine the relationship between solute concentration
and Raman band intensity for various dissolved species, e.g.,
salts, dissolved inorganic carbon, organic compounds, and/or
chlorinated compounds.

Measure local pressure fields

Pressure measurements are of crucial importance to describe
and understand flow properties, in particular for studies of
two-phase flow in porous media. So far, pressure
measurements are commonly performed at the inlet and
outlet of microfluidic devices using pressure sensors, thus
without information on the pore-scale distribution of
pressures. Several miniature pressure sensors,146,147 or in situ
pressure measurement methods have been proposed
Abkarian et al.,148 Shen et al.149 The characterization of

pressures for various micromodel designs has been greatly
improved in recent years,150 however, mapping pressure
distribution in complex porous media geometries is still
challenging.

Towards an AI-assistance for microfluidic experiments

Combining microfluidic experiments with pore-scale
modeling presents considerable challenges, including high
computational demands that often require high-performance
computing environments and time-intensive data processing,
particularly for image segmentation. As a result, datasets
produced through these resource-intensive workflows are
frequently underutilized. To harness fully the potential of
high-throughput experiments, it is essential to implement
automated evaluation processes and eliminate bottlenecks
that hinder analysis. Machine learning provides a promising
solution to address these limitations at various stages of the
workflow. For instance, in biotechnology, automated
monitoring systems and live segmentation techniques are
commonly used to study cellular and bacterial growth.151,152

Similarly, in porous media research, convolutional neural
network (CNN) models have been successfully applied to
estimate parameters such as effective diffusivity,153

permeability, wettability,154 and aqueous-fluid chemistry155

with significantly lower computational costs compared to
traditional simulations. Creating a toolkit for
experimentalists that supports (i) image segmentation and
pattern recognition and (ii) predictive modeling of aqueous
solution chemistry on the fly could have a huge potential as
an analytical tool in the field. Such a framework would
enable real-time analysis of physical and chemical processes,
allowing researchers to dynamically adjust experimental
conditions and providing the flexibility to explore specific
processes by modifying boundary conditions at various stages
of their experiment.

Conclusions

Natural porous media are captivating systems where the
intricate interplay of physicochemical processes across
multiple scales govern the dynamics of subsurface
environments. Achieving a comprehensive understanding of
transport processes in geological formations is essential for
advancing the sustainable management of natural resources,
including geothermal energy, hydrocarbons, gas storage,
nuclear waste disposal, and groundwater. These transport
phenomena involve complex multifluid and multiscale flow
challenges, where microscale interactions propagate to
influence macroscopic behavior.

Microfluidics has emerged as an indispensable tool for
investigating the coupled processes occurring at the pore
scale in subsurface environments. By providing high-
resolution spatiotemporal datasets, microfluidic experiments
complement traditional column-scale laboratory studies and
numerical simulations. These experiments enable precise
measurements of velocity fields, fluid–fluid interfaces, solute
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concentrations, and mineral distributions, facilitating a
deeper understanding of the fundamental physicochemical
mechanisms at play. Moreover, the data generated from
microfluidic experiments serve as critical benchmarks for
numerical models, enhancing their predictive capabilities
and improving the fidelity of large-scale geological models.

This review outlined recent advances in microfluidic
methodologies tailored for geosciences, with a focus on
measuring fluid distributions, velocity and concentration
fields, and tracking chemical reactions. The integration of
microfluidic experiments with computational microfluidics
offers unparalleled insights into pore-scale hydrogeochemical
properties, significantly advancing our understanding of
subsurface processes.

Despite these achievements, challenges remain in further
refinement of measurement capabilities, scaling experimental
results to field-relevant conditions, and addressing the inherent
complexities of natural systems. Future research must aim to
bridge these gaps, enabling even more precise characterization
of subsurface processes. The synergistic use of experimental
and computational microfluidics paves the way for improved
physical understanding, more robust models, and sustainable
management strategies for Earth's critical subsurface resources.
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