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Understanding electronic excitations and their dynamics in non-fullerene acceptor (NFA) materials is
crucial for improving the efficiency of opto-electronic devices. In this study, we use a Frenkel-exciton
Hamiltonian, which couples electronic and nuclear degrees of freedom, to investigate the optical
properties and exciton dynamics in an extended solid-state aggregate formed by a representative NFA
named m-4TICO. Besides the presence of significant H-like interactions, we observed a predominant
influence of J-aggregation-like effects on the solid-state absorption spectrum, resulting in a spectral
red-shift and a reduced vibronic band compared to the solution phase. We have also identified a
significant correlation between energetic disorder—primarily due to low-frequency molecular torsional
vibrations in the acceptor—donor—acceptor structure—and the Stokes shift. Through semiclassical
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non-adiabatic molecular dynamics, we explore how excitonic interaction patterns affect exciton
delocalization and diffusion. Based on our results, we discuss design principles derived from the
DOI: 10.1039/d4tc01716a manipulation of energetic disorder and excitonic coupling-sign relationships that substantially modulate

exciton transport, thereby offering actionable strategies to enhance the efficiency of opto-electronic
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Introduction

In the field of organic photovoltaics (OPVs), now approaching a
20% power conversion efficiency,' the discovery and optimi-
zation of non-fullerene acceptors (NFAs) hold the key to unlock-
ing the next generation of solar energy conversion technologies.
In contrast to fullerene derivatives, the optical absorption of
NFAs extends over the visible and near-infrared spectral range,
thereby improving energy harvesting by successfully comple-
menting the absorption features of typical donor polymers.*
Their chemical tunability allows for the optimization of ioniza-
tion potentials and electron affinities to achieve lower losses in
open-circuit voltage. Although these materials have often been
used successfully in high-efficiency bulk heterojunction
architectures,>® the advent of novel NFAs such as Y6, IDIC,
and ITIC, with longer exciton diffusion lengths (20-50 nm)’
and extended crystalline domains, is promoting a renaissance
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in the use of planar heterojunctions.®? An advantage of the
latter is the inherently reduced donor/acceptor interfacial area,
which inhibits charge recombination and increases thermo-
dynamic stability. In some cases, the efficiencies of these
planar junctions are on the same order as, or even greater
than, their bulk heterojunction counterparts.®'%'" The well-
controlled microstructure, associated with reduced energetic
disorder and morphological uncertainty of the constituent
materials, paves the way for the design of more efficient OPV
materials and architectures.

A critical factor in this pursuit is the development and
application of computational models and protocols that can
accurately simulate the opto-electronic properties and trans-
port behaviour of NFAs in their solid-state phase. Some of these
models have been instrumental in identifying materials with
optimal morphological patterns, as well as absorption and
emission characteristics, which directly correlate with minimal
energy losses and enhanced device efficiency.’* In extended
systems such as NFA aggregates, or polymers, the excited states
can be shared between molecular sites, depending on the
strength of the excitonic interactions between these sites.’>™*8
Consequently, the spectral features of the films usually differ
from those of the isolated molecule,"*™ and reliable predictions
require going beyond single-molecule computations/models.

J. Mater. Chem. C, 2024, 12,10009-10028 | 10009


https://orcid.org/0000-0002-1094-3921
https://orcid.org/0000-0002-5008-376X
https://orcid.org/0000-0002-0547-8893
https://orcid.org/0000-0003-4402-2685
https://orcid.org/0000-0001-5082-9990
http://crossmark.crossref.org/dialog/?doi=10.1039/d4tc01716a&domain=pdf&date_stamp=2024-06-17
https://doi.org/10.1039/d4tc01716a
https://doi.org/10.1039/d4tc01716a
https://rsc.li/materials-c
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4tc01716a
https://pubs.rsc.org/en/journals/journal/TC
https://pubs.rsc.org/en/journals/journal/TC?issueid=TC012027

Open Access Article. Published on 04 Juni 2024. Downloaded on 13.02.26 10:02:26.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

Effective protocols based on Frenkel-exciton Hamiltonian have
been developed in this regard and successfully applied to
the study of steady-state optical properties of aggregates and
crystals of conjugated organic molecules,?*>* supramolecular
systems,’* extended polymers>>*° and copolymers.>”
Immediately after photo-absorption, delocalized excitons in
these materials travel towards the donor:acceptor interface.
Understanding the mechanism by which this process occurs
is crucial for designing strategies to enhance it. Recent theore-
tical and numerical advances in the field of exciton***° and
charge®' ™ transport have provided strong evidence that the
diffusion of the (exciton or charge) carrier wavefunction in
molecular materials is strongly correlated with the extent
of its delocalization. This necessitates the use of efficient
approaches that can be applied to system sizes large enough
to fully accommodate delocalized excitons. Moreover, the
method employed to study transport processes in these soft,
van der Waals bonded, materials needs to account for thermal
vibrations and their coupling to the molecular excitations and
the electronic interactions between molecules (termed diagonal
and off-diagonal exciton—-phonon coupling). In addition, the so-
called “back reaction”, namely, the effect of the electronic
motion on the nuclear degrees of freedom should ideally be
taken into consideration as well. In a previous work, we have
developed the Frenkel Exciton Surface Hopping (FE-SH),*® a
computationally efficient atomistic non-adiabatic molecular
dynamics method that goes beyond standard exciton hopping
theories based on Fermi’s Golden Rule,>® whose assumptions
might be violated in NFAs featuring large diffusion constants.>>*”
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FE-SH uses the same electronic Frenkel-exciton Hamiltonian and
delivers an optimal balance between predictive power and
computational feasibility, hence addressing the desirable criteria
outlined above.

In this work, by employing the aforementioned state-of-the-
art methodologies, we investigate the opto-electronic properties
in solution and solid phase as well as transport properties in
the solid-state of a reference non-fullerene acceptor molecule,
specifically m-4TICO, as depicted in Fig. 1. The tightly bound
packing motif characterizing m-4TICO is expected to induce
significant excitonic effects, thereby visibly modulating the
spectral features when transitioning from solution to solid
state. This is here demonstrated through a detailed computa-
tional characterization of the experimental steady-state absorp-
tion and photoluminescence spectra of m-4TICO, both in
solution and in solid form. Utilizing electronic structure calcu-
lations combined with a Frenkel-exciton Hamiltonian to
describe the excited states of a nano-scale aggregate, we show
that the optical absorption of the m-4TICO crystal is signifi-
cantly perturbed by the formation of reasonably strong J-like
interactions. These interactions are responsible for a red shift
of the solid-state spectra compared to the solution phase, as
well as for a reduction of the 0-1 vibronic band. Furthermore,
we examine the spatial extension of the electronic states in this
system, which we found to be rather modest at the bottom
of the excitonic band, with averaged delocalization lengths
of approximately four molecules. The local confinement is
induced by disorder in molecular excitation energies, which
is caused by low-frequency vibrations characteristic of the m-
4TICO molecule. We discuss the importance of accurately
incorporating this source of disorder to correctly replicate the
measured Stokes shift between absorption and photolumines-
cence in the solid-state and discuss a possible strategy to
suppress this source of localization.

By utilizing non-adiabatic surface-hopping (SH) molecular
dynamics,?® we show that the excitonic wavefunction moves
through a manifold of modestly localized excited states at the
low energy edge of the exciton band, percolating more favour-
ably in the direction where there is stronger delocalization of
thermally accessible excitonic states. We demonstrate that
increased delocalization of the excitonic states at the bottom
of the exciton band, which fosters a more pronounced quantum
transient delocalization®® of the excitonic wavefunction, could
be in principle achieved in NFAs by engineering the sign of the
excitonic couplings within the conducting plane. Consequently,
we establish and discuss some design principles for enhancing
exciton transport capabilities.

Results and discussion
Molecular and crystal structure

The NFA we investigate in this work, m-4TICO, is composed of a
fused-ring thiophene-thieno[3,2-b]thiophene-thiophene (4T) as
the central donor unit and electron-deficient 3-(dicyanomethyl-
idene)indan-1-one (IC) groups as flexible terminal acceptor

This journal is © The Royal Society of Chemistry 2024
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(@) Chemical structure of m-4TICO. (b) Schematic representation of the brickwork crystal arrangement of m-4TICO molecule. Coloured solid

arrows represent the strongest nearest neighbour excitonic interactions in the a—b plane. Green is used for H-like interactions, while magenta is used for
J-like interactions (see the text for an explanation and Table 1 for all pairs). This colour code is maintained throughout the manuscript and in the other
figures. Weaker interactions are represented with dashed arrows and shaded grey labels. Panels (c) and (d) represent the crystal structure arrangement of
m-4TICO seen from the top and lateral views of the brickwork layers, respectively. The unit cell axes a and b are shown in red and lime, respectively (axis
c is eclipsed by the other two). The cell axis forming the a—b plane are oriented in the x—y Cartesian reference frame as indicated. The insulating layer

formed by alkyl-side chains is highlighted in yellow.

units. With respect to common derivatives of the same family
(e.g. ITIC and IDIC), m-4TICO bears alkoxy-phenyl sidechains
that allow for some degrees of structural flexibility and a liquid
crystal phase behaviour. This apparently leads to a reduction in
bimolecular recombination and an improved power conversion
efficiency when this system is employed in solar cell blends
with a donor phase.*® An important feature characterizing
m-4TICO and similar NFAs is that, when blended with donor
polymers in bulk heterojunctions, the single crystal packing
motif of the pure acceptor phase tends to be preserved.’® As a
result, it is justified to apply our computational analysis to the
m-4TICO crystal structure, which provides a reasonable repre-
sentation of the real thin-film morphology.*°

The molecular packing and crystal structure arrangement of
m-4TICO molecules in the solid state is represented in Fig. 1.
The thin film morphology was resolved experimentally by
means of an extensive characterization using single-crystal

This journal is © The Royal Society of Chemistry 2024

X-ray diffraction (XRD), powder XRD, and Grazing Incidence
Wide Angle X-ray Scattering (GIWAXS).”® Interestingly, the
acceptor-donor-acceptor (A-D-A) characteristic chemical form
of m-4TICO molecules allows for the formation of well inter-
connected brickwork two-dimensional (2D) n-n stacking-like
structure. The 2D plane extends along a and b crystallographic
directions at almost 91 degrees with respect to one another (see
Table S4, ESIT). Along the ¢ crystallographic direction instead,
the alkoxy-phenyl sidechains interdigitate to form a somewhat
insulating layer perpendicular to the main conductive plane.

Molecular excitations

We start our analysis by investigating the absorption spectrum
of m-4TICO in a dilute solution of chloroform (CF). We report
the measured spectrum in Fig. 2(a). We observe an intense

absorption peak corresponding to the transition energy, Eéfi)sl ,
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Fig. 2 (a) Experimental absorption spectra of m-4TICO in CF solution (dashed orange line) and solid thin-film phase (dashed blue line), respectively.

(b) Computed normalized absorption spectra of m-4TICO single molecule (solid orange line) and solid-state crystal phase (solid blue line). Electronic
energies, gradients, and Hessians were computed with DFT and TDDFT, whereas vibronic progressions were obtained as described in Methods. The
vertical excitation energy of Sg — S; transition was shifted by 0.6 eV to match the experimental value (see text for details). The spectrum of m-4TICO
crystal is obtained using the Frenkel excitonic Hamiltonian (egn (1)) parameterized using ab initio DFT data as described in the text. A Gaussian spectral
broadening, ¢"°™ = 51 meV, was added to all computed spectra as explained in the text. The red shift of the crystal with respect to the solution (of about
0.1 eV) is due to both excitonic effects and a solution-to-crystal shift as discussed in the main text. (c) Representation of the excitonic couplings network
for a small representative m-4TICO supercell (note that larger supercells are used for the computation of converged spectra as described in the text).
H-like (J-like) interactions are shown as green (magenta) segments, following the colour code given in Fig. 1. Note that the sign of the couplings is
consistently given to all the molecular pairs. Only interactions stronger than 2 meV are shown for clarity purposes and the thickness of the coloured lines

is proportional to the excitonic coupling strength.

from the ground (S,) to the first excited state (S;) at 1.66 eV
and a second peak around ~1.84 eV, likely associated with a
vibronic shoulder.

To understand the origin of both peaks, we performed
electronic structure time-dependent density functional theory
(TDDFT) calculations on the optimized single molecule struc-
ture at the CAM-B3LYP/6-31G(d,p) level. Unless otherwise sta-
ted, this is the level of theory used for all electronic structure
calculations. The robustness of the results concerning other
functionals is discussed in the ESL{ As a small note, TDDFT
vertical energies at various level of theory are overestimated
compared to the experimental value (see Table S1, ESIT). We
are, however, interested in understanding optical features of
steady-state spectra, spectral changes upon aggregation and
dynamics in the lower energy exciton band formed by S; states.
All these characteristics depend on the nature of the S; state
and are rather insensitive to its actual energy, as long as its
character and possible mixing to other excited states is
described correctly. This is the case for the investigated mole-
cule. In fact, m-4TICO presents a bright Sy-S; transition with a
strong HOMO-LUMO-like character (see natural transition
orbitals in Fig. S1, ESIt}) followed by a second dark Sy-S,
excitation ~0.4-0.6 eV higher in energy (see Table S1, ESIt)
that does not strongly couple with the first excitation.

The vibronic nature of the second peak observed in the
solution spectrum of m-4TICO is confirmed by calculating
the coupling of the electronic excitation with the molecular

10012 | J. Mater. Chem. C, 2024, 12,10009-10028

vibrational degrees of freedom. This was conducted using a
(quantum) displaced harmonic oscillator model (see schematic
representation in Fig. S2, ESIf), as implemented in the
FCclasses3.0 software and detailed in Section S2 (ESIt).*!
To identify the vibrational modes coupled with the excitation
and the corresponding exciton relaxation energy (1™, in
eqn (S3), ESIt), we projected the vectors representing geometric
Cartesian displacements between the ground and excited states
onto the intramolecular normal modes. As delineated in Table
S2 (ESIT) and extensively discussed in Section S2 (ESIY), a very
good agreement was observed between normal mode analysis
performed with both vertical and adiabatic approaches,** sug-
gesting that the A-D-A aromatic scaffold of m-4TICO exhibits a
relatively harmonic potential, notwithstanding the presence of
somewhat flexible torsional mode at low frequency (see Fig. S3,
ESIT). We estimated an exciton relaxation energy i™' of about
~167 meV in line with the relaxation energy found for similar
NFAs belonging to the ITIC family.*’ This analysis reveals the
presence of essentially two sets of modes contributing to 2™,
Two high-frequency modes in the region of 1436 cm™" and
1505 cm™ ', which are the ubiquitous stretching/aromatic ring
breathing modes and have large weights on the backbone
donor unit of the molecule and several low-frequency modes
essentially related to torsional degrees of freedom between the
central donor and the acceptor side groups. As commonly done
in the literature,'”*#%%4* the high-frequency modes with large
exciton—phonon coupling can be conveniently coalesced in a

This journal is © The Royal Society of Chemistry 2024
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single effective vibrational mode with a frequency, hweg =
1450 cm ™" and an effective Huang Rhys factor (Se = /lfffl/hweff)
of 0.65. Details can be found in Section S2 (ESIt). One the other
hand, by using linear response theory, the low-frequency modes
can be used to estimate the homogenous spectral broad-
ening to apply to the single molecule spectrum via

ghom — 2Ky T = 51 meV, where A"

energy associated with the low frequency modes and Ky is the
Boltzmann constant. This assumption is also supported by
explicit molecular dynamics calculations that will be presented
in the next section.

By considering the calculated /iw.sr and Seg and using
eqn (S4) (ESI) to evaluate the absorption spectrum, we can
reproduce the vibronic progression of the main S, — S;
transition (see Fig. 2(b) orange line). We observe a good
agreement between the spectral shape of the simulated and
experimental spectra, thereby confirming the vibronic nature of
the second peak visible in the experimental spectrum of
m-4TICO single molecule in solution.

is the relaxation

Aggregation effects

Turning to the analysis of the solid thin-film phase spectrum in
Fig. 2(a), we observe a significant shift of about 0.1 eV in the
absorption peak towards the red edge of the electromagnetic
spectrum upon aggregation. The red shift is accompanied by a
diminished intensity of the second vibronic band of the solid-
state spectrum compared to that in solution. For idealized
model systems, Spano® has shown that both these features
are generally indicative of excitonic effects stemming from the
formation of sizable J-like excitonic interactions. These inter-
actions lead to the splitting of localized Frenkel exciton (FE)
energy levels and the emergence of excited states with
enhanced oscillator strengths at the lower end of the excitonic
band. The width of the energy band depends on the strength of
the excitonic interactions between the molecules. In the case of
ideal J-aggregates, as represented by a one-dimensional (1D)
model chain, the strength of these interactions correlates
directly with the extent of the red shift in the spectrum and
inversely with the height of the 0-1 vibronic shoulder.”® In
realistic 2D and 3D morphologies with a mixture of H-like and
J-like interactions, the excitonic effect outcome is more difficult
to predict.

To investigate whether J-like aggregation behaviour charac-
terizes the solid thin-film phase of m-4TICO and to understand
the origin of both the red shift and the vibronic band intensity
suppression, we adopted a Frenkel-exciton type model to repre-
sent the excited states of an extended nano-scale size supercell
of m-4TICO (vide infra). The electronic Hamiltonian in eqn (1)
is parametrized with electronic structure calculations as
described in Methods. In brief, such a Hamiltonian is repre-
sented on a diabatic basis of singlet FE states corresponding to
localized excitations on the various molecular sites. It includes
the electronic interactions between FE states by means of the
long-range excitonic couplings (Vi) between tightly bound
excitons sitting either on molecules k or I. The strength and

This journal is © The Royal Society of Chemistry 2024

View Article Online

Paper

sign of these interactions determine the delocalization of the
excitonic eigenstates as we discuss in detail in Methods and in
Section S6 (ESIt). The coupling of FE states with the nuclear
degrees of freedom is explicitly included in the model using the
same single effective vibrational quantum mode coupled to the
electronic excitation (eqn (6)) characterizing the single mole-
cule (as explained in Section S2, ESIf). Once constructed, the
Hamiltonian is diagonalized to determine the excitonic states
needed to generate the optical response of the extended sys-
tems (via eqn (S4) and (S5), ESIt). We refer to the Methods
section for a description of the model and related parameters.

We note in passing that, Frenkel-like Hamiltonians coupled
to nuclear vibrations similar to the one utilized in this
study have been effectively applied in past research.>’"** Never-
theless, we introduce in our present computational protocol
several novelties. (i) We move away from ideal lattices of
reduced dimensionality with only nearest neighbour inter-
actions,* in favour of realistic three-dimensional morphology
probed by experimental means (see Fig. 1). (ii) We encompass
the entire spectrum of long-range excitonic interactions,
extending beyond just nearest neighbour interactions com-
monly adopted to build idealised model systems. All the
combinations of interacting molecules are included here with
efficient methods to calculate excitonic couplings that allow to
consider the atomistic details of the molecules. (iii) We account
for explicit dynamical effects on both excitation energies and
excitonic interactions by combining electronic structure and
molecular dynamics of the system. (iv) As it will be shown in the
last section, we couple the classical version of the Frenkel-
exciton Hamiltonian with all-atom non-adiabatic SH molecular
dynamics to follow the time dependent evolution of the
coupled exciton-nuclear wavefunction.

We start our theoretical analysis focussing on the excitonic
effects characterizing the m-4TICO crystalline structure by
computing the off-diagonal elements of the Hamiltonian, Vy,
among molecular pairs k and [ extracted from a 3D supercell
constructed by replicating the unit cell of the molecule.*® All
unique dimers within a maximum centre of mass (COM) cut-off
distance of 20 A along a, b and ¢ crystallographic directions
are reported in Table 1 and visually shown in Fig. S4 (ESIf).

Table1 Computed excitonic couplings of the nearest neighbour pairs of
m-4TICO molecules. All values in meV (except distances in A)?

Dimer Distance YMSFCDFED Vgloul. VISP VipA

D1 8.65 59.9 59.7 59.6 235.8
D2 18.74 —49.8 —47.3 —47.2 —55.7
D3 16.49 —29.6 —26.8 —26.8 —79.1
D4 18.50 5.4 5.0 5.0 19.0
D5 17.31 17.7 17.7 17.6 29.5
D6 18.04 16.3 16.4 16.4 22.4
D7 18.05 15.0 14.0 14.0 11.9
D8 18.56 13.6 13.5 13.5 15.5
D9 18.68 12.2 12.4 12.4 4.6

“ The sign of the coupling is given consistently to all pairs according to
eqn (5) in which H- and J-like aggregates bear a positive and negative
sign, respectively.

J. Mater. Chem. C, 2024,12,10009-10028 | 10013
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As discussed in Methods, Vy, typically takes the form of a sum of
a long-range Coulombic part and a short-range part, accounting
for exchange, overlap, and electronic polarization contribu-
tions, Vit = VU + VRO A4S IO s obtained by diabatizing
the electronic excitations of molecular dimers.**™° In this
work, we adopted the multi-state fragment excitation energy
difference-fragment charge difference method (MS-FED-FCD)
used in combination with TDDFT.***° This method accounts
for all short- and long-range effects and gives us an important
benchmark value for the excitonic interactions (see Table 1).
Additionally, it allows to compute couplings between FE and
intermolecular charge transfer (CT) states that might also mix.
The coupling with CT states was recently found to be important
in Y6 thin-film.>*°' However in m-4TICO, our calculations rule
out the possible presence of low-lying CT states that can mix
with FE states, in agreement with has been found for the
morphologically similar NFA of the same family, i.e., ITIC.>"
We refer to Table S5 and Section S6 (ESIt) for a discussion in
this regard.

The Coulomb part, Veeul of the excitonic coupling can be
evaluated starting from the interaction of the transition den-
sities of the isolated fragments followed by a calculation of the
integral between them (eqn (3)). It is clear from the comparison
in Table 1 that Vi?* ~ Vg, and therefore we can conclude that
the short-range coupling V™ is of little importance even for
these closely packed m-4TICO molecules (some of which bear a
minimum atomic distance of about 2.5 A) and can be neglected
to a good approximation. To speed up the calculation of the
Coulomb interaction and efficiently evaluate all possible long-
range interactions in large supercells, we tried the commonly used
point dipole approximation (PDA) to V™" (eqn (S8), ESIT). This
approach yields much overestimated coupling values since the full
transition density cannot be simply approximated using point
dipole moments. Therefore, to reconstruct the molecular transi-
tion densities we use much more reliable transition electrostatic
potential (TrESP) charges calculated as explained in Methods
(eqn (4)). This approach not only yields accurate excitonic interac-
tions calculated using a simple Coulomb sum, but more impor-
tantly it allows us to keep the sign of the interactions consistent
among all different pairs (see discussion in Methods).

Having established the method of choice for the coupling
calculations, in Table 1 we note that the most significant
interactions exceeding 20 meV occur within the a-b plane of
m-4TICO. Specifically, molecular pairs D2 and D3 have strong
J-like negative interactions. However, the pair with the stron-
gest coupling (D1) exhibits a positive value and is oriented
along a crystallographic direction. We visually show the cou-
pling network, amount, and strength of the excitonic interac-
tions in Fig. 2(c). Here, we clearly see that a numerous number
of interactions have J-like character, suggesting that the red-
shift observed in Fig. 2(b) might be a consequence of dominat-
ing J-aggregation effects. To conclusively ascertain this, we
constructed the Hamiltonian in eqn (2) for a 20 x 20 x 1
supercell (400 molecules in total) using the computed interac-
tions in vacuo screened with an isotropic dielectric constant
(¢ = 2) - a value consistent with other non-fullerene acceptors

10014 | J. Mater. Chem. C, 2024,12,10009-10028

View Article Online

Journal of Materials Chemistry C

(NFAs).>** The appropriateness of the screening constant was
verified by calculating the dielectric tensor via a microelectro-
static method, as detailed in ref. 52. We note in passing, that a
thorough benchmarking considering different system sizes,
screening dielectric constants, particle basis set, and their
impacts on spectral features is elaborated in Section S7 and
represented in Fig. S7 (ESIt). Furthermore, the linear vibronic
coupling between the exciton and the effective intramolecular
vibrational mode was explicitly incorporated into the Hamilto-
nian construction using eqn (6). Upon completion, the exciton—
nuclear Hamiltonian (eqn (1)) was diagonalized by employing a
one-particle basis set."®*° As discussed in the Methods this
reduced basis set proves effective when the excitonic interac-
tions are notably smaller than the linear exciton-phonon
coupling, which, in turn, is proportional to the exciton relaxa-
tion energy of the high frequency modes (A[$).

As demonstrated in Fig. 2(b), the diagonalization of the
Frenkel exciton Hamiltonian produces a spectrum for the
solid-state form of m-4TICO that aligns exceptionally well with
experimental observations, particularly in terms of the relative
heights of the peaks and their positions. We observe that the total
red shift is about 103 meV. It comprises two main contributions:
one due to excitonic effects, which can be attributed to the
interplay and sign of the different excitonic couplings (J-like vs.
H-like contributions);'®*° and the other one originating from
environmental and polarization effects, which has been referred
to as solution-to-crystal shift (4,_).>>>>"

After diagonalizing the Hamiltonian in eqn (1) and obtain-
ing the resulting excitonic eigenstates, our computation allows
us to estimate the first contribution, namely the shift due to
excitonic effects attributed solely to excitonic couplings, at
approximately 31 meV. As carefully explained by Spano, this
effect arises from a redistribution of the oscillator strength
toward higher (or lower) energy in H(J)-aggregates.'®?° In
m-4TICO, this analysis leads us to conclude that J-like effects
predominate, despite the presence of competing and equally
significant H-like interactions. This finding has important
implications for the diffusion of excitons in m-4TICO, as
further discussed below.

The second contribution is of environmental origin, and it
essentially acts on the excitation energy of the molecules. This
effect, which constitutes a rigid shift of the spectrum but does
not alter the actual dynamics, is not explicitly evaluated in this
work. Therefore, in order to match the experimental gap,
following the approach of others,”* we added the remaining
solution-to-crystal environmental red-shift (4¢_o = —72 meV) to
our spectra. It is also noteworthy that a solution-to-crystal shift
of a similar magnitude has been identified in other quadrupo-
lar organic semiconductors and non-fullerene acceptors
(NFAs).>* We also point out that the solution-to-crystal shift
could be in principle evaluated using efficient embedding
schemes as recently developed in the literature.>*>3>>>¢

Disorder effects

Until now, our analysis has moved under the assumption
that m-4TICO molecules are fixed within their lattice positions.
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The electronic Frenkel Hamiltonian in eqn (2) has not
accounted for any other source of disorder. All excitation
energies were assumed identical for all molecules. To introduce
the spectral broadening visible in the experiment, excitation
energies were assumed to fluctuate all in the same way mimick-
ing a situation of long-range homogeneous broadening due to
perfectly correlated site fluctuations (see Fig. 3(b))."”'® This
homogeneous broadening (¢"°™) is ascribed to low-frequency
intramolecular vibrational modes of the molecule both in
solution and solid-state. The excitonic couplings were consid-
ered constant as well, mirroring their values in the crystal
structure (see Table 1). In Fig. 3(a), we show that although
such a model can nicely capture the experimental features of
the steady-state absorption spectrum, the experimental Stokes
shift (of about 45 meV) between absorption and photolumines-
cence (PL) is not reproduced. The simulated absorption and
emission overlap and the Stokes shift is essentially null when
this kind of correlated homogeneous disorder is introduced.
The reason is that the emissive state, which is fully delocalized
over the system in the absence of spatially uncorrelated inho-
mogeneous disorder, has the same character as that responsi-
ble for the absorption.

It is widely recognized that disorder can significantly affect
the photophysical and delocalization properties of the excitonic
states of molecular aggregates.”®** We, therefore, explored the
influence of thermal and dynamic fluctuations on the optical
absorption and emission characteristics of the solid-state
m-4TICO. To this end, we started by parametrizing an accurate
quantum mechanically derived force field (QMD-FF) to describe
the dynamics and related fluctuations of m-4TICO molecules in
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the solid-state. The specific parametrization was carried out
using the Joyce software®”>® that allows an accurate parame-
trization of the intramolecular parameters in the ground and
excited (S;) state of the molecule by exploiting a fitting proce-
dure of QM Hessians obtained at DFT and TDDFT levels,
respectively. Details are given in the Methods. The m-4TICO
scaffold structure is characterized by an additional degree of
flexibility induced by the rotation around the alternating o
bonds (dihedral angles 6 shown in Fig. S10, ESIT) and signifi-
cant amplitude distortions from the equilibrium positions take
place. Therefore, for each of the dihedrals J, a relaxed internal
energy scan was performed, by optimising all degrees of free-
dom except the scanned torsional angle at the same level of
theory. We report in the Methods and ESIt (see Sections S9 and
S10) an extensive description of the parameterisation proce-
dure and its validation. The completion of the QMD-FF mole-
cular description for classical molecular dynamics (MD)
simulations involved the integration of the Joyce parameterized
intramolecular term with an intermolecular contribution (see
eqn (S15), ESIt), where Lennard-Jones parameters were trans-
ferred from suitable general amber force field (GAFF) atom
types, whereas point charges were consistently derived from the
DFT electronic density, in accordance with the restrained
electrostatic potential (RESP) procedure.*

By employing such a QMD-FF derived for the ground state,
we conducted MD simulations of a supercell at room tempera-
ture over a duration of 500 ps. Following the equilibration
phase, we sampled the distribution of excitation energies

(ESF(J Efsl) by extracting snapshots of a single m-4TICO molecule
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Fig. 3 (a) Predicted absorption (solid blue line) and emission (solid magenta line) spectra computed applying a homogeneous broadening ¢"°™ =
51 meV to both absorption and emission. (b) Schematic representation of the excitation energies in the absence of energetic disorder. (c) Computed
absorption (solid blue line) and emission (solid magenta line) average spectra over 100 realizations of diagonal and off-diagonal disorder as explained in
the text. The diagonal disorder was computed by sampling excitation energies from a Gaussian distribution with ¢""°™ = 51 meV. Individual contributions
of the different realizations are shown with shaded lines by applying a small convolution of 5 meV to the sticks. (d) Schematic representation of the
excitation energies in the presence of inhomogeneous short-range energetic disorder. All the computed spectra in emission and absorption are shifted
as discussed in the caption of Fig. 2 and the main text. Experimental absorption and emission spectra of m-4TICO in the solid thin-film phase are
represented using dashed and dotted black lines, respectively.
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Fig. 4 (a) Excitation energy distributions of a m-4TICO molecule extracted from a MD run as explained in the text. Excitation energies of various

snapshots were evaluated either using explicit TDDFT electronic structure calculations (black line) or using single point calculations performed with
specifically parametrized QMD-FF for the ground and excited state of the molecule (blue line) as explained in the text. (b) Relaxation energy (A9
obtained from the cosine transform of the excitation energies (eqn (S13), ESI) computed at QM and MD levels as in (a). The red line at 1300 cm™*
represents the demarcation used to distinguish low-frequency from high-frequency vibrations as discussed in the text. On the second twin axis we report

the cumulative running integral (eqn (S12), ESIt) of the spectral exciton—phonon coupling density. Panels (c) and (d) represent the cosine transforms

(egn (S10) ESIT) of the specific bond and torsional angle represented in the inserts, respectively.

every 5 fs along a 10 ps long trajectory and performing single
point TDDFT calculations to estimate the excitation energy of
each different conformation. This process revealed a notably
wide distribution of energies, characterized by a total standard
deviation of g = 103 meV, indicating significant conforma-
tional disorder. We show in Fig. 4(a) that a very similar energy
distribution (with o = 111 meV) could be derived without
conducting any explicit electronic structure calculations, but
rather using directly the QMD-FF. This was done by simply
calculating the vertical excitation energy difference between
the excited- and ground-state FF energies as predicted by the
QMD-FF with appropriate parameters for the two potential
energy surfaces. This not only serves as further validation of
the force fields developed in this study but also allows to carry
out explicit non-adiabatic molecular dynamics simulations of
the excitons using the FE-SH method developed in ref. 28 and
discussed further below.

Through the evaluation of the autocorrelation function of
excitation energies (eqn (S9), ESIt) and the subsequent cosine
transformation of energy fluctuations (eqn (S12), ESIt), a dis-
tinct demarcation between stiff high-frequency and flexible
low-frequency vibrations contributing to the relaxation energy
(eqn (S13), ESIY) becomes evident (see Fig. 4(b)). High-
frequency modes peaking above 1300 cm ™" are attributable to
stretching and ring-breathing molecular vibrations (see Fig. 4(c)),
whereas low-frequency modes predominantly occurring in the
range of 50-300 cm ™' are associated with the slower torsional
modes within the planar aromatic scaffold of the monomer
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(see Fig. 4(d)). Interestingly, this comprehensive analysis, which
considers all potential vibrational degrees of freedom along
with anharmonic effects, aligns with the initial normal mode
analysis presented above (see Fig. S8, ESIt). This parallelism
further supports the fact that the potential energy surface
characterizing m-4TICO is sufficiently harmonic as previously
noted. Moreover, this analysis confirms the distinction between
fast high-frequency movements responsible for the vibronic
progression visible in the spectrum and slower low-frequency
motions that can be considered as a source of energetic
disorder.

Another source of dynamic disorder that could be signifi-
cant, especially when considering that organic semiconductors
are held together by weak van der Waals forces, is the slow
fluctuation of the intermolecular excitonic interactions.”®
To understand to which extent this source of disorder affects
the dynamics of m-4TICO NFA molecule, we evaluated excitonic
couplings of all supercell pairs sampled along an MD trajectory.
The excitonic coupling distributions of the many hundreds of
interactions that need to be evaluated at each step can only
be retried with a computationally efficient and fast method.
We tackle this challenge by using the previously presented
TrESP method (eqn (4)). In Fig. S6a (ESIT) we show the spectral
density of the coupling fluctuations for the three largest cou-
pling pairs. As expected, these fluctuations are essentially
induced by low-frequency intermolecular modes below and
around 50 cm™". Interestingly, in Fig. S6b (ESIT), we show that
the excitonic coupling distributions are comparably much

This journal is © The Royal Society of Chemistry 2024
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narrower compared to what is commonly found for electronic
transfer integrals in the case of hole and electron carrier
transport materials.*>®® This is because long-range excitonic
couplings are less susceptible to intermolecular displacements
compared to the former (exponentially decaying) short-range
interactions. We also mention at this point that the TrESP
approach can approximate reasonably well the mean coupling
value as well as its fluctuations when compared to the more
expensive evaluation of the full transition densities, Coul- " at
each step (see Table S7, ESIt). This is presumably because the
interdigitated supercell structure of m-4TICO makes it such
that the shape of the transition density does not strongly vary
along MD. We refer to Section S6 (ESIt) for a discussion.

In light of these findings, we incorporated both diagonal
and off-diagonal disorder into our electronic Frenkel Hamilto-
nian in eqn (2). Diagonal disorder, pertaining to excitation
energies, was introduced into the Hamiltonian by designating
modes below 1300 cm ™" (red line in Fig. 4(b)) as slow and
classical whereas the vibronic contributions of the modes above
this threshold were described through a single effective quan-
tum mode. Threating slow modes as classical enables, for each
molecule in the system, the random sampling of their excita-
tion energies from a Gaussian distribution with a standard
deviation of approximately 51 meV. We refer to this as inho-
mogeneous disorder (¢"""°™). This is because in this model, we
assume that the disorder is short-range and predominantly
uncorrelated (i.e. inhomogeneous), as each excitation energy
oscillates independently from the others (see Fig. 3(d))."®°"
High-frequency vibrations are accounted for in the Hamilto-
nian using a single effective mode as previously described for
the spectrum in solution. We remark that to avoid a double
counting of the disorder induced by high-frequency vibrations
on the spectrum, the effective quantum mode only carries the
reorganization energy of these modes (Se = ifl‘}l/hweff). We also
note that it would have been possible to decompose the spectral
density into a series of discrete bath modes that could then be
used directly in a system-bath Hamiltonian. This is feasible for
a couple or a small cluster of chromophores, but it becomes
impractical for a large super-cell of molecules like the one used
in this work. Therefore, we resort to a simplified clustering of
low and high frequency modes as discussed.

Conversely, off-diagonal disorder was implemented by
directly calculating the TrESP couplings for each pair of mole-
cules extracted from the MD simulation. The Hamiltonian
was constructed for 100 distinct realizations of the disorder,
subsequently diagonalized, and then utilized to calculate both
the optical absorption and emission spectra of the crystalline
phase of m-4TICO according to eqn (S4) (ESIY).

The outcomes of this analysis are presented in Fig. 3(c) and
contrasted with the earlier scenario depicted in Fig. 3(a). Sev-
eral critical observations emerge from this comparison. Firstly,
we note that, in m-4TICO, fluctuations in the excitonic cou-
pling, being minimal, do not markedly influence the spectral
characteristics of the aggregate. Even when this source of
disorder is excluded from the Hamiltonian, the spectral shape
of absorption and emission do not significantly change
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(see Fig. S12, ESIT), and the following observations remain
valid. More interestingly, the introduction of short-range inho-
mogeneous excitation energy disorder, as depicted in Fig. 3(d)
—unlike the uniform, long-range disorder introduced in Fig. 3(b)-
induces a red-shift of the photoluminescence (PL) spectrum
(compare Fig. 3(a) and (c)). The computed Stokes shift accurately
mirrors the expected experimental Stokes shift (see Fig. 3(c)), while
the absorption spectrum remains unchanged in both scenarios
(compare Fig. 3(a) and (c)). Introducing the disorder directly in the
excitation energies distribution (as represented in Fig. 3(d)) pro-
duces a more realistic model compared to the one assumed
previously in Fig. 3(a) and (b), where the disorder was fully entirely
spatially correlated. This physical adjustment leads to a scenario
where the states, particularly at the tail of the excitonic band,
exhibit increased spatial localization. Unlike the absorption spec-
trum, the PL spectrum (eqn (S5), ESIt) is significantly influenced
by disorder because emission predominantly occurs from the
lowest energy exciton. This exciton can undergo substantial
changes in character (e.g., localization length) through mixing
with higher energy excitons of varying extents."”'® This aspect
and the importance of localization for transport properties will be
elaborated upon in the subsequent discussion.

Spatial delocalization

Having established that explicit disorder in the Hamiltonian is
needed to recover the correct Stokes shift, we now discuss the
impact that disorder has on the localization of the states
forming the excitonic band of the solid-state aggregate. This
is important because it is now well-known that®®*"%* the
delocalization of the thermally accessible states of the system
influences the effectiveness of the diffusion of excitons in the
material via the so-called transient delocalization mechanism.
To quantify the extension of the absorbing states in m-4TICO,
we started from the disordered Hamiltonian (including quan-
tum vibrations) previously constructed to get the absorption
spectrum in Fig. 3(c) and calculated the inverse participation
ratio (IPR). The IPR is essentially related to the number of sites
a given eigenstate j is delocalized over. Employing a one-
particle basis set the IPR'Y) of eigenstate j is given in eqn (8).
In Fig. 5(b), the PR is reported as a function of the eigen-
energy of the states and superimposed to the Density of States
(DOS) of the exciton band.

We first note that the DOS presents peaks corresponding
to the vibronic energy levels of the exciton band, which are
broadened by the presence of inhomogeneous disorder,
thereby forming a continuum band of coupled electronic-
vibrational states. Interestingly, the TPR) trend shows that
the amount of delocalization of the Frenkel excitons evolves
with their energy. While states at the bottom and at the top of
the excitonic band are localized, those in the middle are more
extended.*"®® The reasonably high Huang-Rhys factor (related
to the local exciton-phonon interaction) compared to the
magnitude of the excitonic coupling is one of the factors
contributing to such localization. We estimated the averaged
delocalization length for the thermally accessible states at the
bottom of the excitonic band from the Boltzmann average
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(a) Absorption spectra in the presence of diagonal and off-diagonal disorder calculated for the physical system (in blue) and an artificial system

(in yellow). The latter was built considering a reduction of about factor 2 in the diagonal disorder (yielding ¢'™™°™ = 25 meV) with respect to the physical
system. (b) Energy-resolved IPR of the states calculated with eqn (8) for both physical and artificial models. On the second axis, we report the DOS of the
vibronic states for both models. (c) Absorption spectra (with diagonal and off-diagonal disorder) calculated for the physical system (in blue) and for two
other models with different coupling networks and coupling-sign relationships. In blue we show the physical system with related coupling patterns
represented in Fig. 1(b). In magenta an artificial system is built considering exclusively negative J-like signs for both short- and long-range interactions
across all realizations of the disordered Hamiltonians. In green a second artificial system built considering exclusively negative H-like interactions.
(d) Energy-resolved IPR of the adiabatic states calculated with egn (8) for the aforementioned models.
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PRV, as (IPR)y= 3" IPRV) . For the physical

system, we found (IPR)g = 4.3. This signifies that the exciton
wavefunction is on average localized by disorder over four sites,
with the tail states not extending much beyond this value.

Notably, if one could make the A-D-A structure stiffer, it
would be possible to reduce the amount of inhomogeneous
disorder and the delocalization of the states would be
increased. This is shown in Fig. 5(a) and (b) by building an
artificial system with diagonal disorder reduced by about factor
of 2 (namely, from 51 meV to 25 meV). In such a case, the
vibronic energy level becomes energetically separated and
strikingly the delocalization of the tail states increases by more
than 5 times, yielding an averaged (IPR)p = 24 (and a steeper
absorption). Importantly, this provides the first important
design rule to increase the delocalization of the thermally
accessible excitonic band states by means of reducing the
amount of diagonal energetic disorder.

As discussed in the literature concerning exciton delocaliza-
tion effects®”® and in the context of charge transport within
organic materials,*?3%6:67
states is influenced not only by the magnitude of electronic
coupling compared to the standard deviation of energetic
disorder but also by the structure of the Hamiltonian, particu-
larly how site connections facilitate delocalization despite dis-
order. In molecular semiconductors with herringbone layer
packing, the design of the DOS and state localization at the
bottom of the conduction band are tied to the sign and size of

the localization or delocalization of
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the three largest nearest-neighbour electronic couplings.***”

For electron transport, a negative product of “signed’” nearest-
neighbour couplings—hereafter termed ‘‘negative coupling-
sign relation”—alongside isotropic electronic couplings
(i.e., couplings of similar magnitude) promotes significant
carrier delocalization, thereby enhancing electron carrier mobi-
lity. Conversely, the scenario for hole transfer systems is
reversed.***’

Upon examining the conductive brickwork layer of m-4TICO
depicted in Fig. 1(b) and initially focusing on the three stron-
gest nearest-neighbour excitonic couplings for energy migra-
tion, we observe that the overall sign is positive, given the
presence of two negative and one positive interaction. This
characteristic, reminiscent of electron transport scenarios,
provides partial explanation for the strong localization of states
at the bottom of the band, even though the presence of long-
range (and non-negligible beyond nearest neighbour) excitonic
interactions partially complicates this picture. This crucial
observation raises the question: could the states at the bottom
of the excitonic band exhibit greater delocalization if the
coupling-sign relation were negative? And how would this
impact transport properties?

To explore these concepts further, we designed two “artifi-
cial” systems featuring opposite coupling sign-combinations
compared to the physical system analysed so far (see Fig. 5(c)
and (d)). For the first artificial system, we assigned exclusively
negative J-like signs to both short- and long-range interactions
across all realizations of the disordered Hamiltonians.
In contrast, the second system was endowed with exclusively

This journal is © The Royal Society of Chemistry 2024
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positive H-like couplings. As expected, by looking at Fig. 5(c),
we note that the spectrum of the artificial J-like aggregate
exhibits a further significant shift by 175 meV towards the
red, with the 0-1 band nearly entirely suppressed, highlighting
that the only bright state is located at the bottom of the exciton
band. On the other hand, the artificial H-like spectrum demon-
strates a pronounced blue shift, indicative of bright states
forming at the top of the excitonic band.*

Remarkably, the two scenarios present differing delocaliza-
tion patterns (see Fig. 5(d)). The artificial J-like system displays
states that are strongly delocalized at the bottom of the exci-
tonic band ((IPR)g = 84.3), in alignment with the approximate
negative coupling sign-relationship found when considering
only the three nearest neighbour interactions. As Spano has
pointed out,'® this intensified delocalization is also linked to
the superradiance characteristic of ideal J-aggregates, where
coherent delocalization varies with the actual number of mole-
cules in the system. The artificial H-like system exhibits
a delocalization pattern akin to that of the physical system,
in line with both systems having a globally positive sign-
combination. This observation is crucial for understanding
transport properties. As we demonstrate in the following section
a larger delocalization of the states triggers a faster diffusion and a
longer exciton diffusion length.

Exciton transport dynamics

The exciton is propagated in time across the a-b plane of
m-4TICO using our all-atom Frenkel-exciton surface hopping
(FE-SH) non-adiabatic molecular dynamics.”® In FE-SH metho-
dology the exciton wavefunction, ¥(¢) (eqn (9)), is propagated
across the material by solving the time-dependent Schrodinger
equation coupled to the room temperature motion of the
nuclei. See details in Methods. The electronic Hamiltonian
(eqn (2)) used to construct the potential energy surface and to
derive the atomic forces is analogue to the one adopted
to obtain the optical properties of the system and it is updated
on-the-fly to naturally incorporate diagonal and off-diagonal
exciton-phonon couplings. The only distinction is that the
nuclear dynamic and forces (eqn (11)) are now treated classi-
cally using the QMD-FF previously discussed. This approxi-
mation is necessary to push the semiclassical propagation of
the exciton to the long ps-scale in which Einstein diffusion
takes place. As shown in Fig. 4(b), the frequency of the vibra-
tions coupled to the excitation is well captured by the QMD-FF.
As common to other surface hopping schemes®®®® the feedback
from the electronic to the nuclear degrees of freedom is
incorporated by stochastic hops between the excitonic potential
energy surfaces (see Methods for details). An important aspect
of our FE-SH is that this method obeys several desirable
properties including energy conservation, internal consistency,
and detailed balance, which are crucial to accurately study
transport properties in the long-time limit.”*”? This is possi-
ble owing to an important set of corrections to the original
Tully’s surface hopping algorithm that we have implemented in
our FE-SH algorithm as extensively discussed in our previous
works.?®**”73 Among these crucial algorithmic improvements,
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View Article Online

Paper
we mention here: a state tracking algorithm,”®”* necessary to
avoid trivial crossings and spurious long-range exciton transfer;
a rescaling of the velocities in the direction of the non-adiabatic
coupling vectors to correctly achieve detailed balance and energy
conservation;’®”" and finally a decoherence correction based on
exponential damping of the coefficients of the electronic wave-
function for all except the active state where the trajectory is
actually running. The latter algorithm is widely used in the
literature®®”%7>7* to tackle the well-known decoherence problem
of this methodology. We refer to the Methods section for full
simulation details.

The exciton carrier wavefunction is initially chosen to be
fully localized on a single molecule, denoted as k, with ¥(t=0) =
lex), positioned at the center of the supercell, and allowed to
evolve over time. We note that, while the short-time relaxation
dynamics within the excitonic band formed by the Frenkel
states depends on the choice of the initial exciton wavefunc-
tion, the long-time diffusive dynamics is the same for different
initial configurations.”®** From the time-dependent exciton
propagation (eqn (10)), we computed the mean-squared dis-
placement (MSD), eqn (13), of the exciton along the eigendirec-
tions of the a-b plane of supercell of m-4TICO crystal, averaged
over 500 FE-SH trajectories, as shown in Fig. S13 (ESIt). After a
rapid increase at short times, the MSD exhibits an approxi-
mately linear increase at longer times indicative of normal
diffusion. From this behavior, the diffusion tensor, D (eqn (12))
can be calculated. The computed diffusion tensor for the a-b
plane is presented in polar representation in Fig. 6(a). Note that
the a-b frame in this figure is reflected with respect to a compared
to the orientation shown in Fig. 1. Interestingly, diffusion is faster
in the direction parallel to the D2 molecular pairs, i.e., the largest
eigenvector of the D tensor after its diagonalization, which forms
an angle of 25 degrees with respect to the g-axis direction. Thus,
the fast transport direction is not oriented along the strongest
excitonic coupling pair, D1. This occurs because of a concerted
effect of the couplings along D2 and D3, which leads to the
excitonic states becoming delocalized along the transverse D2
direction. The computed D coefficient in the fastest direction is
0.029 cm® s~ ', which is in remarkable agreement with the value of
0.026 cm”® s experimentally found by Firdaus et al. for the
analogous ITIC system. If we assume for m-4TICO the same
exciton lifetime time (z) as for ITIC (z = 394 ps), we can estimate
an exciton diffusion length (L) in the fastest direction of m-4TICO
of 47.7 nm. This estimate is in line with the exciton diffusion
length measured in other high-performance NFAs.””> As shown in
Fig. S14 (ESIt), D is well converged in terms of super-cell size for
the physical system.

In Fig. 6(b), we present the average time evolution of
the wavefunction (|i|?) for the physical system, where (---)
indicates an average over time and trajectories. Interestingly,
the anisotropy of the D tensor (Fig. 6(a)) tracks closely the
average spatial population of the wavefunction (Fig. 6(b)),
which in turn follows the delocalization of the states. As a
matter of fact, as discussed extensively in previous works also in
the context of charge carrier transport,*®**3* the diffusion
process in ordered materials is led by a transient quantum
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(a) Polar representation of diffusion tensor anisotropy (egn (12)) in the a—b plane of m-4TICO calculated as an averaged of the MSD over 500

FE-SH trajectories. Panels (b)—(d) represent the average time-evolution of the exciton population (|t |?) (where (---) indicates an average over time and
over trajectories) for the three different models with different coupling-sign relationships as discussed in the text and the caption of Fig. 5. Note that the
supercell orientation in the present figure is reflected with respect to the x(a) axis compared to the representation given in Fig. 1 and 2(c). This choice
obviously does not change the fact that the high transport direction is oriented along D2 as indicated.

delocalization mechanism by which the carrier wavefunction
occasionally jumps up to higher-lying delocalized states where-
upon it can travel large distances before relaxing back down to
lower states. This means that the delocalization of states within
a few KT from the bottom of the excitonic band plays a
prominent role in determining the efficiency of the diffusion
process. The more delocalized these thermally accessible states,
the faster the exciton diffusion.

In this regard, as already highlighted in Fig. 5(c), the states
at the bottom of the excitonic band are determined by the sign
combinations of the excitonic interactions. We demonstrated
that an artificially prepared system possessing an entirely
positive pattern of H-like interactions, exhibits states with
localization akin to those in the physical system (also featuring
a positive sign-combination). This behavior is perfectly
reflected in the time propagation of the wavefunction, as
demonstrated in Fig. 6(c), with a computed diffusion length
in the fastest direction being 44.4 nm. An alternative hypothe-
tical artificial system with a globally negative sign combination
with all J-like interactions displays instead extended thermally
accessible states (see Fig. 5(c) and (d)). This sign combination
leads to a much faster diffusion of the wavefunction, as
illustrated in Fig. 6(d). The diffusion length of such an artificial

10020 | J Mater. Chem. C, 2024,12,10009-10028

J-like system increases by at least 3 times as compared to the
physical system reaching L = 154 nm. Unfortunately, this rapid
diffusion prevents the convergence of the D tensor and the
related diffusion length, as the wavefunction reaches the
boundaries of the supercell (see Fig. S14, ESIt). Thus, this
latter estimate should be taken with a grain of salt.

Conclusion

Our study developed a comprehensive protocol based on Frenkel-
Exciton Hamiltonian, parametrized using explicit electronic struc-
tures data, which is useful for dissecting the nature of electronic
excitations and related exciton dynamics in extended aggregates
in their solid state morphologies. Here, we studied a representa-
tive NFA molecule, m-4TICO. Our findings rationalize the complex
changes in spectral characteristics during the transition from
solution to the solid-state phase. We first demonstrate that,
despite the complex pattern of excitonic interactions posses-
sing both H- and J-like characteristics in the solid-state mor-
phology, the absorption spectrum of m-4TICO is primarily
influenced by J-aggregation-like effects. These effects cause
a partial red-shift of the spectrum upon aggregation and a

This journal is © The Royal Society of Chemistry 2024
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significant suppression of the 0-1 vibronic band in both
absorption and emission, compared to the solution spectrum.
We also observed a distinct correlation between the presence of
energetic disorder, which is ubiquitous in organic semiconduc-
tors, and the measured Stokes shift. This degree of disorder
is prompted by low-frequency molecular torsional vibrations
typical of the acceptor-donor-acceptor (A-D-A) structure in
most NFAs.

Our results also underscore the critical role of such energetic
disorder, together with the strength of the excitonic interac-
tions, in governing the quantum delocalization of the thermally
accessible excitonic states of the system, thereby influencing
the exciton diffusion mechanism.?® However, as discussed by
Scholes et al.,**® crucial source of localization/delocalization
of the states is not solely the magnitude of electronic coupling
relative to the standard deviation of energetic disorder and the
magnitude of the exciton relaxation energy, but also the struc-
ture of the Hamiltonian—specifically, the connections between
sites that facilitate delocalization and its resilience to the
disorder. This suggests that the arrangement of the coupling
connections matters not only for determining spectral changes
but also for important transport properties. In this work, by
manipulating interaction patterns and coupling sign relation-
ships, we demonstrated the possibility of strongly modulating
the extension of the thermally accessible exciton band states.
Notably, similar possibilities have been recently explored and
proposed in the case of charge transport in organic materials
based on the transient localization scenario.****®*%” Impor-
tantly, by explicitly propagating the coupled electron-nuclear
wavefunction, we show that an enhanced delocalization of
these states directly affects transport dynamics by promoting
faster, more efficient exciton diffusion through transient
exciton delocalization.®*°

The considerations outlined above provide a roadmap for
designing NFAs with exciton diffusion constants that surpass
those of today’s best materials. We derive two crucial design
principles aimed at enhancing transport efficiency: (i) reducing
molecular torsional vibration-induced disorder possibly by
making the A-D-A structure stiffer; (ii) achieving a favourable
sign combination that is beneficial to promote the formation of
low-energy extended states similarly to what has been found for
charge transport in small molecule organic semiconductors.
These insights not only advance our understanding of excitonic
processes in solid-state aggregates but also provide actionable
strategies for optimizing organic semiconductor materials for
enhanced performance in practical applications.

Methodology

To model the electronic states, optical properties, and exciton
transport properties of densely packed molecular aggregates,
where excitons are shared among molecules, we employ a
Frenkel-exciton-type Hamiltonian coupled to the nuclear
degrees of freedom of the system:

A = Apg + Hppn (1)
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here, Hgy represents the electronic part of the Hamiltonian,
while Hyp.n comprises the nuclear component and the coupling
between exciton and nuclear motion. Different versions of
such a Hamiltonian have been used with success to model
optical'®*® as well as exciton transport properties*®*>”® of
various application-relevant opto-electronic materials.

Frenkel-excitonic Hamiltonian

To construct the Hamiltonian in eqn (1), we consider in this
work only local (quasi-diabatic) singlet molecular excitations of
m-4TICO molecules (i.e., Frenkel excitons). This constitutes an
excellent approximation, since we have verified that CT states
are higher in energy with respect to FE exciton states and do not
significantly mix with the latter (see Section S6, ESIt). Thus, the
eigenvectors of the first term in eqn (1), Hgg, are the adiabatic
excitonic states forming the excitonic band of the system. In
practice, Hyg, is written as:

M
Are =37 (ESEA (R) + oo ) e e
k

+ Z Via(R)lex) (el (2)

kl#k

where the |e;) represents the state with the exciton localized on
the molecule k and all the rest of the molecules in the ground
state. We note in passing, that the term quasi-diabatic means in
this context that the non-adiabatic coupling between these
localized exciton states is not exactly zero, but negligibly small

(vide infra).”® E;Efsl (R) denotes the excitation energy of such a

state (which in general depends on the Cartesian coordinates R
of the molecule k) and 4,_, is the solution-to-crystal shift due to
electrostatic and polarization effects induced by the environ-
ment. Vi(R) is the intermolecular excitonic coupling between
states |e) and |e;). The latter can be calculated as described
below using different approximations with various accuracy
and speed.

Excitonic interactions

As explained in the main text, Vi" is generally written in terms
of a long-range or Coulomb term and a short-range term, Vi* =

& + VPO, The total coupling can be accurately computed
with different diabatic procedures in conjunction with TD-
DFT, like the maximum-overlap approach implemented in
Overdia*®"” and the multi-state diabatization procedure MS-
FED-FCD.**>° In this work, we adopt MS-FED-FCD as explained
extensively in Section S6 (ESIT). In brief, first, the adiabatic
excited states of the donor-acceptor pair are calculated followed
by diabatization to (maximally) localized diabatic excitonic states.
The excitonic coupling corresponds to the off-diagonal element
between the locally excited FE states and includes all long- and
short-range contributions. To ensure a complete de-mixing
between excitations of different nature (e.g. FE and CT states)
and an optimal reconstruction of localized FE states and related
couplings we use 15 excited states for the diabatization. Besides
providing a suitable benchmark for the total excitonic coupling,
MS-FED-FCD allows us to compute couplings between FE and CT
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states as shown in Table S5 (ESIT). Nevertheless, MS-FED-FCD is
computationally too demanding to compute all the long-range
excitonic interactions in extended nano-scale solids. Fortunately,
we found that Vi can be neglected to a good approximation in
the present system, therefore cheaper methods can be used to
approximate the long-range Coulomb interaction, Vg™,

In general, veeul s defined by the classical interaction
between the transition densities of isolated donor and acceptor

(singlet) states:

v — :_Jdrjdr’p{,* (r’)lr/—l_”p,T () 3)
where p]" and p; are the diagonal parts of the one-particle
density matrix constructed from the ground and excited-state
wave functions of isolated donor and acceptor, & is screening
factor representing the dielectric constant that can be applied
to include polarization effect due to the crystalline environ-
ment. The transition densities of each molecule can be com-
puted through an atomic orbital expansion in combination
with configuration interaction singles (CIS) and TDDFT. Note
that transition densities are computed on isolated k and !
molecules separately in this approach, as opposed to MS-FED-
FCD, where a calculation on the whole donor-acceptor pair is
performed. Therefore, this allows for a computational speed-
up. Yet, VgPU" still requires electronic structure calculations for
all investigated dimers which is a very large number.

A much faster alternative to compute long-range coupling in
very good agreement with Vg for molecular dimers, relies on
the calculation of the interaction between transition ESP
charges (TrESP) approximating the full interacting transition
densities. In this case the excitonic coupling is written as the
Coulomb interaction of TrESP charges of k and [ molecules as:

V[;l"[rESP — l (]};C]}; ( 4)

& Yk Bel lra—rg|

where the indices A and B run over the atoms of both & and
I molecules, respectively; g1, g5 are the transition charges and 4,
are the positions of atoms A and B, respectively. TrESP charges
were obtained as proposed by Renger et al. in ref. 77 by fitting the
electrostatic potential generated by the transition density at a
single reference geometry. TrESP charges are calculated for the
isolated molecule only once and then used to compute all the long-
range excitonic interactions in the Hamiltonian in eqn (2) in a very
fast analytic manner. The notable difference with Coul- i the fact
that V¥ couplings are readily calculated without the need to
repeat an electronic structure calculation for each different geo-
metry. This constitutes a great advantage of using the TrESP
approach in combination with molecular dynamics, as it permits
calculating many thousands of coupling elements (and related
analytical nuclear gradients, assuming the TrESP charges do not
change with the nuclear coordinates) at each step along the MD.
This allows us to study the effects of thermal fluctuations of the
excitonic couplings on the optical properties and the dynamics
of large nano-scale systems (beyond nearest neighbour interaction
pairs).
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Excitonic coupling sign

We note that the excitonic coupling sign between two mole-
cules of a given dimer extracted from the solid-state crystal is in
principle arbitrary as it depends on the phase of the interacting
molecular transition densities. However, it is vital to ensure a
consistent relative phase and coupling sign when constructing
the exciton Hamiltonian (eqn (2)) of a given system. The sign
combination has an important impact on the electronic and
optical properties®’® as we have shown in Fig. 5. The require-
ment of a consistent sign combination is straightforwardly
fulfilled when using atomic TrESP charges to represent transi-
tion densities and to calculate excitonic couplings, Vi,;. This is
becuase the phase of the molecular transition density is deter-
mined by construction for all pairs by the order of atomic TrESP
charges that is kept consistent for all the molecules in the
supercell. In fact, the order of the TrESP charges depends on
the specific atom ordering which is the same for all the
molecules in the system (and fulfills translational symmetry).
Moreover, the TrESP approach allows in principle to univocally
distinguish positive (which we called H-like) vs. negative (indi-
cated with J-like) interactions computing a signed transition-
dipole-corrected coupling V; as

Vkl = sgn(dkdl)Vkl (5)

where the term in between parenthesis is the scalar product of

the transition dipoles obtained using atomic TrESP charges as

d =" ¢qTr; (I runs over the atomic positions of the molecule
7

and g7 are the atomic TrESP charges). If all the dipoles are
oriented in the same direction (as it is the case for m-4TICO),
then Vi; = V. See Fig. 2 for a visual representation of H- vs.
J-like interactions.

Exciton-nuclear interactions

The nuclear degrees of freedom and their coupling to the
electronic Hamiltonian are considered at different levels of
approximation, depending on whether optical steady-state or
long-time transport properties are examined.

Exciton-nuclear interaction for optical properties. The
optical electronic excitation is characterized by strong coupling
with high-frequency vibrational modes. The vibronic coupling
is responsible for the pronounced vibronic progression observed
in the spectra, as illustrated in Fig. 2. To accurately capture the
optical spectral shape, it is important to consider the quantum-
mechanical nature of these modes. To keep the model
computationally tractable when approaching large systems
with many degrees of freedom, after converting the Cartesian
coordinates (R) to internal normal modes, we partition the
normal mode space in high and low frequency components.
The high frequency modes are coalesced in a single effective
quantum mode per molecular site as described in the main
text and Section S2 (ESIf). This not only constitutes a very
good approximation in the case of m-4TICO, but it is also
common assumption made in the literature also for other
conjugated organic molecules which normally exhibit sym-
metric vinyl stretching modes around ~1450 cm ™ '.'®?°

This journal is © The Royal Society of Chemistry 2024
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While, the low frequency degrees of freedom enters as Gaussian
disorder in the Hamiltonian in eqn (2). Within these
assumptions Hypp it is written as:

M
Hyp-x = howr Y blby
x

M
+ tooery/Sar Y (B + e+ /Sar ) eied - (6)
k

where b,t and b; are the common creation and annihilation
operators associated with a quantum harmonic oscillator.
Eqn (6) assumes that both excited and ground states have the
same curvature and zero-point energy, which is uniform for all
molecules and it is not indicated. This omission does not impact
any finding since we are focusing on the energy differences
between the eigenstates. S is the Huang-Rhys factor associated
to the high frequency portion of the relaxation energy (%) of the

qrel

A .
b Such a value determines the
Weff

importance of the vibronic coupling. The values are calculated as
described in Section S2 (ESIt). The low frequency contribution to
the relaxation energy induced upon excitation is introduced
through spectral broadening of the diagonal element of the
Hamiltonian as explained in the main text.

Exciton-nuclear interaction for transport properties. When
considering transport properties at long times, such as the
diffusion tensor and the diffusion length of the exciton,
achieving the correct Boltzmann equilibrium condition for
energy exchange between nuclear and electronic degrees of
freedom is important. For instance, as extensively discussed
in ref. 33 and 70 attaining detailed balance is vital for accurately
determining the convergence of diffusion tensor with the
number of states of the system. The inclusion of numerous
modes across various frequencies, serving as a heat bath, is
essential for establishing the appropriate equilibrium distri-
bution—even if these modes do not interact with electronic
transitions and merely function as spectator or bath modes.”
In this respect, highly accurate quantum dynamics (even using the
gold standard multi-layer multiconfigurational time dependent
Hartree (ML-MCTDH))* becomes unaffordable to propagate an
Hamiltonian coupled to several hundred modes belonging to a few
hundred molecules. Consequently, we employ a semiclassical
approach denoted as Frenkel-exciton surface hopping (FE-SH) to
describe the interaction between the electronic and all vibrational
degrees of freedom in extended aggregates (see below). This
method aims to encompass all potential exciton—-nuclear couplings
at the force-field level, which in this work, is parametrized using
QM-derived data. Such an approach inevitably compromises the
precision of the treatment of high-frequency modes, which are
inherently quantum mechanical. Nonetheless, given that these
modes possess characteristic frequencies exceeding approximately
~7KgT. Thus, when looking at long-time transport properties their
significant population by the excitonic wavefunction during the
diffusion process, following the initial relaxation, is unlikely.

excited state potential, Serr =

This journal is © The Royal Society of Chemistry 2024
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Eigenstates and delocalization

The full Hamiltonian matrix A accounting for quantum vibrations
is expressed in a multi-particle basis set that can be conveniently
truncated to one (1p) or two (2p) particle basis to make its
diagonalization computationally feasible as commonly done in the
literature.'®*° Such a basis set has been extensively used by Spano
et al."®° to represent the low energy eigenstates of the Hamilto-
nian in the regimes of weak and intermediate electronic coupling.
Employing a 1p basis set truncation, an eigenstate j of the full
electron-nuclear Hamiltonian takes the form:

Vmax

|3,,<,->> =33 e i) (7)
=0

k

where 7 and v represent the vibrational energy levels in the shifted
excited state potential and ground state potential respectively, yax
(set to 3 in this work unless otherwise states) is the maximum
number of vibrational quanta considered for the effective mode
coupled to singlet excitation on the different molecules. The
equation for the eigenstates referring to a two-particle basis set
truncation are given in Section S5 (ESIY).

We use the inverse participation ratio (IPR) as a measure to des-
cribe the delocalization of a given eigenstate |¥)) of the Hamilto-
nian. The IPRY is essentially related to the number of sites over which
the eigenstate j is delocalized. Employing a 1p basis coefficient and
tracing out the vibrations for each site, the IPR" is written as:

; 1
IPR(/) - Vmax N2 2 (8)
()
k \o=0"""
where ('I(c/ ])/ are the expansion coefficient of the 1p wavefunction in
eqn (7).

Frenkel-exciton surface hopping (FE-SH)

FE-SH is a computationally efficient atomistic non-adiabatic
molecular dynamics method that strikes a balance between
predictive power and computational feasibility. In this method
the carrier excitonic wavefunction is represented as a linear
combination of the FE localized states {e;} used as a basis set for
the electronic Hamiltonian, Hyg, in eqn (2):

M
P(0) =D ult)ler) 9

1
here, u(t) the corresponding expansion coefficient of each FE
state. Note that |P(¢)) exciton wavefunction is not an eigenstate
of the Hamiltonian in eqn (2) and it evolves in time. In
particular, the wave function in FE-SH is propagated according
to the time-dependent Schrodinger equation,

M

ihie (1) = Y w(0)[H{F (R(1)) — i (R(1))]

i

(10)

where Hy; are the elements in the Frenkel exciton Hamiltonian
in eqn (2). The diagonal elements represent the excitation
energies when the exciton carrier is localized on molecule k
while all other molecules k # [ are in the ground state.
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Specifically, each molecule of the simulated systems can
exist in two states: ground and excited. The intra- and inter-
molecular interaction terms for the neutral state are taken from
a QMD force-field constructed by fitting the ground state
Hessian. For the excited state, we fitted instead the excited
state Hessian. The Joyce procedure was used for both force-
fields as described below.”””® The excitonic couplings consti-
tuting the off-diagonal elements of the Hamiltonian are com-
puted using the TrESP charges (eqn (4)), and they also change
in time. Crucially, in FE-SH the nuclear motion couples to
exciton motion via the dependences of all Hamiltonian matrix
elements on the nuclear coordinates R(t), see eqn (10), resulting
in diagonal and off-diagonal exciton-phonon coupling.

In FE-SH, the electronic propagation is performed in the
diabatic basis, which is smoother and allows for a numerically
more stable integration of the time-dependent Schrodinger
equation in eqn (10).”%”>®*" In fact, the nonadiabatic coupling

elements (NACE) between the quasi-diabatic states, dif =

<ek\%e/> are typically very small and are neglected. Note that

this is not the case for NACE between adiabatic states as we
discuss below. We have shown in our previous studies®®*® that
neglecting the NACE between diabatic states yields essentially
the same dynamics but accelerates the calculations consider-
ably. Conversely, the nuclear equations of motion are solved in
the adiabatic basis. In accord with Tully’s fewest switches
surface hopping algorithm, the nuclear degrees of freedom
are propagated on a single potential energy surface (PES),
denoted as E, (“a” for “active surface”), obtained by diagona-
lizing the Hamiltonian eqn (2). The coupling from the exciton
to the nuclear motion is accounted for by transitions of the
nuclear dynamics (‘“hops”) from the PES of the active eigen-
state a, E,, to the PES of another eigenstate j using Tully’s
surface hopping probability.®® The surface hopping probability,
in turn, depends on the population of the states involved in the
transition and the NACE between adiabatic states of the system
obtained after diagonalization of eqn (2). The NACE in the
adiabatic basis are not small close to avoided crossing regions
and are explicitly calculated in our code.”

Nuclear forces required to propagate the nuclear dynamics
are calculated using the Hellmann-Feynman theorem. The
force acting on nucleus I on the potential energy surface E,
can be expressed as:

Fio=ViE,=—[U'HppU] (11)

aa
where V; = 0/0R;, Hgg is the Frenkel Hamiltonian eqn (2) in
matrix representation and U the unitary matrix diagonalizing
such a Hamiltonian. We refer to ref. 82 for an explicit deriva-
tion of eqn (11). The nuclear derivatives of the diagonal
elements, V,[Hgg]ir are taken as the gradients of the classical
force field potential used to calculate the site energies
of excitonic state k. The off-diagonal gradients, V,[Hggly =
V,ViESP are taken as the analytic gradients of the excitonic
couplings evaluated in the TrESP approximation, eqn (4).
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Finally, the surface hopping algorithm is supplemented with
a number of important features necessary to apply the method
to the calculation of transport properties, namely decoherence
correction, trivial crossing detection, elimination of spurious
long-range exciton transfer, and adjustment of the velocities in
the direction of the non-adiabatic coupling vector in case of a
successful surface hop.”®?*7*73 These algorithms are necessary
to improve a number of desirable properties including Boltz-
mann occupation of the excitonic band states in the long-time
limit, internal consistency between exciton carrier wavefunc-
tion and surface populations of the excitonic band states, and
convergence of the diffusion with system size and nuclear
dynamics time step. We refer to ref. 28, 32, 72 and 73 for a
detailed description and discussion of the importance and the
physical underpinnings of these additions to the original fewest
switches surface hopping method.®®

Diffusion tensor

Solving eqn (10), one obtains the excitonic wavefunction as a
function of time, |¥(¢)). This gives access to key dynamical
properties, e.g., the diffusion tensor and the mechanism by
which the excitonic wavefunction moves within the material
subject to the different localization of the states within which
can travel. The (second rank) diffusion tensor components, Dy,
can be obtained as the time derivative of the mean squared
(spatial) displacement of the exciton along the nine Cartesian
components (MSD,),
Daﬁiiéhnlgkg%%ﬁig (12)

1—00

where o, B denote the Cartesian coordinates x, y, z and

Ntraj

D (Ea(0)](2 = 20) (B = Bo) 1¥a(0)) (13)

traj 3, —1

MSDuﬁ(l‘) =

In eqn (13), ¥,(¢) is the time-dependent excitonic wavefunction
in trajectory n, o, o(fo,,) are the initial positions of the excitonic
wavefunction, o, = (¥,(0)|o| ¥,(0)), and the square displace-
ments are averaged over Ni,j FE-SH trajectories. In eqn (13),
the coordinates of the exciton are discretized and replaced by
the center of mass of molecule k in trajectory n, oy,, and

M
%on = Z

u/\.v,,fzock?,,(O),where |tr.»|* is the time-dependent exci-

tonic population of site k in trajectory n as obtained by solving
eqn (10). The elements of the diffusion tensor, Dy, can be used
to define the diffusion lengths,* L,g = /2D,s7 where 7 is the
exciton lifetime, that is the time for the exciton to relax to the
ground state. The latter quantity can be obtained from, e.g.,
photoluminescence experiments.®?

Parametrization of quantum-mechanically-derived FF

The parameterization of the intramolecular QMD-FF for the
investigated NFA has been carried out with the Joyce code,””
using DFT data purposely computed for the target compound.
A full expression of the QMD-FF potential energy used in this
work is given in Section S9 (ESIY). In the first step, QM chemical
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descriptors are computed for the isolated monomer, and then
used for the parameterization of the EZ¥™F intramolecular
energy term defined in eqn (S16) (ESIt). To retrieve the best
parameters the objective function below is minimized as
explained in ref. 57, 58 and 84

1 S i QMD-FF 2
I - W7<AEmtra_E - )
Ngeom ; £ oM 4
+3§6_ 2W (HQM _ <925QM_D'FF)>2 .
£ BN —6)(3N —35)\ K 00k001 ) ) 4o

(14)

The indices K and L (capital letters) run over the normal
coordinates and include all the normal modes of the molecule
under investigation. The first sum runs over the Nyeom con-
formations retrieved from QM relaxed torsional energy scans
(see Fig. S10, ESIt). AEgs: is the DFT internal energy relative to
the absolute minimum evaluated at the same level of theory
used in the rest of the work. The second sum runs over the QM
normal modes, HZ' is the QM Hessian matrix evaluated at
the equilibrium geometry (g = 0). W, and W, terms are user-
defined weights that were set according to previous applica-
tions.®> As mentioned before the objective function is minimized
both for the ground and excited state molecule in order to retrieve
force-field parameters for both the ground and the excited state.

Intermolecular parameters were taken from a standard
Generalized Amber Force Field (GAFF) and were consi-
dered equivalent for both the ground and excited state of the
molecule. Point charges were fitted in accordance with the
restrained electrostatic potential (RESP) procedure.”® In Fig. S11
(ESIY), we show that the structure of the crystal is well maintained
along MD and the molecules oscillate around their equilibrium
position as shown by the radial distribution function of the centre
of mass.

Simulation details

Electronic structure calculations were performed for the crystal
structure reported by Mondelli et al*® Excitation energies,
excitonic couplings and exciton-phonon interactions needed
to parametrize the Hamiltonian in eqn (1) were performed
at TDDFT level implemented in the Gaussianl6 software
package.®® The level of theory used for most of the calculations
was fixed at CAM-B3LYP/6-31G(d,p) unless where stated other-
wise. Intra-molecular parameters (equilibrium positions and
force constants) for quantum-mechanically derived force fields
(QMD-FFs) fitting QM reference data were obtained with the
Joyce software®”*® as explained in Section S$10 (ESIt). Relaxed
scans of the flexible dihedrals o reported in Fig. S10 (ESIt) were
also performed at the same level of theory.

For each system, a series of 2D and 3D supercells (10 x 5 x 1,
20 X 15 X 1,20 X 20 x 1,20 x 20 x 2) from the experimental
crystallographic unit cell were built. A total number of mole-
cules going from 150 to 800 were considered to calculate
converged absorption and emission spectra (see Fig. S7, ESIT).
To account for disorder and thermal fluctuations, classical MD
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simulations were performed with the Gromacs 2021.5 software
on such supercells.®” Periodic boundary conditions were taken
into account along with long range electrostatic effects through
the Particle mesh Ewald algorithm. Long MD simulations of at
least 500 ps in the NVT ensemble were run to equilibrate the
system. We used an integration time step of 1 fs, imposing
constraints on the bonds involving H atoms through the LINCS
algorithm, adopting a modified Berendsen thermostat®® to
control temperature (fixed at 300 K in all simulations). Struc-
tural analyses on MD trajectories exploiting the MDAnalysis
python library are reported (see Section S10 (ESIt)). For sam-
pling the excitation energies and the electronic coupling calcu-
lations, we extracted single molecules or pairs of molecules
from subsequent MD runs on equilibrated systems.

FE-SH simulations to study exciton transport properties
were performed by employing the computational protocol
developed in ref. 28. Supercells were equilibrated in periodic
boundary conditions for at least 250 ps in the NVT ensemble to
a target temperature of 300 K. This was followed by equili-
bration for at least 250 ps in the NVE ensemble (which is the
ensemble used for non-adiabatic dynamics simulations). From
the NVE trajectory, an uncorrelated set of positions and velo-
cities were chosen as starting configurations for the swarm of
FE-SH trajectories. The nuclear time step was chosen as small as
0.01 fs to prevent trivial crossings associated with narrow excitonic
bandwidth and a localized excitonic wavefunction.”®”° Eqn (10) was
integrated using the fourth-order Runge-Kutta algorithm and an
electronic time step of 6¢ = At/5. For each system, about 500 FE-SH
trajectories of the length of 1 ps were run to calculate the mean-
squared displacement and the diffusion tensor. The exciton carrier
wavefunction is initially chosen to be fully localized on a single
molecule, denoted as k, with (¢ = 0) = |e), positioned at the center
of the supercell, and allowed to evolve over time according to the
FE-SH algorithm described above in the NVE ensemble. As shown
in previous works,*®**® after an initial relaxation, the diffusion
constant is independent of the initial conditions (within the
accuracy of our method). The convergence of the diffusion constant
with the number of electronically active molecules, that is the
molecules whose transition density is considered to build the
Hamiltonian in eqn (2), is shown in Fig. S15 (ESIt). All simulations
were carried out with our in-house implementation of FE-SH in the
CP2K simulation package® by employing the same intramolecular
QMD force-field developed with the Joyce code.
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