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Machine learning-based correction for spin–orbit
coupling effects in NMR chemical shift
calculations†

Julius B. Kleine Büning, a Stefan Grimme *a and Markus Bursch *b

As one of the most powerful analytical methods for molecular and solid-state structure elucidation,

NMR spectroscopy is an integral part of chemical laboratories associated with a great research interest

in its computational simulation. Particularly when heavy atoms are present, a relativistic treatment is

essential in the calculations as these influence also the nearby light atoms. In this work, we present a

D-machine learning method that approximates the contribution to 13C and 1H NMR chemical shifts that

stems from spin–orbit (SO) coupling effects. It is built on computed reference data at the spin–orbit

zeroth-order regular approximation (ZORA) DFT level for a set of 6388 structures with 38 740 13C and

64 436 1H NMR chemical shifts. The scope of the methods covers the 17 most important heavy p-block

elements that exhibit heavy atom on the light atom (HALA) effects to covalently bound carbon or

hydrogen atoms. Evaluated on the test data set, the approach is able to recover roughly 85% of the SO

contribution for 13C and 70% for 1H from a scalar-relativistic PBE0/ZORA-def2-TZVP calculation at

virtually no extra computational costs. Moreover, the method is transferable to other baseline DFT

methods even without retraining the model and performs well for realistic organotin and -lead

compounds. Finally, we show that using a combination of the new approach with our previous D-ML

method for correlation contributions to NMR chemical shifts, the mean absolute NMR shift deviations

from non-relativistic DFT calculations to experimental values can be halved.

1 Introduction

Nuclear magnetic resonance (NMR) spectroscopy is a highly
valuable analytic tool for structure elucidation and has become
a standard method that is used on a daily basis throughout
various chemical disciplines.1–3 Besides experimental analysis,
the computation of NMR parameters can further yield detailed
insight into chemical phenomena and complex bonding situa-
tions. In particular, density functional theory (DFT) has proven
to be a reliable and efficient choice for the calculation of NMR
parameters.4–12 Nevertheless, the complex physical relationship
between these parameters, the electronic structure, and the
chemical environment of the investigated compound remains
challenging for quantum chemical methods.13–15

There are five main sources of error in quantum chemical
NMR prediction as claimed by Lodewyk et al.,13 which are

electron correlation, solvation effects, conformational flexibil-
ity, rotational-vibrational, and relativistic effects. The latter
become specifically relevant when NMR properties of heavy
elements (which we refer to as having an atomic number larger
than 18 and including Cl) are computed or if such elements are
present in close vicinity to the nucleus under consideration.
Heavy elements can play major roles in various application areas,
including catalysis,16–18 batteries,19,20 and optoelectronics.21,22

Furthermore, there is a great research interest in biology and
biochemistry due to the toxicity of some heavy elements (e.g., Ni,
Cd, Hg, Pb)23 or their essential role in biochemical processes, as
for Zn24–26 and Se.27–29

The most crucial relativistic effects originate from spin–orbit
(SO) coupling and can be essential even for qualitative modeling
of the heavy atom (HA) itself,11,30,31 but also for the adjacent
lighter atoms by the heavy atom on the light atom (HALA)
effect.10,32,33 There are several physics-based methods to incorpo-
rate relativistic effects into quantum chemical calculations such
as the Douglas–Kroll–Hess (DKH)34,35 method, the exact transfor-
mation of the four-component Dirac equation to two components
(X2C),36–38 and the zeroth-order regular approximation
(ZORA).39,40 However, the spin–orbit variants of these methods
in combination with NMR shielding tensor calculations typically
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become computationally unfeasible for larger compounds due to
their high computational demand. Further, such methods are not
available in many chemical software packages. Accordingly, more
efficient and easily accessible methods to include SO-relativistic
effects in the calculation of NMR parameters are highly desirable.
Such effects are typically neglected in most low-cost approaches,
as done in a recently published correction scheme for efficient
NMR chemical shielding prediction41 and a study on halogenated
natural products.42

One approach to solve this issue and fill this methodological
gap can be an empirical model based on machine learning
(ML). The field of ML in chemistry has evolved rapidly in the
past decade and besides approaches that tackle the complete
electronic structure of a quantum chemical system,43–45 several
techniques for the calculation of NMR chemical shifts have
been developed.46–48 Especially for NMR-aided structure assign-
ment, the popular DP4 method49 was improved with an ML
approach called DP4-AI50 and an ML-based technique for
structure assignment from two-dimensional NMR spectra has
been proposed.51 ML approaches can exploit their full potential
for highly accurate predictions if they are combined with DFT
and use features from a converged electronic structure as input
(D-ML). This has been shown to yield highly accurate electronic
energies52 and NMR chemical shifts53–56 at costs not signifi-
cantly higher than for the underlying low-level method.

There is evidence that in order to achieve a good prediction
quality for 13C NMR chemical shifts of carbon atoms attached to
heavy atoms, it is important to account for both correlation and
heavy atom effects.13,57,58 In a test on the o-bromochlorobenzene
molecule,59 the pragmatic combination of a non-relativistic
second-order Møller–Plesset perturbation theory (MP2) calcula-
tion and a SO contribution calculated with DFT yielded the best
results compared to experimental data and was the only tested
method to achieve a qualitatively correct chemical shift ordering
of the six 13C nuclei. We are therefore confident that a combi-
nation of separate correlation and spin–orbit corrections will be
beneficial for the efficient computation of reasonably accurate
NMR chemical shifts. We previously proposed an ML-based
correction method that obtains the (beyond DFT) correlation
contribution to NMR chemical shifts based on coupled cluster
(CCSD(T)) reference data,55 which we now call Dcorr-ML. In this
work, we present an efficient and highly transferable approach
called DSO-ML to compute the spin–orbit relativistic contribution
to 13C and 1H NMR chemical shifts. This new approach is
validated for a large number of unique chemical shifts computed
at the SO-ZORA-DFT level and is exemplarily applied to 13C NMR
chemical shifts in experimentally accessible organotin and -lead
compounds and in a set of heavy metal–organic compounds with
experimental reference data.

2 Methods
2.1 Machine learning data set

As in our previous work on the correction of 1H and 13C NMR
chemical shifts using machine learning,55 quantum chemical

ab initio data serve as target for the model presented herein.
The use of experimental data would increase the overall com-
plexity thus making the data set less suitable for applying
an ML correction procedure. Furthermore, the target was
chosen such that it keeps an unadulterated focus on one
specific component of the chemical shielding constant calcula-
tion, spin–orbit coupling. A clear distinction of SO effects from
various other error sources in experimental data would be
impossible and such an approach would prevent a targeted
elimination of the SO error.

The data set is one of the central parts in every ML model
and is often particularly challenging to compile for ML applica-
tions in chemistry when reference data is sparse. Since it is
largely responsible for the performance of the model, we
focus on the most common bonding situations in classical
(metal-)organic compounds. Further, a focus is set on heavy
non-radioactive elements of groups 12 to 17. This includes
most p-block elements except for noble gasses and group 12
transition metals as their chemistry is comparably dominated
by p-orbitals.33 As NMR parameters tend to be spatially local,
the reference molecules can be chosen rather small (3–46
atoms). This allows for the inclusion of many different bonding
motifs, covering a wide chemical space with a sufficiently large
amount of samples. The data set consists of 1597 unique
molecules, in which at least one heavy atom (Z Z 17) is
covalently bound to a carbon atom. These molecules were
created manually, starting with the methyl compounds men-
tioned in Section 3.3.1, and subsequent substitution of the
ligands with larger aliphatic, aromatic, and functional residues
that are typically found in compounds of the respective heavy
element. Analogous structures are included for all elements
within the same group and some more complex compounds
were added. The structures were selected such that they are
chemically reasonable, yet they do not have to be accessible in
an experimental setting. To enrich the data, three geometrically
distorted structures, one out of each energy window of 2.5–
5.0 kcal mol-1, 10.0–15.0 kcal mol-1, and 30.0–40.0 kcal mol-1

above the optimized structures (at the r2SCAN-3c60 level) were
added (for more information on the distortion procedure, see
ref. 55 and the ESI†). The overall 6388 structures include data
points for 38 740 13C and 64 436 1H NMR chemical shifts, which
is illustrated in Fig. 1. The set includes 2264 structures contain-
ing Cl, Br, or I; 1440 structures containing Se or Te; 1260
structures containing As, Sb, or Bi; 1680 structures containing
Ge, Sn, or Pb; 804 structures containing Ga, In, or Tl; and 868
structures containing Zn, Cd, or Hg.

2.2 Reference level of theory

The target of the DSO-ML approach presented here is the
contribution to the chemical shielding constant that originates
from the inclusion of spin–orbit relativistic effects with a
suitable computational method. Scalar-relativistic approaches
that either employ effective core potentials (ECPs) or explicitly
use a scalar-relativistic (SR) Hamiltonian are available in many
quantum chemical program packages such as ORCA. As all-
electron approaches with SR-Hamiltonian can be regarded the
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more general and reliable choice for the calculation of proper-
ties with relevant nucleus effects, we chose an efficient all-
electron SR-DFT calculation as origin of the ML input features
to predict the additive spin–orbit (SO) correction with our DSO-
ML model. This contribution DSOd is calculated from chemical
shifts d obtained by including the different levels of relativity:

DSOd = dSO � dSR. (1)

In this work, we determine the target DSOd from two-
component SR/SO-ZORA (zeroth-order regular approximation)
calculations at the PBE061,62 hybrid DFT level of theory with the
Slater-type triple-z TZ2P63 basis set. Note that the performance
of an ML approach is directly influenced and limited by the
quality – especially the noisiness – of the reference data.64 PBE0
is a generally robust functional that usually yields good NMR
properties and especially the SO-relativistic variant has proven
reliable performance in our previous studies on 29Si10 and
119Sn11 NMR chemical shifts. Furthermore, in contrast to full
four-component relativistic methods, SO-ZORA-PBE0 is still
feasible for the medium-sized (440 atoms) molecules included
in the data set. The transferability of our approach based on the
PBE0/TZ2P data to other density functionals and basis sets is
further discussed in Section 3.3.1.

To make it easily accessible, the presented method is built
onto a scalar-relativistic baseline level of theory calculated
using Gaussian-type orbitals with the ORCA program package
(although it is in principle not limited to it). The SR-PBE0/
ZORA-def2-TZVP level of theory serves as low-level method for
most evaluations shown below.

2.3 Neural network architecture and input feature vector

With the data set and the target values DSOd at hand, an ML
model can be constructed. For this purpose, the data set is
randomly divided into a training set to build the model and a
test set that serves as basis for all evaluations made in Section
3. The data is processed in an atom-wise fashion but it is
ensured that all atoms from an individual structure are attrib-
uted to the same data set (shuffling mode structures, see ESI,†
Section 2.2 for details). Data from a sample molecule and its
low-level NMR shielding calculation (currently only possible via
the ORCA 5 program package) can finally be used to predict
DSOd. The complete workflow is illustrated in Fig. 2.

The regression artificial neural network used herein is
similar to the one used for our previous Dcorr-ML model for
correlation contributions of the chemical shift.55 The same
multilayer perceptron architecture with two hidden layers was
used in TensorFlow 2.12 and the input feature vector was
modified to adapt it to the SO contribution problem. After
initial testing, the hyperparameters were set to 300/12 nodes for
the first/second hidden layer for 13C (384/80 for 1H) with a
dropout rate of 0.1 for the first layer for 13C (0.15 on first and
0.1 on second layer for 1H) and the adam optimizer. The
activation function on all layers was set to GELU (Gaussian
Error Linear Unit) for 13C and the sigmoid function was used
for 1H. The distribution of the SO contribution values to the
chemical shift in the data set is very heterogeneous. Most of the
atoms are not in direct vicinity to a heavy atom, so DSOd is small
but few atoms exhibit a very large value. To make the model
focus on the important large values while not placing too much
weight on unaffected atoms, the root mean squared deviation
(RMSD) was chosen as loss function and showed to be superior
to the mean absolute deviation (MAD) and the mean squared
deviation (MSD). For the same reason, the RMSD is suited
better than the MAD for the evaluations below.

The information included as input is of central importance
for the quality and performance of the ML model.64 In the case
of DSO-ML, the input feature vector is constructed such that it
contains information about the geometric (solely from the

Fig. 1 Key specifications of the data set. Included heavy elements are
marked in yellow followed by the number of structures that contain them.

Fig. 2 Workflow of the DSO-ML method used in this work. A set of organic
molecules with heavy elements is structurally optimized and geometrically
distorted structures are created. For these, reference and low-level data
are calculated, from which input features are extracted that make up the
data set. 7/8 of the data set are used to train the ML model, 1/8 for
validation. For a sample molecule, DSOd can then be predicted by the
model from the low-level data.
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three-dimensional structure), electronic (from the converged
density matrix of the DFT single-point calculation), and mag-
netic (from the DFT NMR shielding constant calculation)
surrounding of each atom of interest. The majority of the
descriptors of these categories was taken from the Dcorr-ML
model and some were omitted. A set of atom-centered symme-
try functions65 (ACSF) was further added.

Furthermore, a new range of descriptors was added that
contains geometric and electronic information about heavy
atoms in the vicinity of the atom of interest. These include:
� The total number of heavy atoms bound to the nucleus of

interest via one to five covalent bonds,
� The average atomic mass of all atoms within one to five

covalent bonds,
� The atomic number of the heavy atom(s),
� The coordination number (from the D3 model) of the

heavy atom(s), and
� The atomic, and s-, p-, and d-orbital Mulliken populations

of the heavy atom.
The latter ones are arranged in sets of five descriptors

per heavy atom in the first covalent bond shell. The inclusion
of the atomic charge and the s- and p-orbital populations was
motivated by the findings of Vı́cha et al. on the spin–orbit
heavy-atom (HA) effect on the light atom (LA).33 These suggest
that for most heavy elements the chemical shift contribution
originating from spin–orbit coupling has a fixed sign. Accord-
ingly, the HA effect on the LA is always shielding or deshielding
(this information is covered by the atomic number of the HA).
The cause of this trend lies in the electronic configuration, as
formally empty valences shells of the HA (e.g., p0, d0) typically
lead to a deshielding mechanism whereas partially filled sub-
shells (e.g., p2, p4) result in a shielding effect. In some cases,
however, different contributions occur simultaneously with
comparable magnitudes so that the sign of DSOd may vary,
e.g., depending on the oxidation state of the HA. Therefore, the
atomic charge and orbital populations of the HA are included
as descriptors. A detailed list of the complete input feature
vector is provided in the ESI,† Table S2.

2.4 Computational details

The compounds in the data set were chosen and created
manually and a selected structure was pre-optimized at the
semiempirical tight-binding GFN2-xTB66 level using the xtb
6.6.067 program package. Subsequent geometry optimizations
where performed with the TURBOMOLE 7.7.168–70 program
package using the r2SCAN-3c60,71,72 composite DFT method.
Throughout the geometry optimizations, the resolution of the
identity approach for Coulomb integrals (RIJ)73 was applied and
the m4 grid and a radial grid size of 10 were used. For the tests
on the experimentally accessible structures in Sections 3.4.2
and 3.4.3, conformer ensembles were generated using the
conformer-rotamer ensemble sampling tool (CREST),74,75 ver-
sion 2.12, using the GFN-FF76 force field and GFN2-xTB with
the ALPB77 solvation model (solvent as in the experimental
measurement). The ensembles were further refined with the
command-line energetic sorting (CENSO)78,79 algorithm,

version 1.2.0, at the final level r2SCAN-3c + Gsolv(COSMO-
RS)80–82 + GmRRHO(GFN2-xTB)83–85//r2SCAN-3c(DCOSMO-RS).86

All NMR shielding constant calculations in this study were
performed via the gauge-including atomic orbital (GIAO)87–89

approach using the ORCA 5.0.490–92 program package for
calculations with Gaussian-type orbital (GTO) basis sets and
the ADF module of the AMS 2022.10393 program package for
Slater-type orbital (STO) basis sets. For the low-level shielding
calculations (ORCA), the Hamiltonian of the scalar-relativistic
(SR) zeroth-order regular approximation (ZORA)39,94 was used
in combination with the PBE95 general gradient approximation
(GGA) and the PBE061 and r2SCAN096 hybrid density func-
tionals, together with the GTO triple-z ZORA-def2-TZVP97,98

basis set for all atoms with Z r 36 and the SARC-ZORA-
TZVP99–101 basis set for all atoms with Z 4 36. For PBE0, the
calculations were also done without ZORA applying the def2-
TZVP97 basis set with the def2 effective core potentials
(ECP).102,103 For the NMR shielding calculations in Sections
3.4.2 and 3.4.3, the CPCM104 implicit solvation model was used.
All calculations applied the RI scheme with the chain-of-
spheres approximation for the exchange (RIJCOSX)105,106 in
combination with the auxiliary SARC/J basis set. The defgrid3
grid and the tightscf convergence settings were used throughout.
For the high-level reference values (ADF), the NMR shielding
calculations were performed each with the scalar (SR) and spin–
orbit (SO) variant of ZORA40,107,108 and the PBE0 functional using
the STO polarized triple-z ZORA/TZ2P63 basis set (the ‘‘ZORA/’’
prefix for the basis set is from now assumed for all calculations
with ADF and omitted for clarity). The numerical grid quality was
set to verygood. For the compounds of the methyl subset, the
same calculation settings were applied, but with using the DZ,
DZP, TZP, and QZ4P basis sets63 and the PBE, BLYP,109,110

mPW,111 B3LYP,110,112 and mPW1PW111 functionals.
In the ML training, prediction, and evaluation procedures

mentioned in the following, statistical fluctuations are to be
expected that originate from the randomized weight initializa-
tion when the model is build. All statistics presented for the
performance of the DSO-ML model are therefore obtained as the
mean value of ten training runs if not stated otherwise.

3 Results
3.1 Prediction of DSOd for 13C NMR

Before focusing on the new DSO-ML correction, it is worth
investigating the data set itself with the computed low-level
SR NMR shifts and the reference DSOd values. As a rather short-
range effect, the SO contribution is expected to be small for
many C/H atoms, but can be extreme in direct vicinity of a
heavy atom. The complete data for the 13C NMR shifts is
depicted in Fig. 3(b) including information about the chemical
distance (= number of covalent bonds) of each nucleus to the
next heavy atom. Thus, 13C nuclei that are directly bound to a
HA experience by far the largest spin–orbit coupling effects and
these values are most scattered over a wide range of chemical
shifts. Still, the SO effect of a HA can propagate which can have
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significant consequences for the 13C nuclei even three covalent
bonds away. Although the nuclei closest to the HA have the
potential to lead to the largest errors in a calculation, the
proposed ML model should not only be capable of reproducing
the rough magnitude of the effect, but should consequently
predict a small DSOd value for the weakly affected nuclei.

As mentioned earlier, the PBE0/ZORA-def2-TZVP method
applying scalar-relativistic SR-ZORA is chosen as low-level
method for the following investigations. Several metrics demon-
strating the performance of the DSO-ML model evaluated for the
test data set (12.5% of the data points) for 13C and 1H (discussed
in the next section) nuclei are listed in Table 1. The data for one
of the runs is exemplarily shown in Fig. 4 in more detail.

The DSO-ML correction clearly succeeds to predict the
SO contribution to the 13C NMR chemical shifts with good

accuracy. The mean absolute deviation (MAD) from 4843
chemical shifts in the test data set (unknown to the ML model
while training) is reduced by 85% from 7.26 to 1.07 ppm and
the mean (signed) deviation (MD), which is slightly positive
when only SR is applied, essentially reaches zero. More impor-
tantly, the root mean square deviation (RMSD), which empha-
sizes large deviations, is equally reduced (87%, from 21.88
to 2.76 ppm). Thus, it can be concluded that roughly 85% of
the SO contribution is recovered by the ML model. Analysis of
one of the training runs in Fig. 4(a) shows that accuracy is
maintained even for the extreme cases of spin–orbit coupling
effects on 13C nuclei directly bound to HAs. The large negative
values of DSOd occur especially when several heavy halogen
atoms are present, such as in a CI3 moiety.

Furthermore, extremely large errors can be avoided with the
DSO-ML correction as the maximum negative and positive errors are
reduced drastically from �179.07/+298.32 to �56.34/+87.55 ppm.
This is promising because in this way the ML correction reduces the
probability of a complete qualitative failure of a chemical shift
prediction. The overall chance for outliers is therefore reduced
significantly as underpinned by Fig. 4(b).

It is important to note that an empirical prediction method
for spin–orbit effects to NMR chemical shifts is not a straight-
forward task. It is indeed a rather systematic phenomenon as it
strongly depends on the type and the atomic number of the HA
as well as the periodic table main group it belongs to. So, when
the underlying data only features a certain chemical subgroup
of molecules, a simple linear regression approach, which is
often used to correct calculated NMR chemical shifts and which
we used to compare the performance of the Dcorr-ML model to,
can be used to approximate the SO contribution to 13C NMR
chemical shifts.113,114 However, this is only possible if all
molecules in the data set contain the same number and type
of heavy atoms.13 Conversely, in the data set presented here,
many different HAs and amounts of HAs are present and
therefore, there is not even a slight linear connection between
the computed scalar-relativistic chemical shift value and the
missing SO contribution (see the ESI,† Fig. S3 to S5). Hence, a
linear regression correction approach fails for the SO contribu-
tion, as it predicts DSOd E 0 in most cases. However, the
additional computational costs of a prediction of DSOd by the
a pre-trained ML model is – as for the linear regression

Fig. 3 (a) Example molecule (part of the data set) showing the division of
the 13C data set into three distance categories with one (blue), two
(yellow), and three or more (gray) bonds between the HA and the 13C
nucleus (H atoms are white). (b) Complete data set with 38 740 13C NMR
chemical shifts showing the relation between the purely scalar-relativistic
NMR shift dSR calculated with the low-level PBE0/ZORA-def2-TZVP
method and the relativistic reference dSO = dSR + DSOd with the SO
contribution calculated at the PBE0/TZ2P level.

Table 1 Statistics of the test data set before and after applying the DSO-ML
correction to the scalar-relativistic (SR) baseline SR-PBE0/def2-TZVP
values in ppm (MSD in ppm2), reference: SO-PBE0/TZ2P. Mean over ten
training runs, more details on the metrics are given in the ESI

Error metric

13C 1H

Only SR SR + ML Only SR SR + ML

MAX (o0) �179.07 �56.34 �19.569 �4.772
MAX (40) 298.32 87.55 6.042 10.825
MD 2.84 �0.05 �0.185 �0.005
MAD 7.26 1.07 0.281 0.090
MSD 478.82 7.60 0.645 0.056
RMSD 21.88 2.76 0.803 0.236
SD 21.67 2.75 0.782 0.236
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approach – negligible (few seconds). This consolidates the
significance of the DSO-ML model as a general low-cost method
to predict the SO contribution of NMR chemical shifts.

3.2 Prediction of DSOd for 1H NMR

The focus of this work lies on the prediction of SO contribu-
tions to 13C NMR chemical shifts since in organic compounds,
usually the carbon atoms are connected to heavy heteroatoms.
However, the 1H nucleus can experience SO contributions from
even further HAs as it is more prone to environmental changes
and thus can be affected by propagation of the SO contribution
via more than three covalent bonds. Compared to heavier
elements, the hydrogen atom only comprises a very thin

electron shell and the 1H nucleus is thus less shielded from
electronic and magnetic fields in its surroundings. This com-
plicates especially the theoretical description of core properties
such as NMR parameters. Achieving the same accuracy for
1H NMR as for 13C NMR is therefore difficult, which we already
observed for the Dcorr-ML correction and there is no reason to
assume that this behavior is different in the case of DSO-ML.
This is even exacerbated by the fact that the hydrogen atoms are
usually further away from the HA than carbon atoms meaning
that the DSOd values are smaller and can be less systematic. The
data set for 1H NMR SO contributions shows a significant
number of large values not only for very close 1H nuclei, but

Fig. 4 Comparison of the ML-predicted SO contributions to the refer-
ence (SR/SO)-ZORA-PBE0/TZ2P ones for the 13C NMR test set. (a) Values
of DSOd, color-coded according to their distance to the next heavy atom
(see Fig. 3(a)). (b) Total chemical shift d neglecting SO coupling (gray) and
adding the ML-predicted DSOd (blue).

Fig. 5 Comparison of the ML-predicted SO contributions to the refer-
ence (SR/SO)-ZORA-PBE0/TZ2P ones for the 1H NMR test set. (a) Values of
DSOd, color-coding: 1H bound to a HA directly or via two (blue), three
(yellow), or four or more (gray) covalent bonds. (b) Total chemical shift d
neglecting SO coupling (gray) and adding the ML-predicted DSOd (blue).
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also for those bound to a HA via three covalent bonds (see ESI,†
Fig. S2). Hence, the distance criterion is weaker for 1H than it is
for 13C, representing a bigger challenge for the DSO-ML model.

The greater complexity compared to 13C NMR is confirmed
by the somewhat weaker performance of the DSO-ML approach
applied to the low-level method SR-PBE0/ZORA-def2-TZVP for
1H NMR indicated by the metrics in Table 1 and the detailed
analysis of a training run in Fig. 5. Compared to the 13C data,
the performance of the ML approach for 1H NMR is indeed
worse, but the functionality is still retained. The DSO-ML
method predicts qualitatively correct values within the whole
data range even in the extreme regions (Fig. 5(a)) and scattering
of the data including the ML-predicted SO contributions is
reduced significantly compared to the purely SR values
(Fig. 5(b)). It is noticeable that the data of nuclei in close and
medium vicinity to a HA is spread over the whole data range,
only the 1H nuclei at least four bonds away from the HA are
loosely restricted to a region of small DSOd values and small
prediction errors. The overall improvement achieved by the
correction is also substantiated by the metrics in Table 1. That
is, the MAD resulting from the 8055 data points in the test set is
reduced by 68% from 0.281 to 0.090 ppm and the overall
chance for large errors is reduced, too, as indicated by the
71% decrease of the RMSD from 0.803 to 0.236 ppm. In
contrast to the 13C NMR case, the MD for the purely SR
1H NMR chemical shifts is slightly negative, but it is never-
theless basically eliminated. Unfortunately, there is at least one
large outlier in the predicted DSOd values leading to an
increased positive maximum error of 10.825 ppm. Taking into
account the overall reduced error spread and range (reduced
from 26.611 to 15.597 ppm) as well as the small RMSD, this can
be considered an artifact that occurs only very rarely.

The fundamental non-linear correlation between the scalar-
relativistic NMR chemical shift and its missing spin–orbit
coupling contribution seems to be general and can at least be
transferred form 13C to 1H NMR (see ESI,† Fig. S6 to S8). The
linear regression technique is therefore unusable also for the
1H NMR case. To conclude, despite the lower performance of
the DSO-ML approach for 1H compared to 13C NMR, it still
accomplishes a decent improvement, especially if the negligible
extra computational expenses and efforts are considered.

3.3 Generalizability of the model

3.3.1 Method dependence of DSOd. Since the presented
prediction method is supposed to be generally valid, it would
be beneficial if the spin–orbit contribution to the chemical shift
DSOd calculated with DFT does not depend strongly on the
functional and basis set that are used for its computation. This
can be expected due to the ‘‘doubly relative’’ nature of DSOd
(d: difference between two shielding constants, D: difference
between SR and SO). To test this dependence, a small test set
called methyl subset, which is also included in the ML data set,
has been investigated with different DFT levels of theory. It
contains compounds of all heavy atoms saturated with methyl
groups (except for the halogens), more precisely, the molecules
CH3AI, CHAI

3, (CH3)2AII, (CH3)3AIII, and (CH3)4AIV (with AI = Cl,

Br, I; AII = Zn, Cd, Hg, Se, Te; AIII = Ga, In, Tl, As, Sb, Bi; AIV = Ge,
Sn, Pb). As mentioned earlier, the PBE0/TZ2P level of theory was
chosen for the calculation of the reference DSOd values. The
average deviations of those from other functionals and basis
sets are summarized in Table 2. In all test molecules, all carbon
nuclei are in direct vicinity to the HA, and all hydrogen nuclei
are connected to the HA via two covalent bonds.

Variation of the basis set size is found to have an almost
negligible effect on DSOd when still a triple- or quadruple-z size
is sustained with maximum mean absolute deviations of
0.40 ppm for 13C (TZP) and 0.013 ppm for 1H (QZ4P). These
values lie below the typically expected errors for density
functional approximations (DFA) of roughly 3–8 ppm for
13C NMR and 0.1–0.3 ppm for 1H NMR.6 When the basis set size
is reduced to double-z (DZ, DZP), significantly larger deviations
are observed. Therefore, TZ2P is considered a well-balanced and
reasonably large basis set for the purpose of this work. The use of
different DFAs exhibits a more pronounced effect on the value of
DSOd. While for 13C, no dependence on the functional class (GGA/
hybrid) is observed, in the 1H case, the deviation from the hybrid
PBE0 to the GGAs is larger than for the hybrids DFAs. Never-
theless, even when BLYP is used, which has the largest MAD
compared to PBE0 (1.98 ppm for 13C, 0.65 ppm for 1H), the
functional differences are still very low. According to these data,
the SO prediction method is expected to be generalizable to
methods other than PBE0/TZ2P with a small residual method
inconsistency error.

3.3.2 Transferability of the DSO-ML method. The claim
made earlier, that the reference DSOd contribution can basically
be predicted via any low-level DFT method, has yet to be
proven. Therefore, three other example DFT levels of theory
were investigated regarding their use as baseline methods for
the DSO-ML approach. These include SR-ZORA in conjunction
with PBE as the GGA variant in the same functional family as
PBE0 and r2SCAN0 as a different hybrid DFA that performed
well for both 1H and 13C NMR chemical shifts with respect to
canonical CCSD(T) evaluated on the data set of the Dcorr-ML
model.55 Furthermore, an approach without the explicit treat-
ment of scalar-relativistic effects is investigated, namely PBE0/
def2-TZVP, which uses the def2 effective core potentials (ECP)
for elements with Z 4 36 and thus implicitly comprises some

Table 2 Deviation in ppm of DSOd calculated with various functional/basis
set combinations evaluated to the reference level of theory PBE0/TZ2P on
the methyl subset of compounds. M(A)D = Mean (absolute) deviation

Functional Basis set

13C 1H

MD MAD MD MAD

PBE0 DZ �1.28 1.28 0.022 0.045
PBE0 DZP �0.60 0.64 0.016 0.025
PBE0 TZP �0.28 0.40 0.006 0.012
PBE0 QZ4P 0.11 0.30 0.003 0.013
PBE TZ2P �0.82 0.84 0.004 0.053
BLYP TZ2P �1.74 1.98 0.012 0.065
mPW TZ2P �0.94 0.94 0.000 0.063
B3LYP TZ2P �1.05 1.51 0.010 0.019
mPW1PW TZ2P �0.12 0.26 �0.003 0.006
PBE0 TZ2P 0.00 0.00 0.000 0.000
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amount of relativity. Furthermore, the question arises whether
it is necessary to recompute all chemical shifts of the data set
and retrain the DSO-ML model if methods other than SR-PBE0
are used.

Answers to these questions can be obtained from analyzing
the performance differences of the mentioned methods for the
test data set depicted in Fig. 6. First, the previously examined
performance using the SR-PBE0 method is clearly visible when
compared to the uncorrected data (without any SO contribution)
and the prediction qualities for all other tested methods are of
equal dimension. By taking a closer look, it is surprising to find
that in the case of 13C NMR, the performance of the DSO-ML
method is not reduced noticeably when SR-PBE or SR-r2SCAN0

are used as low-level methods. This means that the electronic
and magnetic input features obtained from PBE and r2SCAN0
chemical shielding calculations closely resemble those from
a PBE0 calculation (all geometric descriptors are identical).
A computationally more affordable level of theory such as
PBE can therefore easily be used to reconstruct the SO con-
tribution to the 13C NMR chemical shift at the PBE0 level
without changing the ML model. Subsequently, it is not sur-
prising that the DSO-ML approaches for PBE and r2SCAN0 retain
their performance when the model is trained on data obtained
from these respective DFAs. The situation changes slightly,
when not the functional, but the relativistic approximation is
changed. The use of the simpler ECP variant of PBE0/def2-TZVP

Fig. 6 Comparison of different low-level methods as baseline of the DSO-ML approach and their metrics evaluated for the 13C and 1H test data sets. In all
cases, the def2-TZVP basis set in the scalar-relativistic ZORA (SR) framework or with the def2-ECPs (ECP) has been used with the respective functional,
uncorrected refers to DSOd = 0. Each functional’s data results from using the ML model trained on SR-PBE0 data, while retrained indicates that the ML
model has been recreated using the training data calculated at the respective level of theory. The horizontal dashed line indicates the minimum
expectable DFT method error.
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and the standard instead of the ZORA Hamiltonian results in a
slightly increased RMSD of 3.67 ppm (compared to 2.76 ppm for
SR-PBE0/ZORA-def2-TZVP) and a larger error spread. This indicates
that the input features differ more severely between the ECP and
SR-ZORA approaches than between the different functionals. For
some further insights, a selection of six electronic and magnetic 13C
descriptors is depicted in Fig. 7 showing their correlation when
obtained from the different calculations via the ECP and the SR-
ZORA approach. In all cases, a more or less strongly pronounced
correlation is found which explains the ability of the DSO-ML
method to predict reasonable results even without retraining of
the model. Since the correlation has an approximately linear
character, the ML model is capable of adapting to the different
data when it is retrained and thus recovers its initial performance
(RMSD of 2.83 ppm). The features from the ECP-PBE0 calculation
are therefore not necessarily less suited for use in the ML model.

Analysis of the results for 1H NMR reveals the expected
behavior for the more complex circumstances mentioned above.
In contrast to 13C, there are significant performance losses if other
functionals are used to generate the ML input features. While the
initial RMSD of 0.236 ppm for SR-PBE0/ZORA-def2-TZVP is only
slightly increased to 0.272 ppm for SR-r2SCAN0, the loss is more
drastic for SR-PBE with an RMSD of 0.387 ppm, which is even

higher than the RMSD of ECP-PBE0 (0.341 ppm). Apparently, the
1H nucleus is more prone to differences in the input features and
the variations between data from different functionals is larger
than for 13C NMR. This might, to some extent, originate from the
much smaller typical chemical shift range for 1H NMR (about 0–
12 ppm) for which deviations of a few tenths of ppm are already
substantial. Nonetheless, also for 1H NMR the performance of the
original SR-PBE0 method can be recovered when the model is
trained on the corresponding data. Thus, RMSDs of 0.240, 0.243,
and 0.241 ppm can be achieved for SR-PBE, SR-r2SCAN0, and ECP-
PBE0, respectively. Despite the limited number of investigated
DFT levels of theory, we feel confident that the presented beha-
viour of the DSO-ML method is of general nature, making it a
powerful tool for the low-cost assessment of SO contributions to
computed NMR chemical shifts. Even when the base method SR-
PBE0 cannot be applied, the DSOd values predicted from lower-
level DFT methods are reliable enough for a rough estimation and
can serve as diagnostic tool to detect possible severe SO contribu-
tions and avoid large computational errors.

3.4 Performance for external test systems

To evaluate the DSO-ML method in real-world applications, it
was tested on three different sets that are independent from the

Fig. 7 Correlation plots of a selection of descriptors in the 13C input feature vector as calculated at the PBE0 level with the ECP variant (def2-TZVP) against
the SR-ZORA variant (ZORA-def2-TZVP). (a) d calculated at low-level, (b) average bond order of all bonds of the respective 13C, (c) p-orbital population at the

13C, (d) skew k ¼ 3ðsiso � s22Þ
s33 � s11

(from shielding tensor s), (e) atomic charge of the neighboring HA, (f) p-orbital (valence) population of the neighboring HA.
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data set used for training and testing described herein. These
are the SnS5111 set containing various organotin compounds
and its successor for organolead chemistry115 (Section 3.4.1).
In addition, a new set has been compiled for HALA effects on
13C nuclei comprising experimental 13C NMR chemical
shifts from structures with all 17 heavy elements included in
the training data of the DSO-ML method, which we call 17HAC
(Section 3.4.2). Finally, the particularly difficult example
of a bismabenzene compound is showcased in more detail
(Section 3.4.3).

3.4.1 Performance for organotin and organolead com-
pounds. In comprehensive benchmark studies, we investigated
various DFT methods regarding their ability to predict 119Sn
and 207Pb NMR chemical shifts. Most of the compounds from
these studies were now used to investigate the HALA effect
caused by the presence of Sn/Pb atoms and the predictive
power of the DSO-ML approach on this quantity. For this
purpose, the conformers lowest in Gibbs free energy from both
benchmark sets were recalculated at the reference level of
theory used herein (SO-ZORA-PBE0/TZ2P) for a purely compu-
tational evaluation (for more technical details, see the ESI,†
Section 3.2.1). Thus, a data set containing 817 13C NMR
chemical shifts in Sn-containing compounds and 1415 in Pb-
containing compounds (for 1H NMR: 1170 and 2059, respec-
tively) was analyzed.

The results for 13C NMR are shown in Fig. 8 and segmented
into subgroups of atoms with different distances between the
heavy and the light atom. It is obvious that in both cases
(Sn and Pb), the (virtually costless) DSO-ML prediction helps
to reduce the relativity-related errors drastically. It stands out
that this is especially significant for 13C nuclei directly bound to
the HA, which is the clear strength of the method. In the case of
organolead compounds, this category undergoes the by far
most pronounced HALA effects (RMSD of 29.55 ppm if no SO
contribution is included). For 13C nuclei connected to Pb via
more than one bond, the initial errors are much smaller due to
a notably smaller SO contribution making it more difficult to
cover the effect by the correction method. For a distance of
three or more bonds, DSO-ML does not yield a useful prediction
anymore, which, in practice, would not stand out as the average
SO contribution of this category (MAD of 2.21 ppm) is below the
typical error of DFT in general. The analysis of the organotin
compounds suggests a very similar behavior with the main
difference that the SO contribution form Sn as HA is generally
smaller. Still, the DSO-ML method predicts large SO contribu-
tions reasonably well and also improved the overall statistics,
but the generally smaller DSOd values are lost in the DFT-related
noise sooner.

Similar trends are observed for the 1H NMR data, whereas a
more pronounced HALA effect on nuclei connected to Sn/Pb via
two and three bonds was noticed (see Fig. S9 in the ESI†).
However, the overall SO contributions are again significantly
smaller so that the DSO-ML correction will be less important
than the choice of an appropriate density functional in these
cases. Nevertheless, it succeeds in predicting large SO contribu-
tions in 1H nuclei close to Pb atoms.

3.4.2 Performance on the 17HAC test set. When heavy
elements are involved, it is obvious that any inclusion of SO
contributions to chemical shifts should reduce the deviation to
experimental data. However, we have so far only tested the DSO-
ML approach with respect to theoretical reference data. As it is
important to validate the method against experimental data,
too, a new benchmark set was constructed that consists of 63
mostly organic molecules featuring all 17 HAs (at least three
molecules per heavy element) included in the training data set.
In total, 236 experimental 13C NMR shifts were collected from
nuclei in different distances form the HA and with different
degrees of SO effects to the 13C nucleus (more details are given
in the ESI,† Section 3.2.2). To systematically address all typical
sources of error mentioned in the beginning, the following
workflow was applied for all compounds. First, a conformer
search was performed as described in Section 2.4 to integrate
the conformational flexibility of the systems. The plain DFT
results were then obtained as the Boltzmann-average of the 13C
NMR chemical shifts calculated with PBE0/ZORA-def2-TZVP
with the implicit CPCM solvent model to incorporate solvent
effects. Subsequently, in order to tackle the electron correlation

Fig. 8 Comparison of 13C NMR metrics for the (a) C–Sn and (b) C–Pb test
structures without any SO contribution (PBE0/ZORA-def2-TZVP, full col-
ors) and with the ML-predicted DSOd values (brighter colors). The data is
averaged over 13C nuclei bound to a HA via one (C–HA), two (C–X–HA),
and three or more bonds (C–X–X–HA) and over the full data (all).
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and relativistic effects to the NMR shifts, the DSO-ML and Dcorr-
ML (retrained on low-level PBE0/ZORA-def2-TZVP data) correc-
tions were applied to calculations without a solvent model and
the contributions were added. The last main error source – the
rotational-vibrational effects – are expected to mostly cancel
when chemical shifts are calculated relative to a reference
compound.116 Some exemplary results from this workflow are
shown in Fig. 9 and the final statistics are given in Table 3.

The analysis in Table 3 shows that the two D-ML corrections
tackle different quantities. Upon including the SO effects via
DSO-ML, the RMSD is reduced drastically, because the focus of
the correction lies in detecting large SO-HALA effects which
leads to a clear decrease of the large errors in these cases. On
the other hand, the Dcorr-ML corrects for a rather systematic
correlation-related error which is usually not as large for single
cases, but smaller, yet significant, for the majority of the 13C
nuclei. Therefore, the RMSD is only slightly reduced, but the
MAD is smaller than when only DSO-ML is used. Nevertheless,
the best results are achieved when both corrections are applied,
yielding a roughly halved value for all statistical quantities
(MAD reduced by 50%, RMSD by 55%). Hence, a systematic
treatment of the typical error sources in the computation of
NMR chemical shifts does lead to a systematic decrease of the
deviation to experimental data.

3.4.3 Showcase: bismabenzene. For the majority of the test
cases shown so far, the nuclei (especially 13C) closest to the HA
were affected most by spin–orbit effects. However, the effect is

able to propagate33 and in rare cases, it can even be much larger
for atoms further away. This seems to be the case in bisma-
benzene, where the Bi–13C effect is largest in the para position.
We therefore studied a bismabenzene derivative that could be
synthesized117 in order to test the DSO-ML method for a
representative extreme case with only little similar data avail-
able for training. As before, a conformer ensemble was gener-
ated and refined at the r2SCAN-3c level of theory and solvation
was included applying CPCM (chloroform). The reference SO
contributions are depicted in Fig. 10 and the results are listed
in Table 4.

Most importantly, the extreme DSOd value of the para-13C
needs to be included in order to achieve a qualitative agree-
ment with the experiment (i.e., d(13C,meta) o d(13C,para)).
Furthermore, despite being visibly too low for para-13C, the
predicted DSOd values are in qualitative agreement with the
reference method. Including both ML contributions (SO and
corr) does not recover the correct ordering of the chemical
shifts, but significantly approaches the experimental results. A
similar behavior is observed for 1H NMR with the meta-1H
being affected most. Since a satisfying agreeing is not achieved
even with including both the true SO contribution and the ML-
predicted correlation correction, we attribute the major part of
the remaining error to solvation and dynamic effects. Never-
theless, the example of the bismabenzene compound shows
that the DSO-ML method provides reasonable approximations
to the SO contribution to NMR chemical shifts even in poten-
tially unexpected cases.

Fig. 9 Four example molecules from the 17HAC test set (showing the
lowest-energy conformer) and selected 13C NMR chemical shifts calcu-
lated with the low-level DFT method PBE0/ZORA-def2-TZVP before (SR)
and after addition of the D-ML contributions (SR + ML) and compared to
experimental values.

Table 3 Statistics for the 17HAC benchmark set evaluated with the
baseline PBE0/ZORA-def2-TZVP(CPCM) level (SR) and with systematic
addition of the ML-predicted spin–orbit and/or correlation contributions

Error metric SR +DSO-ML +Dcorr-ML +Both

MAX (o0) �37.32 �15.75 �50.38 �18.47
MAX (40) 112.62 73.11 104.58 61.54
MD 9.99 8.59 6.33 4.94
MAD 11.41 8.93 8.81 5.73
RMSD 20.81 12.48 18.80 9.37

Fig. 10 Lowest conformer of the investigated bismabenzene derivative
and DSOd values given in ppm for the aromatic 13C and 1H nuclei as
calculated at the SO-ZORA-PBE0/TZ2P level of theory (true, black) or
predicted via the DSO-ML method (blue) and Boltzmann-weighted over all
conformers.
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For the lowest-energy conformer of the bismabenzene deri-
vative, timing evaluations were performed at different theory
levels (see Fig. 11). While several hours are required using the
all-electron SR low-level methods (e.g., PBE0/ZORA-def2-TZVP),
the SO reference calculation takes multiple days. In contrast,
the training of the DSO-ML model lasts a few minutes (for ten
training runs for statistical averaging) and the prediction of
DSOd is done in seconds on a usual desktop computer. The
speed advantage of the presented method is thus evident and it
is emphasized that using an ECP-based low-level method has
the potential of an even larger speedup with a comparable
performance of the DSO-ML method.

4 Conclusion

The consideration of relativistic spin–orbit effects for mole-
cules containing heavy atoms is vital for the reliable simulation
of their 13C and 1H NMR spectra. This treatment is computa-
tionally much more demanding than a non-relativistic calcula-
tion and requires non-standard procedures and software,
making it less accessible for non-expert users and unsuitable
for screening purposes. We presented a machine learning
regression-based approach called DSO-ML to approximate the

SO contribution in 13C and 1H NMR chemical shifts. The under-
lying data set contains 6388 structures with 17 of the most
important heavy elements from group 12 to 17 and NMR calcula-
tions at a hybrid DFT level including SO-relativistic treatment via
the ZORA technique for 38 740 13C and 64 436 1H NMR chemical
shifts. Moreover, the data set can easily be extended by including
more diverse structures, e.g., with total charges or further heavy
atoms. We showed that the method recovers about 85% of the SO
contribution for 13C (70% for 1H) on the test data subset. It is
further transferable for use with other density functionals than
the base method PBE0 and other approaches for including scalar-
relativistic effects, such as ECPs. Since the SO contribution DSOd
depends only slightly on the DFA and basis set as shown for heavy
atom methyl compounds, the generalizability of the DSO-ML
method renders it broadly applicable for a wide range of DFT
methods with a fairly good accuracy even without retraining the
model for other low-level methods. In principle, it is not even
limited to DFT, but only needs a method that can provide the
required input features. This might be correlated methods such as
coupled cluster or semiempirical approaches. Predicting DSOd is
done in a few seconds and only requires the converged low-level
NMR shielding calculation and the pre-trained ML model, making
it superior to other low-cost methods such as linear regression
techniques, that are only applicable to special problems.

Off its training and test data set, the method proved powerful
for the prediction of SO contributions caused by nearby Sn and Pb
atoms in realistic systems. Moreover, a workflow that system-
atically addresses all main error sources in NMR parameter
computation significantly reduces the deviations to experimental
data throughout all 17 HAs resulting in an average error reduction
by about 50% when both the DSO- and Dcorr-ML corrections are
applied. If the computational resources allow an explicit treat-
ment of the SO-relativistic effects, the DSO-ML method can func-
tion as a diagnostic prescreening tool to identify systems with
potentially large SO contributions that are subsequently treated
on a higher level of theory only if necessary. The potential fields of
application of the DSO-ML method lie in high-throughput work-
flows such as structure assignment methods that can be improved
when a higher level of theory is used118 and as an additional
ingredient in low-cost composite method approaches that rarely
include any relativistic treatment.119 To conclude, the new DSO-ML
method is able to robustly predict SO contributions to NMR
chemical shifts for large systems and delivers its full potential
when used together with the Dcorr-ML correction in low-cost NMR
prediction schemes.

Data availability statement

The implementation of the DSO-ML and Dcorr-ML methods as
well as the associated data sets can be found at https://github.
com/grimme-lab/ml4nmr.
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Table 4 Chemical shift data for the investigated bismabenzene derivative
calculated with the low-level method (SR-PBE0/ZORA-def2-TZVP) and
the spin–orbit (SO) and correlation (corr) contributions resulting in total
values with both contributions predicted with ML (ML/ML) or using the true
SO contribution (true/ML). All chemical shift values are Boltzmann-
averaged and include a solvation contribution from CPCM

13C 1H

ortho meta para meta para

Low-level 241.5 147.3 121.9 8.93 7.57
DSOd (ML) +7.5 +2.5 +18.8 +1.25 +0.24
DSOd (true) +4.0 +0.8 +36.5 +3.17 +0.53
Dcorrd (ML) �13.7 �2.9 �4.4 �0.25 �0.15
Total (ML/ML) 235.2 147.0 136.3 9.93 7.66
Total (true/ML) 231.8 145.2 153.9 11.85 7.95
Experiment 222.4 136.5 153.5 11.62 7.68

Fig. 11 Timings for NMR shielding calculations of the bismabenzene
derivative at different DFT levels (ORCA) compared with SR and SO
calculations (ADF) and the time required by the DSO-ML model. Calcula-
tions were performed in parallel on four cores of an Intel Xeon CPU E3-
1270 v5 @ 3.60 GHz. Values in hours:min; the ML evaluations were
performed on a usual desktop PC.
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