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Combination of explainable machine learning and
conceptual density functional theory: applications
for the study of key solvation mechanisms†

I-Ting Ho,a Milena Matysik,b Liliana Montano Herrera,c Jiyoung Yang,d

Ralph Joachim Guderlei,b Michael Laussegger,e Bernhard Schrantz,e

Regine Hammer,f Ramón Alain Miranda-Quintana g and Jens Smiatek *hi

We present explainable machine learning approaches for the accurate prediction and understanding of

solvation free energies, enthalpies, and entropies for different salts in various protic and aprotic solvents. As

key input features, we use fundamental contributions from the conceptual density functional theory (DFT) of

solutions. The most accurate models with the highest prediction accuracy for the experimental validation

data set are decision tree-based approaches such as extreme gradient boosting and extra trees, which

highlight the non-linear influence of feature values on target predictions. The detailed assessment of the

importance of features in terms of Gini importance criteria as well as Shapley Additive Explanations (SHAP)

and permutation and reduction approaches underlines the prominent role of anion and cation solvation

effects in combination with fundamental electronic properties of the solvents. These results are reasonably

consistent with previous assumptions and provide a solid rationale for more recent theoretical approaches.

1 Introduction

In recent years there has been a slight change in the use of
machine learning methods. In particular, new feature importance
methods for the analysis of models were developed in order to
generate a deeper understanding of the underlying contributions
and correlations between feature and target values.1 The aim of
this effort was to make the black box models and the underlying
decision criteria or weighting factors more understandable in

terms of ‘explainable machine learning’ or ‘interpretable
machine learning’ concepts.1–10 In more detail, explainable
machine learning does not focus on the data analysis or the
improvement of the predictions, but rather puts the analysis of
the corresponding models into the foreground.4,5 Thus, the
outcomes of the models become more interpretable and under-
standable, such that the resulting predictions of target values
can be rationalized by solid arguments and a deeper knowledge
of hidden correlations and patterns is achieved.

The detailed analysis of data fitting approaches is not new
and was already discussed in the context of multifactorial linear
regression methods4 and the more advanced analysis of complex
parametric models in terms of global sensitivity analysis.11 Recent
examples of analysis algorithms include Shapley additive explana-
tions (SHAP),12 local interpretable model-agnostic interpretations
(LIME)12,13 or the ‘explain like I am 5’ (ELI5) approach which can
be regarded as a feature reduction and permutation method.14

Thus, as was shown in previous examples, the model-agnostic
interpretation of feature importances provide deeper insights into
the governing correlations.1–10 Notably, these concepts were applied
for a broad range of problems,1 but their use for chemistry and
physics-related topics is rather scarce. This is even more surprising
as a lot of non-linear correlations in nature are still not fully
understood, such that machine learning was discussed as a promis-
ing tool for the detection of hidden patterns and interactions.15–17

A valuable application of explainable machine learning is in
particular the study of interactions in solutions. Despite the
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easily observable effects, most prominent but still often dis-
cussed mechanisms include the solvation of ions, solute–solvent
interactions, properties of complex mixtures and co-solute and
specific ion effects among others.18–28 It was often argued that
the complexity of interactions hampers a consistent theoretical
description such that only approximate solutions can be
introduced.19,20,27,29–31 In recent articles, we developed a con-
ceptual density functional theory (DFT) of solutions32–34 which
focuses on the electronic properties of species in order to
rationalize specific ion effects,33 ion pair stabilities,27,34 calcula-
tion of donor numbers,35 beneficial combinations of solvent–ion
pairs for battery applications28 and the influence of co-solutes
and ions on the stability of macromolecules.26 In addition to
electronic properties and expressions for energy changes, further
chemical reactivity descriptors including the chemical hardness,
the electronegativity and electrophilicity were also introduced.
The corresponding descriptors already gained their merits in the
explanation, evaluation and understanding of various chemical
reaction principles.36–44 In a previous article, various descriptors
from conceptual DFT in combination with experimental para-
meters were also used for the prediction of solvation energies by
artificial neural networks.45 Notably, the previous study mainly
focused on high predictive accuracies such that explainable
machine learning concepts in accordance with feature analysis
were ignored.

In this article, we evaluate various machine learning methods
for the prediction of free solvation energies, solvation enthalpies
and solvation entropies of distinct ion pairs in various solvents.
The corresponding feature contributions for the machine learning
models are limited to electronic properties and expressions from
the conceptual DFT approach for solutions. The results of the best
models achieve a rather high predictive accuracy for the experi-
mental validation set which provides an in-depth analysis of
feature importances in terms of SHAP, Gini importance criteria
and ELI5 values. As main outcomes, the obtained results for the
most important features underline recent theoretical descriptions
and highlight the validity of the conceptual DFT approach.

The article is organized as follows. The theoretical back-
ground for the conceptual DFT approach in addition to basic
remarks on SHAP, ELI5 and Gini importance criteria are pre-
sented in the next section. The computational details as well as
properties of the training and validation data set are discussed
in Section 3. All results will be presented and discussed in
Section 4. We conclude and summarize in the last section.

2 Theoretical background

In this section, we summarize main concepts from the conceptual
DFT of solutions. The reader is referred to ref. 27, 28 and 32–35 for
more details. In addition, we discuss the main ideas of SHAP and
ELI5 values in combination with Gini importance criteria.

2.1 Conceptual DFT of solutions

2.1.1 Chemical reactivity indices. As most fundamental
relation,39,41,42,46–48 the electronic chemical potential m of an

atom or molecule can be expressed as the derivative of the total
electronic energy E under a constant nuclear or external
potential n(r) in accordance with

m ¼ �w ¼ @E

@N

� �
nðrÞ
; (1)

where N denotes the number of electrons and w the electro-
negativity.37,39,44,46,49 The electronegativity can be regarded as
an estimate for the Lewis acidity or basicity of species32 and it
was recently discussed that the electronegativity of the solvent
as reference value plays a decisive role for electronegativity-
driven ion-pairing effects in solution.34

As a prerequisite for chemical reactions, the energy change
of isolated molecules upon electronic perturbation can be
written as a truncated Taylor series according to

DE ¼ @E

@N

� �
nðrÞ

DN þ 1

2

@2E

@N2

� �
nðrÞ

DN2 ¼ �wDN þ 1

2
ZDN2 (2)

where the chemical hardness Z is introduced as37–39,44

Z ¼ @2E

@N2

� �
nðrÞ
¼ @m

@N

� �
nðrÞ
¼ � @w

@N

� �
nðrÞ

(3)

which can be regarded as the resistance of the molecule against
electronic variation and deformation. It was already discussed hat
the chemical hardness can also be regarded as an inverse
polarizability a in accordance with Z B 1/a.37 The values for the
chemical hardness and the electronegativity can be approximated
by38,41,44,49–53

w ¼ 1

2
ðI þ AÞ ¼ �1

2
EHOMO þ ELUMOð Þ (4)

and

Z C I � A = ELUMO � EHOMO, (5)

where I = �EHOMO and A = �ELUMO denote the vertical ioniza-
tion potential and the vertical electron affinity, and EHOMO and
ELUMO the respective values for the energies associated with the
highest occupied molecular orbital (EHOMO) and the lowest
unoccupied molecular orbital (ELUMO), respectively. The bene-
fits of using these chemical reactivity indices for the calculation
of reaction energies or the study of chemical were outlined in
more detail in previous publications.27,32,34,41,43,48,54

2.1.2 Solvation mechanisms. In recent articles, it was dis-
cussed that the energy change of any chemical equilibrium
reaction of two species AS and BS in solution which results in
the product (A�B)S according to

AS + BS " (A�B)S (R1)

can be calculated as the sum of the individual half-reaction
energies.26,28,32–34 The half-reaction energy associated with the
right hand side of (R1) is usually expressed as DEAB while the
individual half-reaction energies for the solvation of the indi-
vidual components are denoted by DEAS and DEBS, respectively.
In recent papers,41–43,55 it was discussed that the half-reaction
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energy between components X and Y can be written as

DEXY ¼ �
1

2

ðwX � wY Þ2
ZX þ ZY

� �
; (6)

such that the full reaction energy can be written as DDEsol =
DEAB � DEAS � DEBS.26 Hence, it follows for the chemical
equilibrium reaction in (R1) that the reaction energy for solva-
tion can be computed as

DDEsol ¼ �
1

2

ðwA � wBÞ2
ZA þ ZB

� �
� ðwA � wSÞ2

ZA þ ZS

� �
� ðwB � wSÞ2

ZB þ ZS

� �� �

(7)

where wS and ZS denote the electronegativity and the chemical
hardness of the solvent molecules.26,28,32–34 It has to be noted that
the previous equation is broadly applicable, but relies on certain
crucial approximations.32 Recent articles already introduced some
correction factors for chemical hardnesses and electronegativities
in solution with a focus on higher accuracies.56 However, for our
purposes in combination with highly predictive machine learning
approaches, it is sufficient to use the straightforward simple form
(eqn (6)).

2.2 Explainable machine learning

SHAP value analysis as introduced by Lundberg and Lee12

closely relies on Shapley values as known from game theory.57

In short, Shapley values aim to find a solution on how to
distribute the gain or pay-out of a game equally among the
players.1 In this context, the main purpose of SHAP analysis is
to rationalize a specific value by computing the contribution of
each feature to the prediction. The feature values of a data
instance can be interpreted as players in a coalition game. In
more detail, SHAP values can be written as

gðz0Þ ¼ f0 þ
XM
j¼1

fjz
0
j (8)

where g is the validated machine learning model, z0 A {0,1}M is
the coalition vector, M is the maximum coalition size and fj 2
R is the SHAP value.1 Hence, it can be concluded that features
with large fj values are more important than others. Global
SHAP feature importance analysis follows the relation

Ij ¼
1

Nf

XNf

i¼1
jfj j (9)

where Nf denotes the number of considered features. The
respective features can be ranked by the importance Ij of
contributions.

The Gini importance value is a statistical measure to estimate
the inequality of a distribution. The concept is widely applied for
decision-tree based machine learning approaches. Here, the Gini
coefficient estimates the weighted amount of a feature by the
number of samples used to split a node into different trees.58 It
typically takes values between 0 and 1, so a value of 1 can be
interpreted as only one corresponding feature being important
for all splits in the decision tree.

ELI5 can be considered as a feature reduction and permuta-
tion method.14 Thus, the validated model is iteratively reduced
in terms of the individual features and the predictive accuracy
is computed. With regard to this approach, one can identify the
most important features from a gobal analysis point of view.

3 Numerical and experimental details
3.1 Data sets and considered features

As input training and validation data, we use already published
literature and computational results for various ion pairs in
distinct protic and aprotic solvents. The corresponding experi-
mental values19,59,60 for the free solvation energies, enthalpies
and entropies are used as target values for the machine learning
models. The corresponding values of solvents and ions were
already published in ref. 33. The training and validation data
set59 consisted of 209 entries including different combinations
of alkali and halide ions, perchlorate anions, formate (methanoate)
anions, methylammonium and ethylammonium in combination
with the corresponding solvents dimethyl formamide (DMF),
dimethyl sulfoxide (DMSO), ethanol (EtOH), formamide (FA),
acetonitrile (MeCN), methanol (MeOH), propylene carbonate
(PC) and water. A detailed list of all values and entries can be
found in ref. 45. As main features, we used the electronic
properties as well as expressions from the conceptual DFT
approach. Here, we mainly rely on the computed half-reaction
energies (eqn (6)) between the cations and the solvent DECS,
between the anions and the solvent DEAS and between the
cations and the anions DECA as well as the difference in the
cation and anion solvation energies DDEASCS = DEAS � DECS,
the sum of the cation and anion solvation energies SDEASCS =
DEAS + DECS and the corresponding solvation energies in
accordance with eqn (7). In addition, we computed the HOMO
and LUMO energies as well as the electronegativities and
chemical hardnesses of all considered species. Explainable
machine learning as well as Gini importance criteria are
intended to shed more light on the underlying feature impor-
tances. With these approaches, it is usually intended to trans-
form black box models into white box models with known
feature-target correlations. In fact, feature pre-selection is
usually avoided for these reasons, such that only the model
output values are studied and analyzed on their main contribu-
tions. In consequence, feature importance analysis is usually
performed a posteriori. Therefore, all models trained for dif-
ferent target values are grounded on the same features and an
identical training data set. Herewith, we are able to evaluate the
feature importances without any hidden knowledge.

Thus, we took all chemical reactivity descriptors and derived
values as features from the conceptual density functional
theory of solutions into consideration.27 In addition, using
the differences in the cation- and anion solvation energies as
features is motivated by recent experimental studies on the law
of matching solvent affinities.24 Such an approach allows us to
predict the corresponding free energies, enthalpies and entropies
for new solvent-salt combinations even without any experimental
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values and a priori knowledge. All values can be computed from
standard DFT calculations, such that our approach is also broadly
applicable for the identification of beneficial new solvent–salt
cominations. In consequence, we chose these features according
to our theoretical models of charge transfer and solvation, since
we have provided ample evidence that these quantities can be
used to rationalize solvation processes.27 The corresponding
correlation coefficients between the individual features are shown
in the ESI.†

3.2 Quantum chemical calculations

The values for the electronegativity, the chemical hardness, the
frontier molecular orbital energies and the reaction energies
were computed by standard DFT calculations for isolated and
geometry-optimized species in the gas phase with the software
package Orca 4.0.0.2.61,62 The individual molecular and ionic
species were optimized at the DFT level of theory using the
B3LYP functional63 in combination with the def2-TZVP64 basis
set as used in previous publications.32,33 All calculations uti-
lized an atom-pairwise dispersion correction with the Becke–
Johnson damping scheme.65,66

3.3 Machine learning

As computational regression approaches, we used standard
linear regression (LR), linear ridge regression (RID),67 linear
Lasso regression (LAS),68 least-angle regression (LARS),69 Bayesian
ridge regression (BRID),70 passive-agressive regression (PAR),71

elastic nets (ELN),72 partial-least squares regression of second
order (PLS2),73 random forests (RF),74 extra trees (ET),75 support
vector machines (SVM),76 gradient boosting (GB) and extreme
gradient boosting (XGB),77–79 Gaussian process regression
(GP),80,81 Adaboost regression (ADA),82 bagging regression
(BAG),83 histogram gradient boosting (HGB)84 and decision trees
(DT).85,86 The source code was written in Python 3.9.187 in
combination with the modules NumPy 1.19.5,88 scikit-learn
1.0.1,89 XGBoost 1.6.0,90 Pandas 1.2.191 and SHAP 0.40.0.12 If
not noted otherwise, all methods were used with default values.

4 Results
4.1 Accuracy of model predictions

We start this section with an evaluation of the model accuracy
for the DGsol, DHsol and DSsol predictions. For this purpose, we
performed a leave-one-out validation approach for all permuta-
tions of the training data set and calculated the mean value of
the RMSE for all predictions.92 The corresponding results are
shown in Fig. 1. The mean RMSE values across all models are
RMSE = (11.50 � 4.51) kJ mol�1 for DGsol, RMSE = (9.79 � 3.50)
kJ mol�1 for DHsol and RMSE = (35.18 � 21.43) J K�1 mol�1 for
DSsol. For the purpose of a better comparability, we introduce
the normalized RMSE (nRMSE) value according to

nRMSE ¼ RMSE

s
(10)

where s denotes the corresponding standard deviation of all
free solvation energies, enthalpies and entropies from the

experimental data set. In terms of a mean value over all models,
the corresponding values are nRMSE = 0.46 � 0.18 for DGsol,
nRMSE = 0.35 � 0.13 for DHsol and nRMSE = 0.52 � 0.31 for
DSsol. With regard to these values, it can clearly be seen that the
overall model accuracy is highest for the prediction of DHsol

values. Such findings can be rationalized by the underlying
assumption of the conceptual DFT approach which mainly
focuses on the calculation of conservative interactions and
ignores all temperature- and bulk solution-related effects.
Notably, the models with the highest predictive accuracy are
decision-tree based approaches like XGB and ET. Moreover, one

Fig. 1 Root-mean-squared error (RMSE) of predicted DGsol (top panel),
DHsol (middle panel) and DSsol (bottom panel) after a leave-one-out (LOO)
permutation approach for each data point in accordance with different
machine learning methods.
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can observe a significant gap of RMSE values in Fig. 1 between
kernel-based and decision-tree based models for all thermo-
dynamic predictions. In more detail, one can notice that DT,
ADA, RF, ET, BAG, HGB, GB and XGB models show the highest
predictive accuracy. In consequence, the extreme gradient
boosting model (XGB) shows the highest accuracy of predic-
tions for DGsol and DHsol while the extra trees (ET) approach
provides the most accurate model for the solvation entropy
predictions.

Potential reasons for this observation were recently dis-
cussed in ref. 93. In more detail, decision-tree based models
do not overly smooth the solution in terms of predicted target
values. Most other machine learning models such as artificial
neural networks (ANNs) transform the training data by smoothing
the output with a kernel function like a Gaussian kernel for
varying length-scale values. This reduces the impact of irregular
patterns for the accurate learning of the predictive function. For
small length scales, smoothing the target function on the training
set significantly reduces the accuracy of tree-based models but
hardly impacts that of ANNs. Moreover, it was shown that unin-
formative features do not affect the performance metrics of
decision-tree based models as much as for other machine learn-
ing approaches. In terms of such findings, it becomes clear that
decision-tree based models often outperform kernel-based
approaches in terms of predictive accuracies.

The detailed predictions in terms of the best model are
shown in Fig. 2. For all predictions, one can observe a max-
imum nRMSE value of 0.22 which demonstrates the high
accuracy of all models. Most of the predicted values are located
within one s, such that one can notice only one outlier value
related to DGsol with an RMSE 4 2s.

In more detail, all larger nRMSE deviations with nRMSE 4
1.2 for DGsol can be attributed to LiBr in PC (nRMSE = 1.50),
LiCl in water (nRMSE = 1.65), LiI in PC (nRMSE = 1.28), CsF in
methanol (nRMSE = 1.21) and LiF in methanol (nRMSE = 2.22).
Thus, it can be concluded that predictions for highly polar
solvents including the ions Li+ and F� are more challenging
when compared to other combinations of species. Comparable
conclusions can also be drawn for some outliers related to
DHsol predictions. The two outliers with nRMSE 4 1.2 can be
attributed to LiI in acetonitrile (nRMSE = 1.25) and LiCl in
PC (nRMSE = 1.56). With regard to these slight deviations, it
was already discussed that fluoride and lithium ions differ from
simple charge transfer assumptions which can be rationalized
by the small size of the ions and the resulting low
polarizability.33

Based on these values, one can conclude that the chosen
features from our conceptual DFT approach allow us to predict
key thermodynamic values with reasonable accuracy. Note-
worthy, the highest accuracy is achieved for the ET model
and the corresponding predictions for the solvation entropy.
Such findings become even more important with regard to the
fact that the conceptual DFT approach for solutions ignores all
solution, bulk thermodynamic and multicomponent effects.
For a more detailed understanding, we evaluated the individual
models in terms of their feature importances.

4.2 Explainable machine learning: feature importances

For an analysis of feature importances, we chose the best
models with the highest predictive accuracies shown in Fig. 2
and computed the respective Gini importance values. The
corresponding results are shown in Fig. 3. As can be seen,
predictions of the XGB model for DGsol and DSsol are strongly
dominated by DDEASCS with Gini values larger than 0.35. A
significant drop of feature importances can be observed for the
second and third most important features DECS and SDEASCS

for DHsol and DECS and ELUMO
sol for DHsol. The importance of

further features for predictions of DHsol is nearly negligible

Fig. 2 Goodness of fit plots for predicted and experimental values
(subscript EXP): XGB model for DGsol (top), XGB model for DHsol (middle)
and ET model for DSsol (bottom). The straight black lines highlight a full
coincidence.
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while DDEsol and DEAS slightly affect the predictions for DGsol.
In contrast to the XGB models, the dominance of only one
feature for predictions of DSsol with the ET model is less
pronounced. As becomes obvious, the most important features
are ZS, followed by ES

HOMO and wS. When compared to the
feature importances of DGsol and DHsol, it is evident that
predictions for the solvation entropy rely on a broader number
of important features. Such findings provide a rationale for the
higher accuracy of the ET model, so that a larger number of
relevant features also enables more robust predictions.

Corresponding conclusions can also be drawn for the net
SHAP values as shown in Fig. 4. The features with the highest
SHAP values and thus the highest importance are identical with
the Gini importance criteria for all three models. Notably, one
can observe slight differences in the ordering of the remaining
features. In more detail, the frontier molecular orbitals are
located at the second and third rank for the predictions of
DGsol, while ES

HOMO also becomes important with regard to the
predictions for DHsol. In addition to the net SHAP and the Gini
importance values, the corresponding ELI5 importance values
are presented in Table 1. As can be seen, the most important
features like DDEASCS for predictions of DGsol and DHsol and ZS

for predictions of DSsol are identical for all analysis methods.
Slight differences can be observed for the remaining features.
With regard to the rather low Gini, SHAP and ELI5 values for
these features and the dominance of the most important
feature, the slight discrepancies in terms of different ranking
positions become understandable. Hence, clear conclusions on
the importance can only be drawn for the most important
features. Whereas the comparison between SHAP, ELI5 and
Gini values allows us to estimate the net influence of features,
the detailed evaluation of SHAP values as shown in Fig. 5 also
provides the identification of the functional correlations.

With regard to the predictions of DGsol for the XGB model, it
can be seen that high values of DDEASCS are correlated with
negative SHAP values and vice versa. Hence, it can be concluded
that high DDEASCS values have a strong positive impact on
model predictions. The correlations between high and low
values of ES

HOMO and ES
LUMO with negative and positive SHAP

values are less obvious. For high values of these features, one
can observe at least a clear separation between positive and
negative SHAP values. In addition, the values for the solvation
energy show a reasonable positive correlation, such that high
values are correlated with positive SHAP values and vice versa.
This correlation is not surprising, as the solvation energy was
introduced with the main intention to compute thermo-
dynamic solvation energies.

A comparable outcome in terms of antilinear correlations
for DDEASCS can also be observed for the model predictions
of DHsol. Moreovoer, one can observe that SDEASCS shows a
positive correlation between high values and positive SHAP
values. The remaining features show a rather ambiguous
correlation. Also the SHAP values for the model predictions of
DSsol show no clear trends. However, it has to be noted that
high values of wS lead to negative SHAP values and thus lower
values of DSsol. Corresponding clear correlations can also be
seen for ES

LUMO, where low values lead to negative SHAP values.
Notably, the most important feature ZS shows a rather ambig-
uous distribution of low and high values in terms of corres-
ponding SHAP values. As can be seen, the standard deviations
for all features in terms of the corresponding SHAP values are
significantly broader when compared to the other models. The
individual interpretation of these contributions is discussed in
the next subsection.

Furthermore, we performed additional calculations for the
same training data and models but with reduced feature sets.

Fig. 3 Gini feature importance values from the best models with the
highest predictive accuracy. Top: Gini feature importance analysis of the
XGB model for the prediction of DGsol. Middle: Gini feature importance
analysis of the XGB model for the prediction of DHsol. Bottom: Gini feature
importance analysis of the ET model for the prediction of DSsol.
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In more detail, we ignored the most important feature from the
SHAP analysis for all considered models. The corresponding
results are shown in the ESI.† As can be seen, the predictions
for the reduced models slightly change. For the free energy of
solvation it becomes clear that the prediction accuracy
decreases slightly. In addition, the most important feature is
now the cation–solvent solvation energy. This finding is valid
for all three reduced models and accordingly for the predictions
for the solvation free energy, enthalpy, and entropy, and can be
explained by the large energetic differences between the solvent
and the cation. Accordingly, the solvation energies of these
species dominate the feature set. Only for the predictions of the
free enthalpy a slight increase in the prediction accuracy after
reduction of the feature set can be observed, while the results
for the free entropy of solvation show a lower prediction
accuracy. Therefore, one cannot conclude that by ignoring the
most important feature, the second most important feature
automatically becomes dominant. In addition, it can be seen
that reducing the feature space for the most important contri-
butor most often decreases the prediction accuracy. Since one is
usually not aware of the relevant characteristics beforehand,
such a manual check is definitely not useful, as it introduces a
bias. Accordingly, these feature set results highlight the non-
linear correlations between the input features and the output
target values.

4.3 Interpretation of feature importances

As outlined in the previous subsection, the predictions for the
free solvation energy and solvation enthalpy are dominated by a
few features while the entropy predictions rely on different
pillars. With regard to the individual DGsol and DHsol model
predictions, it becomes obvious that both models are strongly
dominated by DEASCS. A recent publication34 discusses the
importance of this parameter with regard to thermodynamic

Table 1 ELI5 values for the corresponding features in the XGB models for
DGsol, DHsol and the ET model for DSsol. The numbers in the brackets
highlight the positions of the features in the corresponding importance
ranking

Feature XGB DGsol XGB DHsol ET DSsol

DDEASCS 0.3852 (1) 0.4709 (1) 0.0189 (13)
ES

LUMO 0.1629 (2) 0.0226 (10) 0.0896 (4)
ES

HOMO 0.1320 (3) 0.0681 (4) 0.1698 (2)
DECA 0.0771 (4) 0.0183 (12) 0.0490 (6)
EA

LUMO 0.0633 (5) 0.0599 (6) 0.0117 (17)
DDEsol 0.0553 (6) 0.0287 (9) 0.0430 (7)
DEAS 0.0378 (7) 0.0353 (8) 0.0297 (9)
EC

LUMO 0.0265 (8) 0.0669 (5) 0.0266 (11)
SDEASCS 0.0174 (9) 0.0794 (3) 0.0619 (5)
ZA 0.0166 (10) 0.0909 (2) 0.0056 (18)
EA

HOMO 0.0152 (11) 0.0378 (7) 0.0170 (15)
DECS 0.0073 (12) 0.0198 (11) 0.0401 (8)
EC

HOMO 0.0034 (13) 0.0013 (13) 0.0181 (14)
wA 0 (14) 0 (14) 0.0154 (16)
ZS 0 (15) 0 (15) 0.1998 (1)
wC 0 (16) 0 (16) 0.0271 (10)
ZC 0 (17) 0 (17) 0.0235 (12)
wS 0 (18) 0 (18) 0.1532 (3)

Fig. 4 Mean SHAP values for features of the best models. Top: SHAP
values for the prediction of DGsol (XGB). Bottom: SHAP values for
the prediction of DHsol (XGB). Bottom: SHAP values for the prediction of
DSsol (ET).
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principles in the context of specific ion effects and volcano
plots.59 In more detail, it was shown for the ‘law of matching
solvent affinities’22,24 that species with vanishing DEASCS reveal
a strong ion pairing tendency as underlined by positive DHsol

values. Such experimental findings can be understood in terms
of the ’strong and weak acids and bases’ (SWAB) principle,33

which states that ions with comparable electronegativity differ-
ences show vanishing DEASCS values. In consequence, the
dominance of this feature in the model predictions for DGsol

and DHsol is a direct consequence of the underlying specific ion
effects and the validity of the conceptual DFT approach for
solutions.28,34 Moreover, the lower importance of DDEsol and
DECA can be rationalized by the complex nature of ion pairs.
In contrast to covalently bound products, ion pairs show a
range of different conformations. One can distinguish between
direct contact ion pairs, solvent-shared ion pairs, solvent-
mediated ion pairs and ion aggregates.18 The corresponding
binding energies associated with the individual states often
differ significantly. Hence, depending on the ion species in
combination with the chosen solvent, it is often not clear which
ion pairing state dominates. Thus, the exact values for the
solvation energy as well as the ion binding energy are often not
that well defined, such that the features representing these
energies show a lower importance on the model outcomes.

Further conclusions can also be drawn for the importance of
ES

HOMO and ES
LUMO in terms of predictions for DGsol. Notably, the

corresponding frontier molecular orbital energies can be inter-
preted as vertical electron affinity and ionization potential of
solvent molecules which thus point to charge redistribution
effects upon interaction.37 As was recently discussed,32,34

charge transfer is an essential contribution to solvation inter-
actions and the formation of solvation bonds. In consequence,
the HOMO and LUMO energies are pointing to the importance
of the electronic solvation properties for solvents as also dis-
cussed in the context of donor and acceptor numbers.20,28,32

Based on these findings, we conclude that the predictions for
the free solvation energy and enthalpy are highly dominated
by the electronic properties of the solvent. Such assumptions
were already discussed in the conceptual DFT approach for
solutions26 and the corresponding results of our analysis fully
validate this concept. Despite the fact that conceptual DFT
calculations show some slight deviations to experimental
results due to crucial approximations, we showed that the
underlying framework reflects a reasonable qualitative agree-
ment in terms of highly accurate model predictions in combi-
nation with the corresponding feature analysis.

A slightly different conclusion can be drawn for the model
analysis of solvation entropy predictions. The high accuracy of
the predictions is remarkable with regard to the fact that only
the electronic properties of the molecules in combination with
solvation energies are taken into consideration. Hence, further
potentially important features reflecting bulk thermodynamic
properties, the composition of the solution as well as environ-
mental factors like temperature and pressure are not consid-
ered in our models. As can be seen, the most important features
ZS, ES

HOMO and wS for the model predictions are strongly related

Fig. 5 Detailed SHAP values with high (red) and low (blue) feature values
for all features in the best models. Top: SHAP values for the XGB model
for the prediction of DGsol. Bottom: SHAP values for the XGB model for
the prediction of DHsol. Bottom: SHAP values for the ET model for the
prediction of DSsol.
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to the electronic properties of the solvent molecules. Notably,
solvation entropies are crucially dominated by the local
arrangement of the species in the solution in combination with
kinetic restrictions.19 As already discussed, the chemical hardness
of the solvent as the most relevant feature is an inverse measure
for the polarizability a. It was recently shown that larger molecules
usually reveal lower chemical hardnesses and thus higher
polarizabilities.27 One can thus assume that the importance of
this feature for the model predictions points to the impact of
the size and strength of molecular interactions between the solute
species and the solvent molecules. Hence, it can be assumed that
the thermodynamic solvation entropy is crucially affected by the
electronic properties of the solvent molecules. As already known,
molecules with varying polarizabilities differ in their position
and their orientation around solute species.26 In addition, it was
shown that the polarizabilities also affect the dipole moment
which thus influences the orientation of the solvent molecules
around the solute species. Furthermore, the influence of the
solvent HOMO energy ES

HOMO can also be interpreted as an
influence of the ionization potential, whereby this feature
describes the electron donating properties of the solvent. As
already shown in earlier publications,32,35 this behavior can also
be classified by the donor numbers, which allow the binding
energies of the solvent to be estimated accordingly. In conse-
quence, different binding strengths can also be translated into
different flexible local orientations of the solvent molecules
around the solute species as well as differences in the dynamic
binding times. Comparable conclusions can also be drawn for the
electronegativity wS, which estimates the Lewis acidity or basicity
of the solvent molecules. With regard to previous discussions,34

it can be concluded that these properties of the solvent play an
important role for certain SWAB principles and thus provide an
estimate for the strength of cation–anion interactions as well as
the individual solvation energies between the solvent molecules
and the ions. Notably, it was proven94 that the HSAB principle can
be derived from the ‘‘|Dm| big is good’’ (DMB) rule. In a recent
paper, we were also able to show that the SWAB principles can be
derived from the DMB condition.95 Hence, one can conclude that
the SWAB and the HSAB principles are closely connected to the
DMB condition which is known as a cardinal reactivity principle.
In summary, it can be concluded that the electronic properties of
the solvent molecules as well as their polarizability play an
important role for the resulting entropy values in terms of distinct
ion pair solvent combinations.

5 Summary and conclusion

In this article, we combined conceptual DFT with explainable
machine learning approaches for highly accurate model pre-
dictions of certain thermodynamic solvation parameters in
combination with the analysis of feature importances. The
results of our calculations showed a high accuracy for the
prediction of the free solvation energy, the solvation enthalpy
and the solvation entropy. The corresponding correlation coef-
ficients between predicted and experimental validation values

are for the best models higher than R2 = 0.86 with a maximum
nRMSD of 0.22. Notably, the most accurate predictions were
obtained for decision-tree based models which shows the
highly non-linear contribution of different features on the
solvation thermodynamics. Notable deviations from the experi-
mental values were only observed for Li+ ions in combination
with highly polar solvents. It was recently discussed that
lithium ions behave differently when compared to all the other
alkali ions which rationalizes these findings.96

The high accuracy of the machine learning methods allowed
us to shed light on the most important features. The corres-
ponding results for the free solvation energy and enthalpy
highlighted a prominent influence of the differences in the
solvation energies for the cations and the anions. These findings
are in reasonable agreement with recent discussions in terms of
the ‘law of matching solvent affinities’.23,24 This concept can be
generalized to the SWAB principle, which states that ions with
comparable electronegativity differences to the solvent form the
strongest ion pairs with the highest solvation enthalpies.32–34

Thus, one can directly conclude from our feature analysis that
this principle governs the solvation of ion pairs in solution as the
most important parameter. Moreover, we have shown that the
ionization potential and the electron affinity of the solvent
further dominate the solvation enthalpies and energies. Such
results can be brought into relation with recent discussions
about solvent influences and the role of donor and acceptor
numbers which further provide the identification of reasonable
solvent–ion combinations.28,32

Finally, it should be noted that even entropies of solvation
can be predicted with high accuracy in terms of the conceptual
DFT approach. In more detail, solvation entropies are bulk
thermodynamic properties which rely on the composition,
orientation and dynamics of the species in solution. Our
explainable machine learning approach unraveled the reasons
for the high accuracy of the predictions. In more detail, the
chemical hardness, the HOMO energy as well as the electro-
negativity of the solvent play a key role. The chemical hardness
can be interpreted as an inverse polarizability which can be
attributed to the molecular size of the solvent species. It was
discussed that differences in the solvent molecular size and
shape crucially affect the solution entropies.19 Corresponding
conclusions are also valid for all electron-donating or accepting
properties of solvents in terms of electronegativity values. The
pronounced importance of these effects highlights the crucial role
of local intermolecular interactions in terms of charge transfer
mechanisms. The outcomes of our explainable machine learning
analysis thus validate recent theoretical assumptions.26–28,32–35

Our results show that explainable machine learning
approaches in combination with theoretical frameworks pro-
vide deeper insights into fundamental principles. In addition to
accurate predictions, one can analyze the main features with
the highest importance which gives insights into the dominant
contributions and governing mechanisms. In consequence, it
can be concluded that the viable combination of machine
learning methods with experimental data, theoretical consid-
erations and feature importance analysis may lead to the
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exploration of unknown relations and a deeper understanding of
correlations. These conclusions are not unique to our study, so
they can be generalized to all aspects of science where a reason-
able amount of data, highly predictive models, and some basic
knowledge of relationships and feature meanings are available.
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