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Bacterial endotoxin, a major component of the Gram-negative bacterial outer membrane leaflet, is a lipo-

polysaccharide shed from bacteria during their growth and infection and can be utilized as a biomarker

for bacterial detection. Here, the surface enhanced Raman scattering (SERS) spectra of eleven bacterial

endotoxins with an average detection amount of 8.75 pg per measurement have been obtained based on

silver nanorod array substrates, and the characteristic SERS peaks have been identified. With appropriate

spectral pre-processing procedures, different classical machine learning algorithms, including support

vector machine, k-nearest neighbor, random forest, etc., and a modified deep learning algorithm,

RamanNet, have been applied to differentiate and classify these endotoxins. It has been found that most

conventional machine learning algorithms can attain a differentiation accuracy of >99%, while RamanNet

can achieve 100% accuracy. Such an approach has the potential for precise classification of endotoxins

and could be used for rapid medical diagnoses and therapeutic decisions for pathogenic infections.

Introduction

Bacterial infections in humans account for a significant
burden of disease and require rapid detection and treatment.
Different approaches have been implemented to detect bac-
terial infections. The most common method is the gold stan-
dard bacterial culture method utilized in clinical and diagnos-
tic microbiology laboratories. Other methods identify bacterial
infections indirectly by detecting bacterial biomarkers namely
endotoxins, pigments, metabolites, and small molecules, such
as pyocyanin and pyoverdine.1,2 Among different bacterial bio-
markers, an endotoxin is unique. A Gram-negative bacterium

outer membrane contains a glycolipid or an endotoxin known
as a lipopolysaccharide (LPS) that is shed during infection or
bacterial lysis.3 Bacterial endotoxins are very potent inducers
of inflammation by activating toll-like receptor 4 (TLR4)-
mediated innate immune responses leading to a cytokine
storm usually observed in sepsis.4 Endotoxin circulating in
blood, even at low concentrations, is associated with septic
shock and mortality.5 Therefore, rapid detection of endotoxin
is highly desired and could aid in medical diagnoses and
therapeutic decisions.

In recent years, with the development of nanotechnology,
biosensors based on novel nanostructures have been used to
detect and identify trace amounts of endotoxins in human
fluid samples based on fluorescence, chemiluminescence, and
electrical gradient.6,7 Surface-enhanced Raman spectroscopy
(SERS), with the potential to achieve single molecule detection,
is very attractive and promising for multiplex detection.8,9

SERS offers a unique “signature” spectral profile with very
narrow spectral peaks for individual analytes and has demon-
strated the ability to directly detect various biomolecules.10–13

Recently, Wu et al. reported the SERS fingerprint spectra of the
LPS KDO2-lipid A and lipid A endotoxin structures of Neisseria
meningitidis as well as those of enteric LPSs from E. coli,
S. typhimurium, S. Minnesota, V. cholerae, R. CE3, and R.
NGR,14,15 and demonstrated the possibility of using SERS for
endotoxin detection.
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One challenge for SERS endotoxin detection is to identify
the unique SERS spectral features. Since the chemical struc-
tures of many endotoxins are similar, their SERS spectra are
very much alike. Therefore, in order to classify the spectra,
different statistical methods are applied, including supervised
and unsupervised learning.16–19 Since the SERS spectra can be
viewed as multi-variant data, chemometric analysis is often
applied to reduce the dimensionality of the spectral data and
maximize the variance among spectral fingerprints in order to
differentiate bacteria. For unsupervised learning, such as prin-
cipal component analysis (PCA) and hierarchical cluster ana-
lysis (HCA), training data do not have ground truth labels, the
model identifies structures such as clusters, and testing data
can be assigned to different clusters. For supervised learning,
including partial least squares discriminant analysis (PLS-DA),
partial least squares regression (PLS), linear discriminant ana-
lysis (LDA), support vector machine (SVM), k-nearest neighbor
(KNN), random forest (RF), etc., each training sample has a
ground truth label. The model learns a decision boundary and
replicates the labeling on the testing data. These methods
allow successful spectral and image analysis of complex bio-
logical samples, such as cell identification,20 disease diagno-
sis,21 and forensic analysis.22

However, the uses of traditional chemometrics methods to
differentiate SERS spectra are increasingly challenged due to
several reasons. First, the high dimensionality of the spectra
and the multivariate or even megavariate nature, as a result of
the inherent complexity of the biological systems, increase the
difficulty of data analysis. Second, the vibrational spectra of
single cellular or microbial systems suffer from low signal-to-
noise ratio (SNR), which further increases the difficulty of data
analysis. Third, advanced high-throughput chemical profiling
for biological detection can significantly increase data size.
This not only leads to the difficulty of calculation but also pre-
vents extraction of any subtle variations of sophisticated
hidden features within the big data through a single tra-
ditional data processing algorithm. However, deep learning
methods have the potential to circumvent the complexity and
heterogeneity in data. For example, a convolutional neural
network (CNN), which is one of the most popular deep learn-
ing architectures, has been widely used and has shown
superior performance in analyzing spectroscopic signals
including those from SERS spectroscopy of complex biological
samples.23–25

In this paper, the SERS spectra of eleven bacterial endotox-
ins have been measured based on silver nanorod array (AgNR)
substrates. The characteristic SERS peaks from these endotox-
ins have been identified. Different classical machine learning
algorithms (MLAs) and a modified CNN model, i.e.,
RamanNet, have been applied to differentiate and classify
endotoxins based on these SERS spectra. It has been shown
that with appropriate spectral pre-processing procedures and
MLAs, the SERS spectra of endotoxins can be differentiated
with 100% accuracy. Such an approach has the potential for
rapid detection of endotoxins and could be used in medical
diagnoses and therapeutic decisions.

Experimental section
General detection and classification strategy

The procedure to use SERS and MLAs to differentiate and clas-
sify eleven bacterial endotoxins is illustrated in Fig. 1. First, an
extensive SERS spectral database of bacterial endotoxins is pro-
duced by collecting spectra from highly sensitive silver
nanorod array (AgNR) substrates. Then, according to the spec-
tral feature, a simple and reliable baseline correction method
is developed to obtain highly reproducible spectra. Finally, by
applying a classical MLA, such as SVM, RF, KNN, PLS-DA, and
LDA, or a novel deep learning model (RamanNet, based on
CNN), bacterial endotoxins can be accurately distinguished
based on their SERS spectra.

Materials

Sulfuric acid (Fisher Scientific, 98%), ammonium hydroxide
(Fisher Scientific, 98%), hydrogen peroxide (Fisher Scientific,
30%), and ethyl alcohol (EtOH, reagent grade) were used to
clean glass slides (Gold Seal, Part# 3010). Silver (Kurt J. Lesker,
99.99%) and titanium pellets (Kurt J. Lesker, 99.995%) were
purchased as the evaporation materials. Pure water (Sigma-
Aldrich) was used throughout all the experiments.

AgNR substrate fabrication

AgNR arrays prepared by oblique angle deposition (OAD) are
excellent SERS substrates as reported previously.26–29 Briefly,
clean glass slides (0.5 inch × 0.5 inch) were loaded into a
vacuum deposition chamber with the substrate normal anti-
parallel to the incident vapor direction. A layer of 20 nm-thick
Ti film and a layer of 200 nm-thick Ag film were deposited in
sequence at a rate of 0.2 nm s−1 and 0.3 nm s−1, respectively.
Then, the substrate normal was rotated to 86° relative to the
incident vapor direction, and a layer of 2000 nm-thick Ag film
was deposited at a rate of 0.3 nm s−1 to obtain AgNR arrays.
The entire evaporation process was conducted under high
vacuum conditions with a pressure <3 × 10−6 Torr. A typical
SEM image of a AgNR substrate is shown in Fig. S1,† and the
detailed deposition procedure and conditions can be found in
ref. 30. According to previous extensive studies, AgNR sub-
strates have been demonstrated to possess good SERS reprodu-
cibility with <10% relative standard deviation (RSD), high
SERS enhancement factors up to 109, and large area
uniformity.26,27,31,32

Preparation and purification of bacterial endotoxins

Eleven different kinds of LPSs were prepared for this study.
These 11 kinds of LPSs are representative of the most common
bacteria that cause disease in humans (see section S1 in the
ESI† for details). The lipopolysaccharides were extracted from
the bacterial cells by the hot phenol-water extraction pro-
cedure.33 The water phases were dialyzed (12–14 kDa cutoff
membrane), freeze-dried, and washed in 90% EtOH to remove
traces of phospholipids. The detailed purification procedures
of specific LPS samples are in the corresponding references:
Francisella tularensis LVS;34 Moraxella catarrhalis LOS;35
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Pseudomonas aeruginosa;36 and S. meliloti (this work). The
endotoxin of Salmonella enterica serovar, typhimurium (S-type
LPS), Salmonella enterica serovar, minnesota Re595 (R-type
LPS; Re), E. coli-EH100 (R-type LPS; Ra), LPS E. coli-O128:B12,
E. coli-O11:B4, and E. coli-J5 (R-type LPS; Rc) were obtained
from Sigma Aldrich, and the LPS of Helicobacter pylori GU2
was obtained from Wako Pure Chemicals (Tokyo, Japan).
Table S1 in the ESI† lists the general structures and properties
of these LPSs. Of note, all LPSs used in this study were derived
from bacteria that can cause disease in humans except for
S. meliloti, which is a Gram-negative bacteria found in soil and
does not cause infections in humans. The LPS structure of
S. meliloti (also known as Rhizobium meliloti) is very different
from those of other bacteria as it harbors long fatty acyl
chains.37 LPSs with extended length fatty acyl chains are also
found in gut microbiota species such as Bacteroides and
Prevotella, which harbor the biologically inactive LPS as a TLR4
ligand and therefore would not lead to innate immune acti-
vations.38 Three different macromolecules were used as
control samples since they are structurally very different from
the LPS: peptidoglycan (PGN) from Gram-positive S. aureus
(Sigma-Aldrich), lipoteichoic acid (LTA) from B. subtilis (Sigma-
Aldrich) and chitin from crab shell (Sigma-Aldrich). In rare
mixed infections of Gram-positive and Gram-negative bacteria,
PGN and LTA could be present along with the LPS in a clinical
sample. The SERS spectra may look similar. Chitin, however, is
not present in bacteria that cause disease in humans but is
used as a control since it is a repeating sugar polymer found in
plants and fungi. Note that the LPS structure contains

O-antigen, which is a repeating sugar chain linked to the lipid
A part of the LPS molecule. PGN purified from S. aureus and
LTA purified from B. subtilis originated from Gram-positive
bacteria. PGN is the main membrane component in Gram-
positive bacteria, which is in contrast to Gram-negative bac-
teria that also contain a quite thin layer of PGN embedded in
the membrane beneath the LPS layer. Chitin is not found in
bacteria and characteristic of fungi and insects.39

SERS characterization

Bacterial endotoxin samples or negative controls were diluted
into 100 μg mL−1 using pure water. 2 μL of the diluted sample
was dispensed onto the AgNR substrate and air dried at 20 °C.
The average spreading area was estimated to be 3.5 mm2. The
SERS spectra were recorded on a confocal Raman microscope
(Renishaw, InVia) using a 785 nm excitation laser. To reduce
the florescence background signal from the targeted analytes,
a 785 nm excitation wavelength was selected. Additionally,
785 nm excitation can generate a large SERS enhancement
from AgNR substrates compared to other short wavelength
excitations. Unless otherwise specified, the laser power was set
to 9 mW at the sample position with a 5× objective lens and 10
s acquisition time. The excitation laser spot size was 1875 μm2

and the amount of analyte (LPS or reference molecules) in a
single SERS measurement was estimated to be 8.75 pg. In
order to obtain sufficient SERS spectra for MLAs, discrete
SERS mappings were taken from 4 to 5 AgNR substrates with
at least 300 µm spacing among the sampling spots to avoid
mapping overlap. About 100 spectra were taken for each

Fig. 1 The general schematic strategy for the classification of bacterial endotoxins using SERS and MLAs. (A) Sample preparation and SERS measure-
ments and (B) spectral pre-processing and classification using an MLA.
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mapping and some outlier spectra with obvious inconsisten-
cies (such as multiple spike peaks presented in the spectra,
featureless spectra, etc.) were removed from the spectral data
set. The final number of SERS spectra taken for each endotoxin
is between 338 and 440, and the detail is listed in Table S2.†

Data pre-processing

Usually, SERS spectra contain unwanted spectral features such
as spikes (noise) and baselines that need to be removed before
further data analysis. The baselines of SERS spectra originate
from different sources, which one could catalogue as being of
intrinsic or extrinsic origin. The intrinsic baseline is due to the
fluorescence and Rayleigh scattering from the analyte mole-
cules, especially biomolecules.40,41 Extrinsic baselines include
the scattering/absorption from the nanostructures in the SERS
substrates and the instrument responses. The targeted analyte
molecules or other background molecules could randomly
adsorb onto the hot spots where strong SERS signals are pro-
duced. Such a process not only makes the entire spectral
signal move up or down, but also introduces noise in the
spectra. Since the intrinsic baseline is directly associated with
the targeted analytes, in terms of spectral classification, it is
important information that should not be removed; however,
the extrinsic baseline, and the contributions from SERS sub-
strates and instruments should be removed since they are irre-
levant to the targeted analytes and cause problems in future
data analysis. According to the mechanisms of extrinsic base-
lines, both should contribute to the baseline of a monotonic
function. Therefore, the criteria for a good baseline correction
method should be: (1) the removal of the baseline should, in
most cases, decrease the variation in spectra from measure-
ment to measurement for the same sample and SERS sub-
strate; (2) by removing the baseline, one should remove infor-
mation that is similar to all spectra; and (3) after baseline
removal, spectra from the same sample and SERS substrate
should be highly correlated. A typical raw SERS spectrum is
shown in Fig. S2,† and in the wavenumber ranges of
300–400 cm−1 and 1800–2500 cm−1, there are no Raman peaks
signifying the fingerprint features of the analytes. All the
experimental spectra share similar features in these two wave-
number regions, indicating that these are common features in
all our SERS measurements and independent from the target
analytes used, thus these extrinsic features need to be
removed. Since the spectral feature in the 300–400 cm−1 region
shows a rapid decay while in the 1800–2500 cm−1 region it
exhibits a slow decrease, we chose to use a mixed Gaussian
and Lorentzian function to fit the baseline in the wavelength
ranges of 300–400 cm−1 and 1800–2500 cm−1 (other math
functions that can best fit these two spectral features shall also
work well),

ISERSðΔvÞ ¼ Ae
� ðΔv�vgÞ2

2σg2 þ 2Lσl
4πðΔv� vlÞ2 þ σl2

þ I0; ð1Þ

where A is the amplitude of the Gaussian function, vg is the
center of the Gaussian peak, σg is the standard deviation of the

Gaussian function, L is the area of the Lorentzian function, vl
is the center of the Lorentzian peak, σl refers to the width of
the Lorentzian peak, and I0 is the “ground” level of the SERS
spectrum. The original SERS spectra were normalized at
300 cm−1 to 1 cm−1 in order to better confine the parameter
boundaries (detailed in Table S3†) for baseline fitting. Fig. S3†
shows an example of the data pre-processing. The dashed red
curve in Fig. S3B† shows the fitted baseline for the spectrum
in Fig. S3A,† and the corresponding baseline corrected spec-
trum (i.e., original spectrum subtracting the baseline) is
shown in Fig. S3C.† Then the mean value of each baseline cor-
rected spectrum was calculated, and the final spectrum was
normalized by the mean value of each spectrum (Fig. S3D†).
The SERS spectra of F. tularensis LVS after pre-processing are
shown in Fig. S4B.† Compared to other methods, such as
WiRE (a commercially available and popular polynomial-based
baseline correction method), we find that this simple baseline
correction can significantly reduce the variations in SERS
spectra, which are evidenced by the high average spectrum–

spectrum correlation coefficients (Table S2†). We believe that
such data pre-processing is more suitable for MLAs to achieve
better accuracy (see section S4 in the ESI†).

Machine learning model

As shown in Table S2,† there is a total of 5624 SERS spectra
obtained from 11 bacterial endotoxins, peptidoglycan (PGN),
lipoteichoic acid (LTA) and chitin. After baseline correction
and normalization following the above mentioned procedure
(see Fig. S3†), 3936 and 1688 SERS spectra were randomly
chosen as the training spectrum set and testing spectrum set
(a ratio of 7 : 3) and analyzed by different MLAs, including
SVM, RF, KNN, PLS-DA, and LDA with a machine learning
library scikit-learn in Python 3.8.3. Only the training spectrum
set was used to train the model, while the testing set was used
to obtain the prediction performance of the trained model.
During the training process, a five-fold cross validation was
employed to tune hyperparameters, such as C (regularization
parameter) and γ (kernel coefficient) in the SVM algorithm,
and k (number of neighbors) in the KNN algorithm. At the end
of cross validation, the best hyperparameters were chosen and
the unbiased model performance was obtained using seven
measures: accuracy, micro and macro precision, micro and
macro recall, and micro and macro F-score on validation sets.
The models were further evaluated by the seven model per-
formance measures on testing data for external validation.
Feature importance was obtained by applying the models with
best hyperparameters on the whole training set. The confusion
matrix and receiver operating characteristic (ROC) curve were
obtained by implementing the models on the testing spectrum
set.

RamanNet model

RamanNet is a novel neural network architecture designed to
focus on the unique properties of Raman spectra.42 The state-
of-the-art CNN models, despite being able to generalize better
and extract the complex and novel pattern from the signal or
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image data, are not suitable for Raman spectral analysis. Since
the horizontal axis in a Raman spectrum represents Raman
shift, not time or any other independent variable, the equivar-
iance to translation property in CNN proves to be troublesome,
as it will treat pattern signatures at different Raman shifts in
an identical manner. In contrast, for traditional MLAs, one
faces the curse of dimensionality and at the same time disre-
gards any correlation between intensities at neighboring
Raman shifts, both of which could have been solved by the
sparse connectivity found in CNN.

RamanNet attempts to be at the middle ground between
both of the two approaches, by ensuring sparse connectivity
and by disabling temporal invariance. This is performed by
employing the traditional densely connected blocks in a novel
manner. We consider overlapping windowed segments from
the Raman spectrum and analyze them in shifted densely con-
nected blocks as shown in Fig. 2. This effectively mimics a 1D
convolutional operation, but with context localization or
without translation. Therefore, we can extract features in the
same fashion as a 1D CNN. Mathematically, a typical 1D CNN
operation can be simplified as,

yðiÞ ¼ σ
X
h

xðiþ hÞkðhÞ þ b

 !
; ð2Þ

where x is the one-dimensional input (variable), y is the
output, k is a learned kernel, b is a bias term, and σ is a non-
linear operation. The same kernel k is applied everywhere,
thus the translational equivalence is achieved. The terms ‘i’
and ‘h’ are loop variables for the convolution operation, where

i denotes a particular point of the signal, x(i) means the signal
at the ith timestamp and h represents a particular point of
the kernel, and k(h) means the value at the hth index of the
kernel.

In RamanNet, the proposed modification is to use the
shifted densely connected blocks,

yðiÞ ¼ σðWT
f ðiÞ � x þ bÞ ; σ

X
h

xðiþ hÞkf ðiÞðhÞ þ b

 !
; ð3Þ

where the dot product WT·x is mathematically equivalent to a
1D convolutional operation with a proper relation between the
weight matrix W and the kernel k. In addition, since we are
using sliding windows, the weight matrix Wf(i) and kernel kf(i)
depend on the location, i.e., the value of i. To compute all the
features from the entire Raman spectra, we have concatenated
the features in a dense layer and the output from the dense
layer is regularized with dropout and fed to an embedding
layer. Finally, the embeddings are used to classify by a SoftMax
activation function. Furthermore, in order to ensure better
class separability, triplet loss is used in the hidden layer of
RamanNet.43

RamanNet analyses were conducted in a server computer
with Intel Xeon @2.2 GHz CPU, 24 GB RAM, and NVIDIA
TESLA P100 (16 GB) GPU. The RamanNet architecture was
implemented using Tensorflow. In order to compare the per-
formance of the RamanNet model with the classical machine
learning models in the classification of bacterial endotoxin
Raman spectra, a similar five-fold cross-validation scheme was
used.

Fig. 2 The RamanNet architecture.
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Results and discussion
Characteristics of LPS SERS spectra

Fig. 3 shows the characteristic average SERS spectra of the 11
LPS samples and 3 reference samples. The detailed SERS peak
assignments based on the molecular vibrational modes for
these LPS samples are summarized in Table S6.† Intact bac-
terial LPSs are amphiphilic macromolecules with a molecular
mass of 10–20 kDa and having three structural components:
(1) a hydrophobic lipid section, lipid A, which is responsible
for the toxic properties of the molecule, (2) a hydrophilic core
polysaccharide chain, and (3) a repeating hydrophilic
O-antigenic oligosaccharide polymer that is specific to the bac-
terial serotype.44 Therefore, many LPSs share similar spectral
features with similar vibrational modes. Table S7† rearranges
the SERS peak assignments and shows the common peaks
among different LPSs. The number of LPS samples with
shared common peaks varies from 1 to 11. The three most
common peaks are the peaks at Δv = 1614 cm−1 and Δv =
1003 cm−1 corresponding to both v(C–O) and v(C–C) modes,
and the peak at Δv = 1333 cm−1 resulting from the δ(C–H)
mode. Other obvious common peaks are the Δv = 735 cm−1

peak corresponding to the β(C–O–C) mode, the peaks at Δv =
794 cm−1 and 1592 cm−1 due to v(C–O) modes, and the peaks
at Δv = 894 cm−1 and 917 cm−1 resulting from both the δ(C–C–
H) and δ(C–O–H) modes. Also, there are some unique peaks
only belonging to the specific LPS, e.g., Δv = 531 cm−1,
568 cm−1, 577 cm−1, 648 cm−1, 759 cm−1, 775 cm−1,
1174 cm−1, 1304 cm−1, 1326 cm−1, 1578 cm−1, and 1642 cm−1,
respectively. However, their relative peak intensities are very
weak. The similarity and difference in the SERS peaks are due
to the intrinsic molecular structure similarity and difference in
these LPSs.

Since the reference samples PGN and LTA are obtained
from Gram-positive bacteria while chitin is not from any bac-
terium, their molecular structures are very different from LPSs.
Thus, it is expected that their SERS spectra should be signifi-
cantly different from those of the LPSs. As shown in Fig. 3,
generally the SERS spectra of the three reference samples have
fewer characteristic peaks, and their overall spectral shapes are
very similar. Their detailed SERS peak assignments are shown
in Table S6.† These three samples have only one common
peak at Δv = 1614 cm−1, which is due to the v(C–O) and v(C–C)
modes. The SERS spectra of PGN and LTA have a common

Fig. 3 (A) Typical average SERS spectra of eleven bacterial endotoxin samples. The mean SERS spectra are shown by the solid line, and the standard
deviations are marked by the shadow. (B) SERS spectra of S. aureus peptidoglycan (PGN) and B. subtilis lipoteichoic acid (LTA) as well as chitin are
used as controls since their structures are very distinct from LPS structures.
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peak at Δv = 1333 cm−1, corresponding to the δ(C–H) defor-
mation mode, while LTA and chitin have a common peak at Δv
= 894 cm−1, resulting from the δ(C–C–H) and δ(C–O–H) modes.
Chitin has a notable unique peak at Δv = 775 cm−1, which
results from the v(C–O) modes.

SERS spectral classification using different MLAs

Simple PCA showed little discrimination between different
types of LPSs and control samples as shown in Fig. S6.† For
MLA or deep learning analysis, sufficient spectra are needed
for the training spectrum set. As shown in Table S2,† the total
SERS spectra collected from 11 bacterial LPS samples and 3
control samples on the AgNR substrates are 5624. After the
baseline correction and normalization shown in Fig. S3,† most
SERS spectra obtained from the same sample have a corre-
lation coefficient larger than 0.98. Only a few, i.e., E. coli-O11:
B4 (0.954), P. aeruginosa (0.942), and S. meliloti Rm1021
(0.900), have smaller correlation coefficients, but all are larger
than 0.9. Therefore, the pre-processed spectra are good for
MLA or deep learning analysis.

Different machine learning models were applied for the
classification of the SERS spectra of the LPSs. For the SVM
classifier, different kernel functions, including linear, poly-
nomial, radial basis function (RBF), and sigmoid, were used to
optimize SVM, and their corresponding validation accuracies
are shown in Table S4.† SVM classifiers with linear, poly-
nomial, and RBF kernels show comparable accuracies of
>99%, while the sigmoid kernel function gives the lowest accu-
racy of 93.1% ± 0.9%. The polynomial and sigmoid kernels are
nonlinear kernels, which are more complex and may increase the
chance of overfitting the model and decrease accuracy on the
testing set. The comparable accuracies of linear and RBF kernels
suggest that the dataset is linearly separable, thus the linear
kernel was chosen for the SVM classifier. The hyperparameters
for the SVM classifier were chosen as C = 1 (γ is a constant for
the linear kernel function) by cross validation. For the KNN clas-
sifier, the number of neighbors k was chosen as 4. Table 1 shows
the performance of five classic MLAs based on the 5-fold cross-
validation. All models perform well, with accuracies, precisions,
recalls and the F1-score greater than 98% (the definitions of all
the parameters can be found in Table S8†). Among all five
models, SVM performs the best, giving almost 100% for almost
all the parameters, including the accuracy. The small variability
for all the performance measures demonstrates the good stability
of the predictive model.

To investigate the important structures/peaks in the SERS
spectra that contribute most to a classifier, we applied the
trained SVM model with the best hyperparameters to the
whole training spectrum set and obtained the feature impor-
tance of the Raman shift. As shown in Fig. 4, the peaks at Δv =
857 cm−1, 1333 cm−1 and 1593 cm−1 were found to be the
most prominent features, which correspond to the δ(C–C–H)
and δ(C–O–H) deformation modes, the δ(C–H) deformation
mode and the v(C–O) stretching mode, respectively. Table S9†
lists all these importance features, which include peak assign-
ments and peak distributions.

Applying the trained SVM classifiers on the testing spec-
trum set, the performance of SVM on the testing spectrum set
was obtained, and the corresponding confusion matrix is
shown in Fig. 5. Among the 11 LPSs and 3 reference samples,
12 are classified with 100% accuracy, with a few spectra from
E. coli-EH100 and E. coli-O128:B12 being misclassified. The
accuracy for E. coli-EH100 is 98.4%; 1.6% spectra were recog-
nized as S. typhimurium. The accuracy for E. coli-O128:B12 is
98.4%, with 0.8% spectra recognized as S. typhimurium, and
0.8% spectra recognized as S. aureus. The corresponding ROC
curve is shown in Fig. S8.† For all 14 samples, the mean value
of the areas under the ROC curves (AUC) is greater than 0.99,
which suggests that the SVM model classifies different LPSs
and reference samples with a very high specificity and sensi-
tivity based on the SERS spectra.

Fig. 4 Spectral feature importance extracted from the SVM model.

Table 1 Comparison of the results of the different trained models

SVM RF KNN LDA PLS-DA

Accuracy 0.9998 ± 0.0005 0.995 ± 0.001 0.992 ± 0.003 0.998 ± 0.001 0.98 ± 0.02
Micro precision 0.9998 ± 0.0005 0.995 ± 0.001 0.992 ± 0.003 0.998 ± 0.001 0.98 ± 0.02
Macro precision 0.9998 ± 0.0004 0.995 ± 0.002 0.992 ± 0.002 0.998 ± 0.002 0.98 ± 0.01
Micro recall 0.9998 ± 0.0005 0.995 ± 0.001 0.992 ± 0.003 0.998 ± 0.001 0.98 ± 0.02
Macro recall 0.9997 ± 0.0006 0.995 ± 0.001 0.992 ± 0.003 0.998 ± 0.002 0.98 ± 0.01
Micro F1-score 0.9998 ± 0.0005 0.995 ± 0.001 0.992 ± 0.003 0.998 ± 0.001 0.98 ± 0.02
Macro F1-score 0.9998 ± 0.0005 0.995 ± 0.002 0.992 ± 0.003 0.998 ± 0.002 0.98 ± 0.02
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RamanNet analysis

Similar to the evaluation procedure followed for the classical
MLAs, 5-fold cross-validation was performed with RamanNet.
RamanNet manages to classify all the samples with perfect
100% accuracy in all the folds as shown in Fig. 6. Although
this increase is apparently insignificant compared to the result
reported in Fig. 5, it should be noted that this performance is
achieved by a shallow 3 layers’ network with only 1 M para-
meters. The summarized results from the 5-fold tests are pre-
sented in Fig. 6 as a confusion matrix.

Fig. 7A shows the training and validation loss and accuracy
plots, where it can be observed that the model was trained for
100 epochs, but the model quickly achieved convergence
within 40 epochs. This makes the model not only accurate
(100% multiclass accuracy) but also fast (2 M FLOPs) in train-
ing. Moreover, the inference time is very small as the model is
very shallow.

In addition to the improved performance, another feature
of RamanNet is the lack of reliance on dimensionality
reduction algorithms, whereas traditional methods have to rely
on the feature compression scheme like PCA, and RamanNet
is capable of inherently extracting a lower dimensional repre-
sentation from the data. Furthermore, the use of triplet loss in
the hidden layers of RamanNet provides a better class separ-

ability compared to PCA. For example, the compressed
feature spaces obtained from PCA and RamanNet are pre-
sented. A 256-dimensional feature space using PCA and
extract embedding of similar dimensions from RamanNet
were computed. Then the 256-dimensional feature space is
projected into a 2 dimensional-map using t-distributed sto-
chastic neighbor embedding (t-SNE).45 As shown in Fig. 7B
and C, though the t-SNE plot derived from PCA shows sep-
arated clusters for individual LPSs and reference samples,
the t-SNE plot using the embedding learnt in RamanNet
shows that the clusters are free from overlaps, and all the
classes are distributed properly with minimizing intraclass
distance and maximizing interclass distance. This ensures
better distinction among the classes, which increases the
classification performance as shown in Fig. 6. In addition,
as shown in the RamanNet embedding space plotted in
Fig. S5† for different data pre-processing, the RamanNet
model enables most clusters to distribute properly without
overlap and maximize the interclass distance for raw spectra
(Fig. S5B†), normalized raw spectra (Fig. S5D†), and the
WiRE correction (Fig. S5F†); only a few spectra were misclas-
sified. Therefore, we expect that combining our baseline cor-
rection method with the RamanNet machine learning model
could achieve a higher accuracy for more complex spectral
sets measured from real patient samples.

Fig. 5 Confusion matrix of the SVM model for 11 LPS and 3 control samples. Entries in the matrix represent the percentage of test spectra that are
predicted by the SVM model as a class (first row) given a ground truth of the class (first column); entries along the diagonal represent the accuracies
for each class.
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Classification of the LPS mixture

Occasionally a patient may be infected by more than one type of
bacterium, and multiple LPSs may co-exist in the clinic speci-
men. Detection and differentiation of multiple analytes from a
single specimen using SERS and machine learning is still a
challenging topic and is beyond the scope of this paper. One of
the challenges is how to obtain the training spectrum set.
Several publications used a data augmentation strategy to map

out all the possible combinations of different mixed analytes to
build the training spectrum set based on spectral linear
combinations,46,47 i.e., for a given mixture, the SERS spectrum
(Sm) of a mixture is a linear combination of the SERS spectra of
the individual analyte 1 (S1) and analyte 2 (S2), Sm = aS1 + bS2,
where a and b represent the relative contribution of each
analyte in the mixture. According to ref. 46 and 47, such a strat-
egy seems to work quite well. Here, as a proof of concept, four
kinds of two-LPS mixtures, E. coli-O11:B4 and S. minnesota

Fig. 6 Confusion matrix of the RamanNet model for 11 LPS and 3 control samples. Entries in the matrix represent the percentage of test spectra
that are predicted by the RamanNet model as a class (first row) given a ground truth of the class (first column); entries along the diagonal represent
the accuracies for each class.

Fig. 7 (A) Loss during training the RamanNet model. Although the model was trained for 100 epochs, it achieves convergence within 40 epochs.
Dimensionality reduction using RamanNet. The 256-dimensional feature space is projected into a 2 dimensional-map using t-SNE: (B) PCA and (C)
RamanNet.
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Re595 (ES), F. tularensis LVS and H. pylori GU2 (FH), E. coli-O11:
B4 and H. pylori GU2 (EH), as well as S. minnesota Re595 and
H. pylori GU2 (SH), with 50 μg mL−1 each for each analyte, were
prepared for SERS measurements. Their corresponding biologi-
cal significance is listed in Table S10.† Fig. 8 shows the typical
average SERS spectra of these four mixtures. The most impor-
tant SERS peaks listed in Table S9† can be observed.
Combining spectra from single LPSs and mixtures for machine
learning analysis, Table S11† shows the predicted accuracies of
six MLAs based on the 5-fold cross-validation. The PLS-DA
model shows a low accuracy of 0.928, while the other five
models perform quite well, with accuracies greater than 99%.
Still, RamanNet enables the classification of all the samples
with a perfect 100% accuracy as shown in an sample confusion
matrix (Fig. S9†). The t-SNE plot shows that all the clusters are
free from overlaps and distributed properly while minimizing
the intraclass distance and maximizing the interclass distance
(Fig. S10†). These results show that the SERS spectra of mixtures
are very different from those of single LPSs, and in principle,
they should be able to be used for machine learning to identify
the mixed species and their relative concentrations.

However, we find that it is not suitable to use the linear
combinations of the SERS spectra of single LPSs to construct
the training spectrum set for multiplex detection. Fig. S11†
shows the experimentally obtained SERS spectra from LPS mix-
tures (red curves) and the best linear combinations (black
curves) of spectra from two LPSs in the mixture through a
least-squares fitting.48 There are significant differences
between the experimental and linearly combined spectra. For
example, in a S. minnesota Re595 and H. pylori GU2 (SH)
mixture, the experimental result shows obvious SERS peaks at
Δv = 558 cm−1 and 1387 cm−1, while SERS peaks at Δv =
898 cm−1, 1034 cm−1, and 1333 cm−1 are distinctive in the
fitting result. The possible reasons are currently under investi-
gation. In fact, for ref. 46 and 47, the linear combination

hypothesis may not be reasonable from the SERS mechanism
point of view. There are many underlying assumptions for this
hypothesis: (1) the SERS spectrum of each analyte does not
change; (2) there is no interaction between the two (or more)
target analytes; (3) each analyte has the same enhancement;
and (4) the adsorption mechanism of each analyte to the SERS
hot spots does not change. Unfortunately, our results show
that some of the above assumptions do not hold. Therefore,
more investigations are needed to delineate SERS spectra from
LPS mixtures for practical applications.

Conclusions

In summary, SERS spectra of eleven bacterial endotoxins at a
very low amount (8.75 pg) have been obtained from AgNR sub-
strates, and the characteristic SERS peaks have been identified.
Different classical machine learning algorithms and a deep
learning algorithm RamanNet have been applied to differen-
tiate and classify various endotoxins. After implementing
appropriate spectral pre-processing procedures and machine
learning algorithms, it has been found that most conventional
machine learning algorithms can obtain a differentiation accu-
racy of >99%, while RamanNet can achieve 100% accuracy.
Such an approach has the potential for rapid detection of
endotoxins and could aid in medical diagnosis, such as sepsis,
and in making therapeutic decisions. In addition, a patient
may occasionally be infected by more than one type of bacter-
ium, and our results indicate that the SERS spectra of endo-
toxin mixtures can also be classified with 100% accuracy using
the RamanNet model. However, a practical multiplex detection
strategy to determine the possible species and relative compo-
sitions in a mixture based on SERS spectra is still under inves-
tigation. The challenges originate from the possible changes
in the SERS spectra of individual analytes and the way to estab-
lish a reliable training spectrum set for MLAs.
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