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Many factors can affect the course of heterogeneous nucleation, such as surface

chemistry, flexibility and topology, substrate concentration and solubility. Atomic-scale

defects are rarely investigated in detail and are often considered to be unimportant

surface features. In this work, we set out to investigate the significance of atomic-scale

defects in a flexible self-assembled monolayer surface for the behaviour of clusters of

Ca2+ and CO3
2� ions in water. To this end, we use molecular dynamics simulations to

estimate the diffusion coefficients of ion clusters at different topological surface

features and obtain ionic radial distribution functions around features of interest. Well-

tempered metadynamics is used to gain insight into the free energy of ions around

selected surface defects. We find that certain defects, which we refer to as active

defects, can impair ionic surface diffusion, as well as affect the diffusion of ions in close

proximity to the surface feature in question. Our findings suggest that this effect can

result in an ability of such topological features to promote ion clustering and increase

local ionic concentration at specific surface sites. The work reported here shows how

the presence of small atomic-scale defects can affect the role of a surface in the

process of heterogeneous nucleation and contributes towards a rational definition of

surfaces as effective nucleating agents.
1 Introduction

Crystallisation is a process of fundamental importance in both nature and
industry. Examples include the formation of exoskeletons in marine species at
ambient temperature and pressure,1–3 the synthesis of active pharmaceutical
ingredients with high purity4,5 and the prevention of the formation of scale in
industrial environments.6–8 An in-depth understanding of the mechanisms which
promote crystallisation is necessary to synthesise specic polymorphs, prevent
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the formation of crystals where it is unwanted, and tailor crystalline materials for
a vast range of applications.

In an uncontrolled environment, crystallisation might be expected to occur on
any available surface. However, although classical nucleation theory (CNT)
suggests that many surfaces should promote nucleation and crystal formation, in
fact surfaces with effective nucleating properties are oen hard to identify.9 It is
generally acknowledged that a nucleant can operate in several ways. Some
surfaces promote nucleation through the strength of the binding affinity of
crystallising species to them, giving the convention that “good binders are good
nucleators”.10,11 A particular example is epitaxial matching,12–15 where a close
lattice match between the growing crystal and substrate is believed to indicate
strong binding between them. The presence of a surface may increase local
supersaturation at the substrate (particularly if the surface is charged), decreasing
nucleation times.16 Nucleants may also exhibit surface features in the form of
defects, pits or cracks, which can increase localised ion concentrations and so
promote the formation of a nucleus.14,17,18 Understanding the surface character-
istics which promote and direct nucleation is key to controlling surface-aided
crystallisation.

Self-assembled monolayers (SAMs) provide a diverse platform for studying
surface effects on substrate behaviour, as their surface chemistry, charge and
exibility are easily varied, both in a computational and in an experimental
setting. Nucleation of CaCO3 on alkanethiol SAMs has been extensively studied as
a model system for biomineralisation processes in living organisms.19 Head-
group charge,16,20 changing functional groups,10 epitaxial matching,20 exibility
and disorder21,22 have all been demonstrated to play a role in the crystal formation
of CaCO3 at the SAM surface. While little is known about the role of nanoscale
surface defects on the local solution and ionic behaviour, previous work has
revealed that the non-uniform surface chemistry of SAMs can affect the strength
of the interactions and behaviour of certain biomolecular systems.23,24 Specic
studies on SAM surface defects suggest that these conned environments can
affect the growth of nanoparticles.25 We therefore believe that there is more to be
discovered about the role of imperfections on exible surfaces in crystal growth.

In this paper, we investigate the effect of relatively small (atomic-scale) defects
in the surface of a self-assembled monolayer of 16-mercaptohexadecanoic acid
(16-MHDA) on the behaviour of ionic clusters of Ca2+ and CO3

2� ions using
molecular dynamics (MD) simulations. We generate several surface topographies,
for which we calculate the diffusion coefficient associated with the movement of
ions out of the surface defect. In the most compelling case, we also obtain the free
energy associated with the movement of a single Ca2+ and a single CO3

2� ion in
and out of the defect to understand more about the observed cluster behaviour.
For the latter, we perform additional simulations at high ionic concentrations in
solution. Our work shows how a better understanding of the way surface features
affect surface-aided crystallisation can help us design and tailor effective nucle-
ating agents.

2 Methods

In this work, we investigate the ion cluster behaviour of Ca2+ and CO3
2� ions in

a 50 : 50 ratio at 5 different SAM surface defects in water. Generating surface
290 | Faraday Discuss., 2022, 235, 289–306 This journal is © The Royal Society of Chemistry 2022
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Fig. 1 Schematic representations of all of the surface configurations used in this study.
From left to right: flat surface where no surface defects are present, vacancy types A and B
with an offset in the surface of the depth of 1 and 2 Au-atoms, respectively, and step types
A and B with a few consecutive steps in the underlying Au surface achieving a slope-like
character in the surface, where the separation between the steps is altered between the
two configurations.
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defects in the monolayers was achieved through the removal of one or several
surface atoms from the underlying Au(111) surface. This procedure creates nm-
scale steps and vacancies which promote interactions between the functional
groups of neighbouring chains through the offset produced. We generate a total
of 5 congurations, which we refer to as at surface, vacancy type A, vacancy type
B, step type A and step type B, as displayed in Fig. 1.

We calculate the mean squared displacement (MSD) for each ion within the
clusters to obtain average cluster diffusion coefficients. Solvent behaviour at the
SAM surface was investigated using residence time analysis. A combination of MD
and well-tempered metadynamics (WTmetaD) was used to obtain a prole of the
single ion movement towards and away from the surface labelled vacancy type B
for each ion type. We also perform large-scale simulations at much higher ionic
concentrations to obtain an RDF prole between the surface and the solute.

2.1 Simulation setup

Self-assembled monolayer surfaces were generated using 16-MHDA as a building
block on an 80 � 80 Å grid of an Au(111) surface using a total of 340 alkanethiol
molecules. In this system, the 30� angle of the chains with respect to the normal to
the surface plane (marked as the z-axis on Fig. 2a) wasmaintained throughout.25,26

A spacing of 4.98 Å between the sulphur atoms in the xy-plane was maintained in
all congurations with the exception of the surface labelled vacancy type B, where
distances between the sulphurs within the defect had to be adjusted marginally to
avoid overlap between the chains and to maintain consistency in the angle of the
16-MHDA molecules with respect to the underlying surface. More details on the
spacing between building blocks can be found in the ESI.†

Surface defects were generated by removing layers of underlying Au atoms. The
cross-section of the defect in the xz-plane is displayed in Fig. 1, while the defect
itself runs parallel to the y-axis, a schematic of which can be seen in Fig. 2a.

2.1.1 Forceeld parameters. We have combined several potential models to
achieve a comprehensive representation of the interactions between different
This journal is © The Royal Society of Chemistry 2022 Faraday Discuss., 2022, 235, 289–306 | 291
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Fig. 2 (a) Schematic representation of how defects have been positioned within the SAM
surface. The xy-plane is the plane of the SAM surface, while the z-axis is the normal to the
surface plane (b) structure of 16-MHDA, used as a building block for the SAM surface,
where the functional group and the head group have been labelled. The characteristic 30�

angle with respect to the surface normal is displayed.
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system components. The organic component, the chains of 16-MHDA, was par-
ametrised according to the AMBER forceeld following the standard procedure
with ANTECHAMBER.27,28 The chains were parametrised as neutral and so the
functional carboxylic groups are uncharged (–COOH). At the pH of most experi-
mental systems we would expect the functional groups to be ionised (–COO�).
However, in this study we are focusing our attention on the effects of surface
exibility in combination with varying surface topography. By simplifying the
surface chemistry, we can rigorously test the effect of the factors this study focuses
on and avoid strong coulombic interactions that could confuse the interpretation
of the results. Interactions involving CaCO3 and water were parametrised with the
Raiteri et al.29 potential model. Non-bonded Au interactions30 were used to
prevent overlap between 16-MHDA and the Au under-layer at defects. These
interactions were calculated following the standard Lorenz–Berthelot mixing
rules.31,32 The Lorenz–Berthelot mixing rules were also used to generate the
interactions between the 16-MHDA chains and water and between 16-MHDA and
the oxygen on the carbonate ion. The carboxylic C-atom interactions from AMBER
were used to simulate the non-bonding interactions between the SAM chains and
carbonate C-atom. Finally, non-bonded interactions between the carboxylic O-
atoms in the SAM functional group and Ca2+ ions were parametrised according
to the procedure outlined by Freeman et al.33 A full list of all bonded and non-
bonded interactions can be found in the ESI.†

2.1.2 Molecular dynamics setup.Molecular dynamics (MD) simulations were
carried out using LAMMPS34,35 with a time step of 1 fs and a PPPM36 long range
coulombic interactions solver with an accuracy of 1.0 � 10�5. A cut-off of 9 Å was
applied to all non-bonded interactions. Simulations were performed in the NVT
ensemble using a Nosé–Hoover thermostat37,38 at 300 K.

2.1.2.1 SAM–water simulations. Simulations of each of the 5 surface congu-
rations in water were carried out. Production run lengths for these were 2 ns, with
292 | Faraday Discuss., 2022, 235, 289–306 This journal is © The Royal Society of Chemistry 2022
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an additional initial 200–300 ps of system relaxation and water density
equilibration.

2.1.2.2 Ion clusters at SAM defects in water. MD simulations of CaCO3 ionic
clusters at the SAM surface and within defects (where present) were carried out.
The ionic clusters were generated using Packmol 20.010.39 They contained 10 Ca2+

and 10 CO3
2� ions, making up a total system concentration of 0.056 M. Clusters

were positioned close to the surface defect and the cluster structure alone was
relaxed with a short simulation of 100 ps. Three different cluster congurations
per surface topography type were generated, which we will refer to as set 1, set 2
and set 3. Set 1 and set 3 were equilibrated by relaxing the ions onto the surface
for 50 ps, followed by water relaxation for another 100 ps. On the other hand, set 2
was set up by relaxing the water onto the surface, followed by relaxation of the
ions onto the surface. This variation in the setup enables us to evaluate whether
the presence of water on the surface before relaxing the ions affects cluster
behaviour on the surface. Each of the 3 setups for each surface type was run for
a total of 56 ns.

2.1.2.3 Single ion at vacancy type B in water. In the case of surface vacancy type
B, we perform further analysis by setting up simulations of a single ion at the
surface in water. We perform a simulation for each ion type: Ca2+ and CO3

2�.
These simulations were congured by removing the extra ions from the starting
conguration for set 1 of vacancy type B.

2.1.2.4 Large-scale simulations at vacancy type B in water. We perform addi-
tional simulations in the presence of a SAM surface which has a vacancy of type B.
We refer to them as large-scale as the underlying surface grid is in this case 170 �
80 Å. Two different simulation sets were carried out, where Ca2+ and CO3

2� ions
are dispersed in solution, away from the surface, at the beginning of the simu-
lation at concentrations of 0.41 M and 0.69 M. Starting congurations were
generated using Packmol 20.010.

2.1.3 Well-tempered metadynamics setup. We perform MD with WTme-
taD40,41 in two simulations – vacancy type B with water and a Ca2+ ion and vacancy
type B with water and a CO3

2� ion. We sample the movements of the ions across
the surface as well as up to 10 Å away from the surface. Metadynamics works by
depositing an external biasing potential as a function of selected degrees of
freedom, referred to as collective variables (CVs). By summing the deposited bias
over time, a free energy prole as a function of those CVs can be recovered, giving
information on energetically favourable states. The CVs we use are based on the
distance between the centre of the lowest layer of Au atoms and the centre of the
ion, where bias is deposited along the x-component and z-component of the
distance, as shown in Fig. 3. We therefore sampled along the cross-section of the
defect in x and normal to the surface in z. For computational efficiency, a wall was
placed at 10 Å away from the lowest surface point.

The biasing potential was applied every 500 steps in the form of Gaussian
functions of width 0.2 Å in the x-axis and 0.4 Å in the z-axis and a height of
12 kJ mol�1. The bias factor for implementing WTmetaD was set to 10. Metady-
namics was implemented by using the open source community-developed
PLUMED library, version 2.6.42,43

Free energy surfaces were recovered using the sum_hills functionality in
PLUMED. Simulations were run until the average positional error in the resulting
This journal is © The Royal Society of Chemistry 2022 Faraday Discuss., 2022, 235, 289–306 | 293
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Fig. 3 Schematic representation of the collective variables used to apply WTmetaD. The
distance between the centre of the outermost Au layer and the centre of the ion is broken
down into x-,y- and z-components. Bias is applied on the x- and z-components.
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free energy prole was within 1.5 kBT units. More detail on our convergence
analysis can be found in the ESI.†

2.2 Water analysis

The structure and dynamics of water were analysed in the absence of CaCO3 ions
in order to understand the effects of surface defects on local solvent behaviour.
Water residence times at the SAM surface were calculated by counting the number
of frames an O-atom of a water molecule spends within 2.45 Å of the H-atom on
the –COOH SAM functional group (based on the RDF calculated between the two
atom types as shown in Fig. 4). At each frame where a water molecule goes beyond
that distance, the counting is stopped and only restarted when the molecule is
back within the given distance range.

This procedure allows us to calculate an array of individual uninterrupted
residence times of a water molecule on each SAM functional group, from which
Fig. 4 Radial distribution function of water O-atoms and –COOH H-atoms.
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we obtain the average. These values are further averaged across the y-axis, as
shown in Fig. 2, and residence times of water at the SAM functional groups along
the x-axis of the surface are reported.
2.3 Functional group exibility analysis

The degree of movement in the SAM –COOH functional groups was recorded as
a mean squared displacement of the carboxylic C-atom with respect only to the
initial surface conguration, taken aer equilibration at the start of the SAM-
water production run. Similarly to the residence time analysis, we average the
time-averaged functional group MSD across the y-axis of the surface and report
the values along the cross-section of the defect in the surface x-direction.
2.4 Diffusion coefficient calculations

A diffusion coefficient for each ion cluster was obtained by calculating a mean
squared displacement (MSD) for each ion within a cluster. The diffusion coeffi-
cient was extracted from the slope of a corresponding MSD plot for the time step
fragment between 2 ns and 20 ns in each production run, as shown in Fig. 5a.

To obtain an average cluster diffusion coefficient which is consistent with the
overall cluster behaviour, we perform an interquartile range (IQR) analysis on the
3D MSD values across the cluster and exclude any outliers. An example of this
analysis is shown in Fig. 5b. The plot shows all individual ion diffusion data
points (in blue) and the mean value of the cluster diffusion coefficient (in red).
The mean cluster diffusion is skewed by the diffusion of several ions which are
orders of magnitude higher than the median of the dataset (shown in green).
These points correspond to individual ions which have detached from the cluster
and therefore need to be excluded from the diffusion coefficient calculation of the
ionic cluster. We use the IQR (in brown) to determine which points are to be
excluded and report the corrected mean (in orange) in our results. All inter-
quartile statistical analysis carried out when determining the mean cluster
diffusion is reported in the ESI.†

All simulation images in this paper have been produced using VMD.44

Trajectory analysis was carried out using Python 3.45
Fig. 5 (a) Example of an MSD plot of an ion broken into x-, y- and z-components. The
region used for the calculation of diffusion coefficients is marked in red. (b) Interquartile
range analysis on the diffusion coefficients of ions within a cluster. The analysis identifies
three outliers, as marked on the plot, which are removed from the mean cluster diffusion
coefficient to obtain a corrected mean.
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3 Results

The results reported in this section are split into four main parts. We rst take
a look at the water behaviour in the presence of the different surface defect types
on the SAM. In the second part, we discuss ionic cluster behaviour at the surface
and how that varies at and around the different defect sites. Next, we report our
work on the free energy calculations associated with an ion moving in and out of
the surface defect of type vacancy type B. Finally, we discuss large-scale simula-
tions where we start with CaCO3 ions dispersed in solution and examine how the
presence of a defect affects their behaviour using RDF analysis.
3.1 Water behaviour at the SAM surface

We start our investigation into the surface defects of a self-assembled monolayer
of 16-MHDA by performing molecular dynamics simulations of each of the
surface congurations, as described in Fig. 1, in pure water. Our analysis is
focused on evaluating the degree of exibility in the SAM functional groups, as
well as recording the residence time of a water molecule at each individual chain,
noting any particular features associated with the presence of a defect. A summary
of this is reported in Fig. 6a. The gure shows the ve different surface types we
consider, where the x-axis of the plot corresponds to the functional group position
along the x-axis of the SAM and the y-axis of the plot corresponds to the position
in the z-direction of the box. As discussed in the Methods section, metrics on
exibility and residence times have been averaged across the y-axis of the surface,
to which the defects run parallel, as shown in Fig. 2.

In Fig. 6a, each functional group is displayed as a circle, the colour of which
represents the residence time of a water molecule at that particular chain using
Fig. 6 (a) Summary of water residence times and –COOH functional group flexibility at
the SAM surface in five configurations – flat surface, vacancy type A and B and step type A
and B. Water residence times are represented by the colour, while the flexibility in the head
groups is proportional to the size of the circles. (b) Image showing how the offset in the
underlying Au layer in the case of vacancy type B creates space for functional groups to
twist and interact with their offset neighbour. (c) Image of right-hand side steps in step
type A and B where distances between –COOH are smaller and flexibility is high.
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the colour bar on the right. The degree of movement in the –COOH group, on the
other hand, is represented by the size of the circle; larger circles correspond to
greater movement. For more information on the calculation of the residence
times and exibility of the SAM functional groups, the reader should refer to the
Water analysis section in the Methods section.

Our analysis shows that, on a perfectly ordered defect-free region within
a surface of a SAM which we refer to as a at surface, the residence time of a water
molecule at an individual chain is consistently around 6 ps. Equally, the vari-
ability in the degree of movement in the surface is minimal, as shown by the
consistent size of the circles across the surface.

Moving to vacancy type A and B, we observe some variation in water residence
times compared to that of a non-defective surface. At the rst offset –COOH
group, which is immediately next to the aliphatic chain of the previous, non-offset
chain, the water residence time is 13 ps, which is more than double the average
residence time we observe for the at surface case. Additionally, we also note
a slightly higher residence time of around 8–9 ps immediately next to the defect
on the right. These results demonstrate that, due to the presence of a vacancy in
the underlying Au layer, regions of higher water residence time emerge as a direct
consequence of the disrupted surface pattern. The degree of movement in the
–COOH functional group around vacancy type A is of a similar magnitude to that
of the at surface case, while for the chains immediately next to vacancy type B the
exibility is greater. Because of the large offset of approximately 5 Å, the part of
the chain exposed to the solution has enough room to move more freely. In fact,
as shown in Fig. 6b, the space is sufficient for the carboxylic acid group to twist
and interact with the neighbouring offset chains through hydrogen bonding.

Step type A has three stepped chains of one offset Au-atom each, followed by
three steps bringing the surface to its original level, forming a bowl-shaped defect.
Step type B is similar, with the exception of having a larger separation in-between
the two step defects, as shown in Fig. 1. An important feature of these stepped
defects is the –COOH group spacing. The le-hand step defect has carboxylic acid
groups which are marginally further apart, whereas at the right-hand going up the
step the functional groups are a little closer together. This effect naturally
emerges aer equilibration and is a consequence of the characteristic 30� angle of
the 16-MHDA aliphatic chain with respect to the normal to the plane (see Fig. 2b),
in combination with the presence of steps in the underlying Au(111) surface. As
a result, water residence times at the le-hand side steps are twice to three times
larger that those observed on a defect-free SAM. Conversely, on the right-hand
side of the steps, lower water residence times are observed, combined with
a slightly higher degree of surface mobility. Looking at the trajectories, we nd
that in the latter regions we encounter coordination between the functional
groups via hydrogen bonding, as shown in Fig. 6c.

In this section, we show that the presence of the defects affects both the
residence times of water at the SAM functional groups and the exibility of the
SAM functional groups. The altered solvent behaviour at such defects can have
important consequences for the solute. Longer water residence times will reduce
solvent–solute exchange rates at the surface, increasing solute binding strengths
and lowering surface diffusion rates. These effects, whether individually or
combined, affect the kinetics of solute cluster formation, and therefore nucle-
ation at surfaces.
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3.2 Behaviour of the ionic clusters at the SAM surface

In order to understand how defects can affect ionic cluster behaviour at the SAM/
water interface, we rst set up simulations with each of the given SAM surface
congurations and an ion cluster of 10 Ca2+ and 10 CO3

2�, placed at a defect. A
reference case using the defect-free surface was also included. In our system, this
number of ions is equivalent to an overall concentration of 0.056 M. However, in
this setup we are starting from a non-equilibrium system conguration, where all
ions are placed in one particular place on the surface. We are interested in the rate
of system evolution (i.e. ion surface diffusion) towards reaching equilibrium,
which will give us insight into the role of defects on ionic behaviour. The setup
procedure is performed 3 times, each with a different ion cluster conguration,
for each surface type, producing three data points in the form of simulations
when studying the ionic cluster behaviour. We refer to these simulations as set 1,
set 2 and set 3 where applicable. For more information on the setup, the reader is
referred to the section Simulation setup in the Methods section.

In Fig. 7a, we report the mean diffusion coefficient for the cluster, calculated as
per the procedure outlined in the Diffusion coefficient calculations section in the
Methods section. Additionally, we report all mean diffusion values, along with the
lower and upper half averages of the diffusion values within each cluster, in Table 1.
The latter numbers indicate whether both slow and fast diffusing ions are present
within the cluster (and hence the likelihood that the cluster will fragment).

The mean diffusion coefficient of an ion cluster on a defect-free at surface
ranges between 1 and 2 � 10�12 m2 s�1. In this case, there are no topographical
surface features and so we take this range as the benchmark for ionic surface
diffusion when discussing the rest of the surface congurations.

In the case of vacancy type A (shown in orange), we can see that in two of the
cases, the mean ionic diffusion is comparable to that in the at surface case,
indicating that the presence of one Au offset vacancy defect does not affect the
Fig. 7 (a) Mean diffusion coefficient of each ionic cluster for each simulation set, as
described in the Methods section. Four of the simulations have been highlighted in black
rectangles as they are shown in more detail in the second part of this figure. (b) Plot of the
mean squared displacement of ions for selected clusters along the x- and y-system
dimensions. Corresponding visual representations of the starting and the ending cluster
configurations are displayed around the plot.
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Table 1 Table of mean cluster diffusion coefficients, along with the lower (LH) and upper
half (UH) average for each, representative of the spread in diffusion across the cluster. The
data is shown in units of 10�12 m2 s�1

LH Set 1 UH LH Set 2 UH LH Set 3 UH

Flat surface 0.2 1.8 3.3 0.5 1.1 1.7 0.2 1.0 1.8
Vacancy type A 0.4 3.1 5.9 0.4 1.5 2.6 0.2 0.9 1.5
Vacancy type B 0.06 0.2 0.3 0.1 0.5 0.8 0.06 0.1 0.2
Step type A 0.09 0.7 1.5 0.1 1.1 2.2 0.06 0.2 0.4
Step type B 1.5 6.6 12.7 0.9 2.9 5.3 0.3 1.6 3.2
Vacancy type B shied cluster 1.2 4.2 8.0 0.7 2.8 4.9 — — —
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cluster behaviour much. An exception can be seen in set 1 of this group, where
much higher average cluster diffusion is observed. In this case, the spread of
diffusion coefficients is also large, showing that the cluster has fragmented.

Signicantly smaller values of the mean cluster diffusion coefficients are found
when ions are placed at vacancy type B (green) or step type A (red). In several of
these cases, this is accompanied by an extremely compact cluster behaviour. These
defect types create an environment where the ionic clusters are restrained and
diffuse very little during our simulations. This implies that even relatively small
surface features of the order of magnitude of tens of Å can substantially affect ionic
cluster diffusion by providing a barrier to their natural surface mobility. Reducing
cluster mobility, on the other hand, can produce more rapid growth of clusters
around this defect as passing ions become trapped in its vicinity.

Ionic clusters placed at step type B (in purple) generally display quite dynamic
cluster behaviour with mean diffusion coefficients between 2 � 10�12 m2 s�1 and
6� 10�12 m2 s�1, which are an order of magnitude higher than what we see in the
at surface case. We selected several of the congurations, highlighted by a black
rectangular border in Fig. 7a, for more detailed analysis. Fig. 7b displays a visual
representation of the starting and the ending congurations for each of the
selected cases, together with a corresponding mean squared displacement plot
along the x- and y-surface axes. Visual analysis of the ions on the at surface SAM
shows how the cluster has transformed to resemble an ionic layer across the
surface. The corresponding MSD analysis shows that this spread occurs across
both the x- and y-axes of the surface, being more substantial for the latter. This
phenomenon is due to the packing arrangement of the underlying Au(111)
surface, resulting in larger spacing between –COOH groups in the y-direction of
the surface than in the x-direction. In the case of step type B, shown in purple, the
slopes of the x- and y-component of the MSD are comparable to each other,
indicating that the ions are diffusing both across and along the surface. Addi-
tionally, as shown in Fig. 7b in purple, the diffusion along the x-axis occurs
preferentially away from the stepped region. This observation is consistent across
all three simulations of this group, suggesting that the equilibration process of
the ionic cluster is more favourable across a defect-free environment, rather than
“climbing” the steps, and indicates a presence of a barrier associated with
diffusion across the defect.

For the cases where a more compact cluster behaviour is observed, namely
vacancy type B and step type A, a corresponding shi in the MSD, shown
respectively in green and red in Fig. 7b, can be seen. In the case of step type A in
This journal is © The Royal Society of Chemistry 2022 Faraday Discuss., 2022, 235, 289–306 | 299
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set 2, the movement associated with spread across the y-axis (along the defect) is
much larger than that observed in the x-axis (perpendicular to the defect),
correlating with the general argument that has emerged from our simulations
that defected surface features present a barrier to ionic surface diffusion.

3.2.1 A detailed look into vacancy type B. Additional congurations of ion
clusters positioned on either side of defect vacancy type B, as shown in Fig. 8, were
set up to understand better the behaviour of ionic clusters next to defects which
have shown to be able to immobilise them. Once again, we start with a non-
equilibrium ionic conguration to see whether such active defects can immo-
bilise ions around them, as well as within them. In both cases, aer a 50 ns
simulation, ions diffuse preferentially and readily across the at region away from
the defect, with a few ions being trapped within the defect. Diffusion coefficients
for these cases are reported in Fig. 7a in black and are 2–3 times higher than the
diffusion coefficients for ions moving across a defect-free at surface.

Analysis of the ionic cluster behaviour indicates that some surface defects will
impair ion mobility across a surface, while others will not. We will refer to the
former as active defects. Moreover, we see a general trend that in the process of
equilibration, ion clusters diffuse much less readily across the active defect than
across a defect-free feature, suggesting that topographical defects create a barrier
to diffusion, reducing the available surface space. In our simulations, when
starting with a local enhanced concentration, this effect results in higher diffu-
sion rates away from a defect compared to the at surface reference case, as
shown in Fig. 7a (purple and black cases). However, as discussed, these simula-
tions have articially placed ion clusters as starting congurations and so the
higher diffusion is due to the non-equilibrium starting conditions and the
relaxations away from this state.
3.3 Free energy calculations on single ion movements with respect to vacancy
type B

We take a closer look at the free energy associated with the movement of Ca2+ and
CO3

2� ions in and out of vacancy type B to gain insight into the solute–surface
Fig. 8 Starting and final configurations of simulations of ion clusters placed next to
vacancy type B, showing the preferential diffusion of ions across the defect-free surface
side.
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interactions promoting the observed ion cluster behaviour. Simulations were
performed in combination with WTmetaD and the full details of the setup are
outlined in the Well-tempered metadynamics setup section in the Methods
section. Each simulation was carried out until the average positional standard
error was within 1.5 kBT units. All convergence analysis is reported in the ESI.†

Fig. 9 displays the free energy proles recovered from the metadynamics runs.
The free energy reported is projected onto the 2-dimensional space of the x- and z-
distance components between the ion of interest and the centre of mass of the
underlying Au surface. In this representation, we are making the assumption that,
since the defect runs parallel with the y-axis of the box, ionic movements along
that axis are degenerate. The free energy prole of the movement associated with
a Ca2+ ion, reported on the le of Fig. 9, shows small variations across the system
as a consequence of the presence of surface defects. In particular, we see a more
stable state within the right-hand defect, which is the slightly wider of the two
(refer to Fig. 1). This effect is relatively long-ranged, stretching as far as 10 Å away
from the well of the defect. On either side of the defect, we see higher energy
states of the Ca2+ ion. Despite the fact that the free energy difference is not large,
energetically varied ionic states at and a few Å away from the surface can be clearly
identied.

Looking at the right-hand side free energy surface of the counter CO3
2� ion, we

see a substantial shi in the energetics of the system, where the solution is now
much less favourable than the surface states. This trend is closely related to the
fact that the functional groups at the SAM surface are uncharged and CO3

2� ions
are associating strongly with the surface through hydrogen bonding. We can
speculate that if the chains were charged and had a –COO� functionality instead,
the Ca2+ ions would be the ones with the stronger surface–solute interaction.
Nonetheless, we believe that in the context of surface topography effects, our
observations are valid and give insight into general mechanisms by which small
surface defects can operate on nucleating species. The free energy surface (FES),
corresponding to the movement of CO3

2�, also shows a high energy region in the
solution right above the defect, particularly for the wider defect on the right-hand
side. This observation explains why we see little diffusion of ions out of and into
Fig. 9 Free energy profiles obtained from enhanced sampling metadynamics simulations
of a single Ca2+ (left) and a single CO3

2� (right) in water in the presence for surface vacancy
type B.
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this defect in our simulations – there is a barrier associated with the movement of
ions. The effect can be seen stretching as far as 10 Å away from the surface.

By combining metadynamics with MD simulations, we have been able to gain
further insight into the ion–surface interactions which dictate the observed ion
cluster behaviour. We nd that, in response to the altered surface topography,
high and low energy regions emerge which stretch over a relatively large distance
into the solution. These regions will control ionic diffusion at and close to the
surface.
3.4 Large-scale MD simulations at vacancy type B

To further test our hypothesis, we performed two additional sets of simulations at
a SAM surface of size 170 � 80 Å with a vacancy type B surface feature. Unlike the
set of simulations previously discussed, in this case the initial congurations
contain ions of Ca2+ and CO3

2� randomly dispersed in solution at two concen-
trations: 0.41 M and 0.69 M. Our objective is to probe whether the surface feature
will have a noticeable effect on the ionic system behaviour using an equilibrium
starting conguration rather than the non-equilibrium congurations with
clusters placed close to defects as discussed above. The simulations were per-
formed for 35 ns for the 0.41 M system and for 70 ns for the 0.69 M system.

In Fig. 10, we report the radial distribution function (RDF) between each
unique –COOH functional group position along the x-axis and Ca2+ and CO3

2�

ions for the last 5 ns of each simulation. Individual 1-dimensional RDFs, calcu-
lated as a function of the distance from the –COOH group to the ions, follow
a dashed line. The RDFs have been plotted side by side, creating an overall 2-
dimensional representation of the ionic distribution across and away from the
surface. For clarity, we also provide a schematic of the corresponding system
conguration by representing C-atoms on the functional group as black dots and
ions as blue.

From the visual representation of the ions, we can see that there is clustering of
ions close to and within the defect, running parallel to the y-axis and around 70–
Fig. 10 (a-1) RDF of the large-scale simulation in a solution of 0.41 M CaCO3. (b-1) RDF of
the large-scale simulation in a solution of 0.69 M CaCO3. Each dashed line corresponds to
a 1D RDF profile as a function of the –COOH to ion distance. (a-2) Black dots show
–COOH functional group positions in the xz-system cross-section, while blue ones show
ion positions for 0.41 M. (b-2) Black dots show –COOH functional group positions in the
xz-system cross-section, while blue ones show ion positions for 0.69 M.

302 | Faraday Discuss., 2022, 235, 289–306 This journal is © The Royal Society of Chemistry 2022

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d1fd00082a


Fig. 11 Schematic summary of the observed effects that atomic-scale surface defects can
exert on ionic substrates.
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80 Å along the x-axis. Our RDF analysis reveals that for both cases, the surface
generally attracts ions, as we see 2–3 times higher probability of ionic concen-
tration in most surface areas compared to a random distribution. However, we
can see a further distinct increase in and around the defect site of 3–5 times
higher ionic distribution. More details on the calculation of the RDF distribu-
tions, and details of how the RDF evolves in time for the duration of each
simulation, are provided in the ESI.†

The observations made here indicate that, even in a simulation environment
where ions are initially distributed randomly, the presence of an active surface
defect can affect the behaviour of ion clustering at the surface, which in turn can
affect the rate at which ionic clusters form and grow.
4 Conclusions

This work investigates the effect of atomic-scale defects in a exible SAM on the
behaviour of the solvent, as well as on that of ionic CaCO3 clusters. Our analysis
shows that the presence of features in the surface topography alters the local
behaviour of the solvent by providing sites where the adsorbed state of a solvent
molecule is longer lived in comparison to a defect-free surface. Furthermore, the
presence of surface defects affects the ion cluster behaviour at the SAM surfaces.
Certain surface features in our investigation are clearly able to reduce themobility
of ions across the surface. When placed immediately next door to steps or
vacancies, ions preferentially diffuse away from these features, showing that there
is a barrier associated with diffusion across them. This is further supported by the
WTmetaD simulations on the ion mobility across vacancy type B, where we see
long-ranged disruption in the free energy. In simulations with signicantly higher
ionic concentrations, where ions are randomly dispersed in solution to start with,
we see the same effects, where ions notably cluster around defect sites.

Our ndings have important consequences for understanding heterogeneous
nucleation. Firstly, only certain defect sites will act as active nucleation sites and
therefore we can expect that not all surface features will aid nucleation, as indi-
cated in Fig. 11 by the label inactive defects.
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Secondly, the presence of active defects affects the solvent and solute behav-
iour, limiting the mobility of ions around the defect. We speculate that there are
two mechanisms involved. Ions will cluster either when descending close to an
active site from solution or when diffusing around on the surface before reaching
an active site (as indicated in Fig. 11). Both mechanisms will result in higher
concentration of ions in the solution around the defect. We recall that classical
nucleation theory (like many rare event theories) involves an assumption of quasi-
equilibrium between species in the initial state. It is nevertheless a theory about
kinetics, not thermodynamics. The system passes along a single coordinate
(traditionally dened as cluster size but modern computational methods have
greatly widened this choice).46 The enhanced local concentrations are consistent
with an assumption of quasi-equilibrium at the surface but, as the local initial
state for the nucleation process, it will also increase the probability of forming
a critical nucleus at these sites.

In the context of heterogeneous nucleation, the implications of our observa-
tions perhaps help explain why and how few surfaces operate as effective nucle-
ating agents. Surfaces are generally understood to stabilise a nucleus by lowering
its interfacial energy and hence, aid nucleation (as would be predicted by the
Joule–Thompson relation), but these interfacial energies are always assumed to
be those of the bulk interface, ignoring local effects caused by defects. Reliable
nucleating agents are in reality hard to nd. If only certain surface topological
features stimulate a signicant increase in local supersaturation, as indicated by
our work, then a defect-free region, which would be the majority of the surface
area, will not be particularly good at inducing clustering in itself. Nuclei that form
in the absence of surface active sites may be stabilised by the surface, however the
probability of their formation will not be enhanced. In the presence of an active
defect, the increase in local supersaturation, under the mechanisms we propose,
will enhance the probability of nuclei formation. The concentration of active
defects, however, will always be limited and only mildly dependent on the surface
chemistry. This means that the number of nuclei that can form at active sites at
any one time will also be limited. In the context of thermodynamics, these nuclei
will therefore be stabilised by the fact that their number is self-limited and system
solute concentration is not depleted upon their formation, until they reach crit-
ical size and crystal formation is underway.

The results presented in this work demonstrate that even small features in
exible surfaces can affect solvent and solute behaviour at and a few Ångstroms
away from the surface. The presence and density of these atomic-scale defects can
alter the course of nucleation in a heterogeneous environment. Understanding
the role of these active sites is essential for the design of effective nucleating
agents.
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