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The role of spin states in the catalytic mechanism
of the intra- and extradiol cleavage of catechols
by O2†

S. Stepanović,a D. Angelone, b M. Gruden *c and M. Swart *b,d

Iron-dependent enzymes and biomimetic iron complexes can catalyze the ring cleavage of very inert,

aromatic compounds. The mechanisms of these transformations and the factors that lead either to extra-

diol cleavage or intradiol cleavage have not been fully understood. By using density functional theory we

have elucidated the mechanism of the catalytic cycle for two biomimetic complexes, and explained the

difference in the experimentally obtained products.

Introduction

The microbial aerobic degradation of aromatic pollutants,
which are widespread contaminants in soils and ground-
waters, obviously represents an intense research area in the
scientific community.1,2 A key step in the biodegradation of
aromatic compounds is the oxidative cleavage of catechol
derivatives and is facilitated by a class of enzymes known as
catechol dioxygenases.3,4 Two different groups of enzymes play
an essential role in the ring cleavage of catechol derivatives:
extradiol- and intradiol-cleaving dioxygenases.5 These two
enzyme groups have different active sites, and thus catalyse
different metabolic transformations.6 In the case of extradiol
enzymes, one of the oxygens from O2 is incorporated next to
one of the hydroxyl groups (see Fig. 1). On the other hand, in
the intradiol dioxygenases, the insertion of the oxygen takes
place between the two hydroxyl groups of catechol.

The most remarkable feature of these two enzymes is the
use of different oxidation states of iron in them. Extradiol-
cleaving dioxygenases use FeII in their active site, coordinated
by a 2-His-1-carboxylate facial triad in an octahedral environ-
ment. The vacant sites are occupied by solvent molecules that
can be easily replaced by the substrate and oxygen in the cata-
lytic process, see Fig. 1. In the subsequent step the formation

of an alkyl peroxide is followed by a homolytic cleavage of the
O–O bond and the insertion of an oxygen atom into the cate-
chol ring occurs. On the other hand, the active site of intradiol
dioxygenases consists of FeIII coordinated by two histidines
and two tyrosines, and one hydroxide anion.

One of the proposed mechanistic pathways suggested that
for an intradiol enzyme, first, FeIII has to oxidize the aromatic
ring to a catechol radical, thereby enabling the coordination of
oxygen and the subsequent formation of an alkyl peroxide. It
is believed that the incorporation of an oxygen atom into the
catechol ring proceeds via a concerted process, the so-called
Criegee rearrangement.6,9,10

Despite many studies on intra/extradiol enzymes, many
questions still remain concerning the details of the reaction
mechanisms of these enzymes along with the factors that
determine the intra- versus extradiol specificity.6 This is in par-
ticular true because of the finding that biomimetic complexes
based on FeIII showed both intra- and extradiol activities.11

Previous experimental investigations on iron complexes with
rigid L-N2H2 (2,11-diaza[3.3](2,6)pyridinophane) and L-N2Me2
(N,N′-dimethyl-2,11-diaza[3.3](2,6)pyridinophane) ligands (see
Fig. 2) have shown that the complexation with L-N2Me2 mainly
follows the intradiol pathway (as expected for a FeIII

complex),12 while for the complex with L-N2H2 both pathways
are being followed.11 Previous experimental and theoretical
DFT studies indicated that the formation of an alkyl peroxide
is the rate determining step in both cases.10 The selection of
one or the other pathway might involve the inclusion of
different spin states during the reaction, and therefore, we
have studied in detail the influence of the spin-state on the
energetics and the mechanism of these reactions.

The relatively small size of biomimetic complexes compared
to the enzymes enables both a facile and well-controlled adap-
tation of the ligand structure, and an in-depth inspection by
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means of quantum mechanical (QM) modelling; this provides
meaningful guidelines for the investigation of the functioning
of complicated enzymatic systems.6,13–15 In theory, there is a

wide variety of QM levels that can be applied to biomimetic
complexes, ranging from semi-empirical methods to high level
ab initio (post-Hartree Fock) approaches,16,17 and including a
plethora of Density Functional Approximations (DFAs).18,19

The DFAs offer a fast and easy way to calculate the properties
of medium-to-large sized molecules, considering their good
compromise between the accuracy and the computational
efficiency. However, even though DFA methods are in general
very accurate for structures and energies, the reliable predic-
tion of spin state splitting in transition metal compounds
becomes a difficult challenge.20 There are a large number of
studies21–29 devoted to the validation of Density Functional
Approximation (DFA) for accurate description of relative spin
state energetics, although the prediction of the ground state in
complicated systems requires special caution.20,23,30–34 LDA
and early GGA DFAs show intrinsic preferences for the low
spin (LS) state, while hybrid DFAs systematically favour high
spin (HS) states, which is a consequence35 of the inclusion of
HF exchange that does not address the correlation between
electrons with different spins in a proper way.36 There has not
yet been a generally accepted level of theory for the diversity of
complicated transition metal systems, although there is a clear
preference for DFAs that are spin-state consistent in their
design.19 However, so far, almost all studies on enzyme active
sites and their small molecule mimics have used hybrid
DFAs.9,10,37–42 As mentioned before, because of the inclusion
of the HF exchange in the hybrid DFAs, a tendency to overesti-
mate the stability of high spin states is present in them.23,32

Recently, new spin-state consistent DFAs (SSB-D,43 S12g44 and
S12h44) have been designed, showing good performance for
spin state energetics and reaction barriers.19 Furthermore,
Perdew has recently reported a non-empirical meta-GGA ‘Made
Very Simple’ (MGGA-MVS),45 which could also perform well.46

Computational details

All DFT calculations were performed with the Amsterdam
Density Functional (ADF) program suite.47,48 MOs were
expanded in an uncontracted set of Slater type orbitals (STOs)
of triple-ζ quality containing diffuse functions (TZ2P)49 and
two sets of polarization functions. Core electrons (1s for the
2nd period, 1s2s2p for 3rd–4th periods) were not treated expli-
citly during the geometry optimization (frozen core approxi-
mation), as it was shown to have a negligible effect on the
obtained geometries.50 An auxiliary set of s, p, d, f, and g STOs
was used to fit the molecular density and represent the
Coulomb and exchange potentials accurately for each SCF
cycle. Electronic energies were used without any thermochem-
istry correction throughout the paper, with Gibbs free energies
available in the ESI.†

The geometries were optimized using the QUILD program51

(as implemented in the ADF2016 suite) using adapted deloca-
lized coordinates52 until the maximum gradient component
was less than 10−4 a.u. The energies and gradients were calcu-
lated by the S12g44 DFA, using a Becke grid53,54 with a numeri-

Fig. 2 Schematic representation of ligands used (left) to model the
reactivity of extradiol and intradiol catechol dioxygenases, L-N2H2 (2,11-
diaza[3.3](2,6)pyridinophane) and L-N2Me2 (N,N’-dimethyl-2,11-diaza
[3.3](2,6)pyridinophane), and the structure of the [FeIII(L-N2H2)Cl3]
complex (right).

Fig. 1 Proposed catalytic cycle in the active site for (a) extradiol and (b)
intradiol cleaving catechol dioxygenases.7,8

Organic & Biomolecular Chemistry Paper

This journal is © The Royal Society of Chemistry 2017 Org. Biomol. Chem., 2017, 15, 7860–7868 | 7861

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
 2

01
7.

 D
ow

nl
oa

de
d 

on
 2

/5
/2

02
6 

11
:4

3:
21

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c7ob01814b


cal accuracy of very good quality. The COSMO55–57 dielectric
continuum model was used for implicit treatment of the
environment (with methanol as a solvent).58,59 Scalar relativis-
tic corrections have been included self-consistently by using
the zeroth-order regular approximation (ZORA).60–62 The
nature of the stationary points is confirmed by calculating
analytical Hessians. The subsequent single point calculations
that use all-electron basis sets have been performed on all
optimized geometries with the S12g, SSB-D,43 M06-L,13,63

MVS45 and S12h44 levels of theory (see the ESI†).

Results and discussion
General mechanism

The proposed mechanism for both the extradiol and intradiol
cleavages of an iron catechol complex is shown in Fig. 3 (with
the N2H2 ligand, it is assumed that the same pathways are
being followed using the N2Me2 ligand). This mechanism rep-
resents stepwise progression via multiple local minima. In the
examined biomimetic complexes, iron is coordinated by four
nitrogen atoms from the chelate ligand, having two adjacent
sides accessible for the coordination of the catechol which
donates two oxygen atoms to the iron in the resting state (0),
see Fig. 3.

After binding of O2, in the first step a weakly-bound van der
Waals complex 1 is obtained. Subsequent electron transfer
from the catechol, via iron(III) to oxygen, and coordination of
the latter, occur via a concerted process,9 forming intermedi-
ate 2 (see Fig. 3). In the next step, the coordinated superoxide

attacks the catechol, which results in a bridging alkyl peroxide 3.
The O2 bond is cleaved homolytically, leading to intermediate 4,
which immediately decays in one of the two possible routes:
intradiol or extradiol. This intermediate 4 is therefore the
branching point where the selectivity for one of the two routes
is decided.

The intradiol pathway leads to the open chain radical inter-
mediate 5i, via breaking of the C–C bond and subsequently,
the insertion of the oxygen to leads to the cyclization product 6i
(see Fig. 3). The extradiol pathway involves the formation of
cyclic epoxide 5e, and then breaking of the C–C bond, and the
insertion of the oxygen leads to structure 6e. It should be noted
that 6i and 6e dissociate forming two isomers, a muconic
anhydride and a seven-membered ring lactone, respectively.

Iron(III) complexes have three possible spin-states: high-
spin (HS) with five unpaired electrons on the metal; intermedi-
ate-spin (IS) with three unpaired electrons on the metal; and
low-spin (LS) with one unpaired electron on the metal. In
order to fully understand the proposed mechanism, the spin-
state splittings of all intermediates and transition states
involved in the reaction mechanisms shown in Fig. 3 were
investigated. The spin-state splittings of 0, 6i and 6e at S12g/
TZ2P are given in Table 1, while those with SSB-D, S12h, M06-L
and MVS45 can be found in Tables S1–S8.†

There are a number of experimentally available crystal struc-
tures of the complexes that are related to the investigated cata-
lytic cycle.11,12,64,65 They are either precursors of complex 0
with chloride ions instead of catechol with L-N2H2 and
L-N2Me2 ligands, or 0 itself (only characterized structurally
with L-N2Me2). The calculated bond distances for all com-

Fig. 3 Proposed mechanism and nomenclature for intra- and extradiol catechol cleavages catalyzed by the L-N2H2 iron(III) complex.
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plexes show reasonable agreement with the experimentally
determined bond lengths (see Table S9†). Experimental
studies have concluded (based on the bond lengths of similar
systems) that all of these complexes are in the HS ground
state.9,10 The calculated electronic energies show that the
chloride precursors are in the HS ground state, which corro-
borates the experimental conclusions. However, for the
complex with catechol, the LS state is obtained as the ground
state. Similar results are obtained previously at the B3LYP*
level of theory.10 This indicates that the spin ground-state for
this complex is not determined by the electronic energies, but
instead a significant effect is to be expected from enthalpy and
entropy corrections that systematically favour the HS state.
Irrespective of the coordinated ligand (L-N2H2 or L-N2Me2), the
HS intradiol product is thermodynamically favoured, see
Table 1.

Reaction path with the L-N2H2 ligand

The first part of the energy landscape for the catalytic cycle of
the complex with the L-N2H2 ligand (before branching into
intradiol and extradiol pathways) is represented in Fig. 4. The
splitting of the pathways after branching point 4 is shown in
Fig. 5. For the sake of clarity, only the S12g results are given.
Some of the specific details are different using SSB-D, M06-L,

S12h and MVS, but the overall conclusions regarding the spin
state that governs the mechanism and product distribution are
the same (see Tables S1–S8†).

Following the schematic representation shown in Fig. 1, the
complete catalytic dioxygenation reaction for all the available
spin states is calculated, starting from a [Fe(LN4H2)(Cat)]

+

complex 0, Fig. 4. As mentioned earlier, the initial structure 0
is suggested to be in the HS state. Close lying LS and the HS
states are obtained using S12g, with the LS slightly lower in
energy. The reaction proceeds with the initial formation of the
van der Waals complex 1 that has a negligible effect on the
relative spin state energies. Since complex 1 is coordinatively
saturated, the subsequent coordination of molecular oxygen
needs to be accompanied by decoordination of one part of
catechol, in an endothermic process, leading to structure 2.
The oxygen that moved away is now able to form an H-bond
with the ligand, thereby fixating its position during the reac-
tion. This step is a complex set of events that include catechol
oxidation coupled with the iron mediated electron transfer to
the O2 molecule, accompanied by the large structural changes.
As a result, the spin state ordering in intermediate 2 has
changed, with the sextet state now being the lowest in energy.
This result is in accordance with experimental results for the
enzymatic reaction66 and similar iron superoxo intermediates.67

In the next step, after the catechol is attacked by the super-
oxo moiety, an intermediate with a five-membered ring (3) is
formed. This corroborates the scattered experimental results
for the enzymatic process.68 During the formation of the
peroxo intermediate, the quartet state becomes the lowest in
energy, and remains so until the final point where the
muconic anhydride and seven-membered ring lactone dis-
sociate from the iron centre. After the formation of intermedi-
ate 3, the O–O bond weakens, and subsequently it breaks,
leading the reaction profile to the branching point region in

Fig. 4 Calculated reaction profile for the first part of the catechol dioxygenation mechanism, starting from the [Fe(LN4H2)(Cat)]
+ complex 0.

Electronic energies (kcal mol−1), obtained using the S12g/TZ2P level of theory, are given relative to reactants.

Table 1 Electronic energies (kcal mol−1) for the resting state of 0 and
final products 6i and 6e, relative to reactants, at S12g/TZ2P

Ligand molecule

L-N2H2 L-N2Me2

0 6i 6e 0 6i 6e

LS 0 −28.3 −15.0 0 −25.8 −12.6
IS 5.0 −28.7 −15.5 4.3 −26.5 −13.3
HS 4.5 −30.0 −16.8 4.1 −27.4 −21.7
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which it can continue either along the intradiol or the extradiol
pathway. The reaction profile that follows the cleavage of the
O–O bond in intermediate 3 is depicted in Fig. 5. The intradiol
pathway is presented on the right, while the extradiol pathway
is shown in the same figure on the left. These two mechanisms
are characterized by distinct structural transformations, reac-
tion courses and final products.

Our calculations indicate that the intradiol mechanism
starts with the breaking of the C–C bond, which is then fol-
lowed by a rearrangement and cyclization, creating the final
product, a seven-membered ring lactone. The extradiol
pathway is initiated by the formation of the cyclic epoxide, fol-
lowed by the breaking of a different C–C bond to give the extra-
diol product, muconic anhydride (see Fig. 5). However, in
most of the previous studies concerning the mechanism of
intradiol catechol dioxygenase6 and its biomimetics,9,10 a con-
certed mechanism was found for the formation of seven-mem-
bered lactone, whereas in this study the C–C bond breaking
occurs first.

The ratio of the products is determined by the barriers for
the two pathways, i.e. the relative energies of two transition
states TS45i and TS45e. In the IS state, the energy difference
between TS45i and TS45e is 1.9 kcal mol−1, favouring the intra-
diol pathway. However, much smaller barriers are found in the
sextet state, with a difference between TS45i and TS45e of only
0.4 kcal mol−1. Since a spin-state switch from IS to HS itself
also involves a small barrier (through a so-called minimum-
energy crossing point, MECP),69,70 no attempt was made here

to localize this MECP because of the small barriers involved. It
indicates that both products should in principle be formed,
which is in excellent agreement with the experiment.11 The
inspection of the reaction landscape shows that the quartet
and sextet states are almost equi-energetic in many cases, see
Fig. 5, and hence two-state reactivity71–73 seems to play a role
here to govern the reaction until the dissociation of the seven-
membered ring products and the formation of a five-coordi-
nate iron–oxo complex occur. This is in good agreement with
previous studies9 which concluded that iron–oxo complexes
tend to be in close lying spin states, with the dominant HS
state in a penta-coordinated environment, and IS when hexa-
coordinated.

Reaction path with the L-N2Me2 ligand

In order to fully understand the behaviour and intrinsic pro-
perties of the spin state governed reactions, calculations have
also been carried out for the FeIII complex with the L-N2Me2
ligand. The observed reaction profile with S12g is shown in
Fig. 6 and 7 (SSB-D, M06-L, S12h and MVS results are given in
Tables S1–S8†).

The overall reaction pathway is very similar to the catalytic
cycle of the complex with the L-N2H2 ligand. The sextet state is
the ground state for the superoxo intermediate 2, as well as for
the final product, a five-coordinate iron–oxo complex. The
quartet state governs the reaction mechanism and product dis-
tribution due to the fact that the barrier for the O–O bond dis-
sociation TS34 is very high in energy on a sextet PES.

Fig. 5 Calculated reaction profile for the second part of the catalytic mechanism with the LN4H2 ligand, branching to the extradiol (left) and intra-
diol (right) pathways. Electronic energies (kcal mol−1), obtained using the S12g/TZ2P level of theory, are given relative to reactants.
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Fig. 6 Calculated reaction profile for the first part of the catechol dioxygenation mechanism, starting from the [Fe(LN4Me2)(Cat)]
+ complex 0.

Electronic energies (kcal mol−1), obtained using the S12g/TZ2P level of theory, are given relative to reactants.

Fig. 7 Calculated reaction profile for the second part of the catalytic mechanism with the LN4Me2 ligand, branching to the extradiol (left) and intra-
diol (right) pathways. Electronic energies (kcal mol−1), obtained using the S12g/TZ2P level of theory, are given relative to reactants.
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However, there are two notable differences. First, the step
for the coordination of O2, 1 → 2, is more endothermic for the
L-N2Me2 ligand. The obvious reason for this is easily found to
be the absence of a H-bond donor here (see Fig. 7), to which
the decoordinating catechol oxygen can bind (unlike the situ-
ation for the L-N2H2 ligand, see Fig. 4).

Secondly and most importantly, the differences in the reac-
tion barriers (TS45i vs. TS45e) after the branching point 4 were
twice as large (2.8 kcal mol−1) for the L-N2Me2 ligand com-
pared to those for the L-N2H2 ligand (1.4 kcal mol−1). This
corroborates the experimental findings that the iron(III)-complex
with the L-N2Me2 ligand selectively cleaves the catechol in an
intradiol pathway.12

The difference in the product selectivity with FeIII complexes
from L-N2H2 and L-N2Me2 ligands

The overall selectivity of the catalytic cycle is determined by
the differences in the energies of the transition states for the
two reaction pathways, TS45i for the intradiol and TS45e for the
extradiol routes. The difference in the intradiol/extradiol bar-
riers can be explained in terms of the relative orientation of
the substrate toward the bridging peroxide.10 The extradiol
pathway has a higher barrier, probably due to the necessity of
reorientation of the O2p orbital originating from the O–O clea-
vage.10 The reason for the difference in the product selectivity
of the two complexes, i.e. barrier heights at the branching
point, can be found in the inspection of H-bonding towards
the catechol substrate with the L-N2H2 ligand. During the
intradiol pathway, the H-bond with the L-N2H2 ligand is lost in
the 4 → 5i step, as a consequence of the breaking of the C–C
bond. This does not occur during the extradiol reaction path,
explaining why the intradiol pathway is higher in energy and
closer to the extradiol alternative with the L-N2H2 ligand.
Similarly, the larger reaction rate for the L-N2H2 ligand com-
pared to L-N2Me2 results from the smaller endothermicity for
binding of O2 with L-N2H2 because of the capability to form
H-bonds (see Fig. 4). In addition, it seems that the methyl
groups on the ligand tend to further stabilize the intermediate
spin if we compare intermediate 4 with the two ligands.
Although on an absolute scale the barrier of the extradiol
pathway remains almost identical (ca. 5 kcal mol−1) the barrier
for the intradiol path is ca. 1 kcal mol−1 lower for the L-N2Me2
ligand. The origin of this change in the barrier height can be
found in L-N2Me2 4 where the IS state shows an increased
bond distance between iron and the catechol oxygen. At the
same time a higher Mulliken spin-density charge is observed
on the oxygen and carbon atoms that are involved in the clea-
vage. The Fe core also seems to have a higher spin density in
the L-N2Me2 ligand than the L-N2H2 one, and therefore, the
geometry and the spin densities of the L-N2Me2 complex in the
IS state are more similar to a HS electronic configuration,
while in the case of 4 with the L-N2H2 ligand the geometry and
electronic configuration are closer to a low spin electronic
configuration.

Conclusions

Density functional theory calculations have been performed
for the reaction mechanism of the catechol cleaving dioxygen-
ase biomimetic iron complexes with L-N2H2 and L-N2Me2
ligands. The complete details of the catalytic cycle, with all
accessible spin states and two possible pathways, intradiol and
extradiol, were determined. Our calculations show that the for-
mation of both intradiol and extradiol products is substantially
exothermic, but the intradiol product formation is thermo-
dynamically more favourable. For the L-N2H2 ligand,
H-bonding plays an important role, both in stabilizing the
binding of O2, and in making the reaction barriers after the
branching point 4 more equal (and hence reducing the prefer-
ence for an intradiol pathway). Several spin states are involved
throughout the reaction mechanism, where again for the
L-N2H2 ligand in the critical steps a two-state reactivity seems
to be present. On the other hand, for the L-N2Me2 ligand only
the quartet state is shown to be involved in an energetically
plausible mechanism, completely determining the product
distribution. Finally, the difference in the intradiol/extradiol
barriers is explained with the change in the H-bonding of the
catechol substrate with the L-N2H2 ligand during the intradiol
pathway. The obtained results and rationalizations can assist
in the design of more selective catechol dioxygenation mimics.
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