
EES Solar

REVIEW

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
8 

20
25

. D
ow

nl
oa

de
d 

on
 2

02
5-

10
-2

9 
 9

:0
1:

25
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue
Drift-diffusion m
aSchool of Energy Science and Engineering,

Guwahati, Assam, 781039, India. E-mail: si
bChair of Simulation of Nanosystems for En

Engineering, TUM School of Computation,

Modeling Center (AMC), Munich Data Scien

of Munich, Hans-Piloty-Straße 1, 85748

gagliardi@tum.de

Cite this: EES Sol., 2025, 1, 694

Received 25th March 2025
Accepted 15th August 2025

DOI: 10.1039/d5el00040h

rsc.li/EESSolar

694 | EES Sol., 2025, 1, 694–711
odeling of perovskite solar cells:
past and future possibilities

Ajay Singh *a and Alessio Gagliardi b

Approaching 27% power-conversion efficiency and offering solution processability, perovskite solar cells

(PSCs) have paved the way for high-efficiency and cost-effective solar cell technologies. Despite huge

potential, the commercialization of PSCs is hampered by low stability, J–V hysteresis, and grain

boundary-led performance degradation. Drift-diffusion (DD) modeling has become an indispensable tool

for investigating underlying device physics and various dynamical phenomena that are difficult to

understand solely using experimental techniques. However, most of the proposed DD models rely on

oversimplified assumptions and approximations and therefore do not mimic the actual device while

modeling the role of interfaces, doping, mobilities, ionic migration, device architecture, and J–V

hysteresis. Moreover, a significant gap remains in modeling short-term and long-term performance

degradation. This review critically examines the evolution of DD modeling in PSCs, highlighting its

strengths, limitations, and opportunities for improvement. We discuss strategies to enhance model

accuracy by incorporating advanced sub-models for degradation, ionic trapping, mobility, grain

boundaries, photon recycling, and quantum effects. We emphasize the incorporation of generation/

annihilation of ionic defects and combining time/frequency domain analysis to predict short- and long-

term performance degradation. For modeling parameters inaccessible via experiments, the possibility of

combining DD and Density Functional Theory (DFT) is explored. Furthermore, we present how machine

learning models and interfacing experimental data can help speed up and improve the accuracy and

reliability of DD models. By identifying current gaps and proposing future directions, this review aims to

guide the development of robust, scalable, and physically grounded DD models for PSCs.
Broader context

Perovskite solar cells (PSCs) have rapidly advanced as one of the most promising solar cell technologies due to high efficiency (approaching 27%), low-cost
fabrication and tunable optoelectronic properties. Despite huge potential, PSCs' commercialization is hampered by low stability, J–V hysteresis, and grain
boundary-led performance degradation. Dri-diffusion (DD) modeling has emerged as a vital tool for investigating and optimizing PSC performance, offering
insights into charge carrier dynamics that are difficult to probe experimentally. This review provides a comprehensive and critical evaluation of DD modeling
approaches in PSCs, highlighting their strengths, limitations, and opportunities for improvement. Strategies to rene DD modeling by incorporating advanced
sub-models for degradation, ionic trapping, mobility, grain boundaries, photon recycling, and quantum effects are presented. Furthermore, the possibility of
combining time/frequency domain analysis, density functional theory and machine learning approaches is presented to improve the accuracy and reliability of
DD modeling to predict short- and long-term performance degradations. The broader impact of this work lies in its potential to identify current gaps and
propose future directions to guide the development of robust, scalable, and physically grounded DD models for PSCs.
1 Introduction

Hybrid organic–inorganic perovskite solar cells (PSCs) have
gained extraordinary attention because of their high power
conversion efficiency (PCE) and solution processability. Strong
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and wide optical absorption, high charge carrier mobilities,
long carrier diffusion lengths, and surprisingly low recombi-
nation rates in hybrid perovskites have enabled a PCE of 27% in
single-junction PSCs and about 35% in silicon/perovskite
tandem cells.1–4 Furthermore, bandgap tunability and low-
temperature fabrication techniques make PSCs potential alter-
natives to develop low-cost solar cells to compete with existing
silicon photovoltaic technology.

A typical PSC consists of a transparent conducting oxide
(TCO) as one of the electrodes, an electron transport layer (ETL),
a perovskite absorber, a hole transport layer (HTL) and a top
electrode. TCO is usually deposited on a glass substrate. The
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://crossmark.crossref.org/dialog/?doi=10.1039/d5el00040h&domain=pdf&date_stamp=2025-10-17
http://orcid.org/0000-0003-2249-4497
http://orcid.org/0000-0002-3322-2190
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5el00040h
https://pubs.rsc.org/en/journals/journal/EL
https://pubs.rsc.org/en/journals/journal/EL?issueid=EL001005


Review EES Solar

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
8 

20
25

. D
ow

nl
oa

de
d 

on
 2

02
5-

10
-2

9 
 9

:0
1:

25
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
light enters from the glass/TCO side. Top contact nomenclature
comes from the fabrication scheme, as this is the last layer
deposited on top of the underlying stack. A metal contact is
commonly used as the top contact. Organic and inorganic wide-
bandgap semiconducting materials are used as ETLs and HTLs.
The absorber material, an organic–inorganic hybrid perovskite,
consists of an ABX3 type crystal structure, where A is an organic
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cation (such asmethylammonium and formamidinium), B is an
inorganic cation (such as lead or tin), and X represents the
halogen anion (I, Br, and Cl). Fig. 1 shows a typical PSC struc-
ture, the perovskite absorber crystal structure and the energy
diagram of a PSC. Upon sunlight exposure, electron–hole pairs
are generated in the perovskite absorber. Due to the built-in
potential arising from different energy levels of the absorber
and transport layers, the electrons travel via the ETL to the
electron collecting electrode. The holes from the absorber
valence band travel via the HTL to the hole collecting electrode.

Despite high efficiencies demonstrated by PSCs, several
long-term and short-term instabilities hinder their commer-
cialization and long-term deployment.7–9 The photovoltaic
performance of PSCs is hampered by grain boundaries (GBs),
traps and mobile ionic defects. The role of defects and charge
transport in PSCs is a complex phenomenon and not very well
understood. The organic–inorganic hybrid nature of the
perovskite absorbers introduces complexity in understanding
their electronic and optoelectronic behavior. This complexity is
further amplied by the interplay of mobile ions, traps, grain
boundaries, and introduction of interfaces at the absorber, the
charge transport layer (CTL) and electrodes. PSCs exhibit
hysteresis in the current–voltage (J–V) characteristics, which is
attributed to a combined effect of traps, grain boundaries and
mobile ions, as conrmed by impedance spectroscopy,10–12

a combination of impedance spectroscopy and deep-level
transient spectroscopy,13 wide-eld photoluminescence
imaging microscopy14 and other techniques.15–17 Ionic defects,
grain boundaries, J–V hysteresis and instabilities in PSCs are
regarded to be strongly interlinked; however, their correlation is
not very well understood.11,18–20 Because of mutual dependen-
cies, experimental techniques oen fall short in isolating the
effects of individual parameters and physical processes such as
ionic–electronic interaction, interface recombination, and grain
boundary dynamics. Moreover, limitations in measurement
techniques may limit the investigation and, hence, the under-
standing of various fundamental processes at the material and
device levels. Simulation models, mainly by decoupling the
effects of individual parameters, offer a complementary
approach to investigate complex phenomena that would
otherwise be difficult to understand using experiments.

Dri-diffusion (DD) is a promising tool to investigate
underlying device physics and interface energetics, and to
optimize device architecture for obtaining maximum photo-
voltaic performance of PSCs.21–24 DDmodeling of PSCs has been
implemented in several commercial and open course tools,
such as SCAPS-1D, Fluxim, OghmaNano, COMSOL, AFORS-
HET, TCAD, AMPS-1D, TiberCAD, IonMonger, SIMsalabim
and Drifusion.25–35 DD models have been employed to opti-
mize material and device parameters, such as conductivity,
doping, mobility, thickness and contact work function.6,24,32,33,36

Apart from device optimization, a signicant effort has been
dedicated to investigate J–V hysteresis17,18,34,37,38 and the role of
grain boundaries.16,27,39,40 However, deeper investigations are
required to get a clear picture of the contradictory role of
grains.41–43 The role of ferroelectricity in PSCs has been a topic of
debate44 with several DDmodels highlighting the importance of
EES Sol., 2025, 1, 694–711 | 695
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;

Fig. 1 (a) Typical perovskite solar cell structure. (b) ABX3 crystal structure of perovskite absorbers. MA, FA and Cs stand for methylammonium,
formamidinium, and cesium, respectively. (c) Energy level diagram of a PSC consisting of ITO as TCO, PolyTPD as the HTL, CH3NH3PbI3 as the
absorber, PCBM as the ETL and gold (Au) as the top contact metal electrode. (a) and (b) are adapted with permission from ref. 5, copyright ©2022,
Springer Nature. (c) is adapted with permission from ref. 6, copyright 2017, John Wiley and Sons.
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considering the role of ferroelectric domains in perovskite
lms.45–47 Along with single-junction PSCs, DD models have
been proposed to optimize material and device parameters in
perovskite-based tandem solar cells.24,48–50 Overall, the DD
models have made a signicant contribution to understanding
various aspects of PSCs.

A basic DD model employs solving Poisson's and continuity
equations simultaneously for all possible charged species in the
system. The continuity equations include generation, recom-
bination, and/or annihilation of charges. By considering only
the electrons and holes are generated upon light exposure,
a simplied DD model for PSCs can be dened by the following
set of equations:34,378>>>>>>>>>>>>><
>>>>>>>>>>>>>:

V$ð3VVÞ ¼ �qðn� pþNa
� �Nd

þ �Nct þNan þ nt
� � nt

þÞ
V$jn ¼ V$fmnnðVFnÞg ¼ G � R

V$jp ¼ V$
�
mpp

�
VFp

�� ¼ �ðG � RÞ

V$jct ¼ V$

�
mctNct

�
kBT

vNct

vx

�	
¼ 0

V$jan ¼ V$

�
manNan

�
kBT

vNan

vx

�	
¼ 0

(1)

where the rst (row) equation represents the Poisson equation
consisting of all possible charge densities. Densities of elec-
trons (n), holes (p), ionized donors (Nd

+), ionized acceptors
(Na

−), electron traps (nt
−) and hole traps (nt

+) are considered.
Mobile ionic defects are well-known in PSCs. For simplicity, two
types of ionic defects are considered. Positively charged mobile
ions are represented by cations with their density (Nct), and
negatively charged mobile ions are represented by anions with
their density (Nan). The nal four equations within the set of eqn
(1) are the continuity equations for the electrons, holes, cations,
and anions. The negative sign in the hole continuity equation
represents the opposite direction of the hole current as
compared to the electrons when they both move in the same
direction. Any additional charges (if present) must be included
in the Poisson equation. Moreover, continuity equations must
696 | EES Sol., 2025, 1, 694–711
be dened for additional mobile charges. 3 represents the
material permittivity, V represents the electrostatic potential,
and q represents the elementary charge.

mp, mn, mct and man represent the mobility of holes, electrons,
cations, and anions, respectively. Fn denotes the electro-
chemical potentials of the electrons and Fp denotes the
electrochemical potential of holes. All potentials and densities
are a function of time and space. Assuming that the anions and
cations are neither generated nor recombined, the right-hand
sides of the cation and anion continuity equations are set to
zero. Further details on the numerical solver can be found in
ref. 34, 37, 51 and 52.

In PSCs, electrons and holes can recombine via different
processes, leading to losses. R represents the net recombination
rate governed by the sum of radiative and non-radiative
recombination densities. Radiative or direct (bimolecular)
recombination is dened as

Rdir = kdir(np − ni
2), (2)

where kdir is the bimolecular recombination rate coefficient. ni
represents the intrinsic carrier density. To include the effect of
trapping of charge carriers by defects and the traps, Shockley–
Read–Hall recombination is governed by53,54

RSRH ¼ np� ni
2�

nþNc exp

�
Et � Ec

kBT

��
sp þ

�
pþNv exp

�
Ev � Et

kBT

��
sn

(3)

where Et, Ec and Ev represent the trap energy level, the
conduction band minimum and the valence band maximum.
Note that a trap energy falling within the bandgap is consid-
ered. If the trap energy level lies within the conduction band or
valence band, the charge carriers get detrapped and can move
freely. Nc and Nv are the effective density of states within the
conduction and valence bands. sp and sn are the trapping times
of holes and the electrons. The trapping time is dened as
a function of the capturing coefficient Cn,p and the trap density
as follows:
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Simulated J–V curves of a perovskite solar cell for different: (a)
charge carrier mobilities in the perovskite absorber, (b) injection
barriers, (c) electron trap density at the ETL/perovskite interface, and
(d) hole trap density at the perovskite/HTL interface. (e) The simula-
tions with andwithout HTL doping. (f) Optimized devicewith increased
carrier mobilities, reduced energetic barriers and passivated traps. The
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sn;p ¼ 1

NtCn;p

: (4)

Higher Cn,p and higher trap density (Nt) result in more effi-
cient trapping and hence shorter trapping time sn,p. In PSCs,
recombination in the bulk perovskite lms is usually low, which
explains the long diffusion lengths of charge carriers and the
higher efficiency of PSCs. Therefore, trapping times within the
perovskite absorber are considered to be high. On the other
hand, due to interface defects, smaller trapping times are
considered at the ETL/perovskite and the perovskite/HTL
interfaces. Any other recombination process present in the
cell should be accounted for in the electron and hole continuity
equations.

Upon light exposure, the electron–hole pairs are generated in
the perovskite absorber, and the generation rate G is governed
by a Lambert–Beer model for absorption:

GðxÞ ¼
ðlmax

lmin

4ðlÞaðlÞexpð�aðlÞxÞdl; (5)

where G(x) is the generation rate at position x along the lm
thickness. 4(l) denotes the light intensity at given wavelength l.
a represents the absorption coefficient and can be determined
experimentally via absorption measurements. Alternatively, a(l)
as a function of wavelength l can be extracted by using the
imaginary part of the refractive index, k, dened as55,56

aðlÞ ¼ 4pk

l
: (6)

k can be measured by optical measurements such as ellips-
ometry. The amount of available light within the perovskite
absorber is determined by the optical properties of all the layers
present in the device stack. The role of various layers can be
captured by a transfer matrix method, which is discussed in
later sections.

To solve Poisson's equation, two boundary conditions are
needed. The common approach is to use Dirichlet conditions
(dened-variable value); the potential is xed at both bound-
aries at each point at a given time, t. The electrostatic potential
boundary conditions can be dened as39

q(Vl − V(0) + Vapp) = Wc − Wa (7)

where Vapp, Wa and Wc represent the applied voltage, anode
work function and cathode work function, respectively. For
simplicity, the potential of one of the contacts can be set to zero
as a reference.34 The charge carrier density boundary conditions
at the electrode contacts are given by39

n, p = Ncv exp(−jn,p/Vt) (8)

where jn,p denotes the offset (in eV) between the anode
(cathode) work function and the valence (conduction) band of
the perovskite. For the ions, blocking boundary conditions are
used as the ions cannot come out of the perovskite layer. The
© 2025 The Author(s). Published by the Royal Society of Chemistry
ionic densities as well as the ionic currents are therefore set to
zero at both ends of the device.

Most numerical DD models use a nite-element mesh (FEM)
to dene various layers and their properties in respective
regions. During the simulations, a typical approach is to rst
calculate an equilibrium solution under short-circuit condi-
tions without illumination. Thereaer, the illumination is
switched on, and a steady-state solution is obtained. Aer
reaching the steady state, a voltage sweep is applied to obtain
the J–V characteristics of the device. A simplied one-
dimensional model without considering ions and grain
boundaries can be used to nd steady-state J–V characteristics.
Such simplied models can be useful for investigating the role
of materials and device parameters in optimizing PSCs as pre-
sented by Sherkar et al.6 Fig. 2 shows how the J–V performance
of PSCs can be optimized by varying charge carrier mobility (in
the absorber layer), injection barrier (dened by the electrode
work functions and the charge transport layer conduction and
valence bands), electron trap density, hole trap density, and
doping in the HTL.

Approximated steady-state DD models can represent the
device performance trends under certain conditions. However,
the steady-state models cannot simulate J–V curves for different
voltage sweep rates, and hence cannot provide information on
figure is reproduced with permission from ref. 6 copyright 2017, John
Wiley and Sons.

EES Sol., 2025, 1, 694–711 | 697

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5el00040h


EES Solar Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
8 

20
25

. D
ow

nl
oa

de
d 

on
 2

02
5-

10
-2

9 
 9

:0
1:

25
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
the J–V hysteresis. To get information on the hysteresis,
a forward bias (low to high voltage) is applied, followed by
a reverse bias (high to low voltage). Detailed discussion on J–V
hysteresis is presented in later sections.

Many DD studies presented in the literature consider various
approximations and hence may not represent the real device
behavior despite reproducing J–V curves as pointed out by
Neukom et al.51 Common approximations include geometry
considerations, generation and recombination models, the
constant temperature approach, the number and parameters of
ionic defects, and the role of grain boundaries and interfaces,
etc. Tessler and Vaynzof have57 highlighted the importance of
including correct models and appropriate parameterization,
especially for including the role of ions, dielectric constant,
density of states, spatial distribution of recombination losses,
etc. On the other hand, there has been limited work on
modeling of instabilities and hence the device performance in
the long run. Minimizing the approximations, better parame-
terization and incorporation of appropriate submodels are
needed to get the real picture of the performance of PSCs. This
review critically examines various studies on DD modeling in
PSCs to simulate transient and steady-state behavior, interface
and grain boundary effects, ionic transport, and long-term
stability. A comprehensive review of past studies and their
limitations has been presented. Thereaer, we have presented
how future studies can adapt emerging strategies to improve
the accuracy and predictive power of DD models, such as by
implementing rened grain boundary and interface models,
machine learning-based acceleration, integration of experi-
mental data, and parameterization with the help of density
functional theory calculations. Moreover, we propose on how
the inclusion of electronic–ionic interactions and annihilation
and creation of ionic defects can help predict short- and long-
term performance degradations in PSCs. By thoroughly
reviewing current modeling approaches and proposing future
pathways for renement, this review aims to guide the devel-
opment of robust and physically grounded DDmodels for PSCs.

2 Geometrical considerations
2.1 Interfaces and grain boundaries

Modeling the interfaces is one of the challenges in simulating
PSCs. Most of the studies presented in the literature employ
abrupt endings of material on both sides of the interface, which
may not be true in a real device. The interfaces between the CTL
and the perovskite absorber and between the CTL and elec-
trodes (cathode and anode) play crucial roles in the charge
transport and recombination at the respective interfaces. Some
studies have dened perovskite/CTL interface regions via 1 nm
to 2 nm thick layers consisting of traps.39,51,58 These studies
consider the material properties in the interface region same as
the perovskite layer. In a real device however, the interface can
have a mixture of the perovskite and the particular transport
layer. Therefore, a gradual variation of material properties
would result in more realistic parameterization for the inter-
face. Some studies have therefore employed a linear variation of
material properties at the interfaces between perovskite and the
698 | EES Sol., 2025, 1, 694–711
CTL.37,52,59 The same strategy could be applied to the interfaces
between the CTL and the electrodes. However, in-diffusion of:
(i) metal into the organic CTL, (ii) ionic defects into the CTL,
and (iii) CTL dopants into the interface/bulk absorber can make
these interfaces even more complex to model.60,61 Moreover,
a change in built-in potential via the formation of self-induced
dipoles can change the device performance.57

Due to the polycrystalline nature of perovskite lms, they
consist of several grains oriented in different directions. The
boundary between two adjacent grains may consist of dangling
bonds, distorted bond angles, and other defects. Traps at the
grain boundaries have been regarded as one of the major loss
mechanisms in PSC performance.19,41,42,62 Apart from hosting
xed traps and recombination centers, GBs provide channels
for ionic defect migration due to their low activation ener-
gies.41,63,64 Therefore, the GBs play an important role in well-
known J–V hysteresis in PSCs.11,41,64,65 A summary of how
various studies have modeled grain boundaries in PSCs is pre-
sented in Table 1. Olyaeefar et al. proposed a classical model
combined with a DD model to investigate the impact of grain
size and boundary effects in PSCs.27 Themodel incorporated the
impact of GBs by using equivalent mobility and carrier lifetimes
within the perovskite layer itself. Similarly, Iiquar et al. used
an AFORS-HET-based one-dimensional DD model to simulate
the impact of GBs by incorporating GBs equivalent to the
volume defect density within the perovskite layer.66 Sherkar
et al. used a one-dimensional DD model to investigate the
nature of ionic trap states within grain boundaries using xed
trap densities at points 100 nm apart along the absorber
thickness.39 Nandal et al. investigated ion-induced passivation
of grain boundaries using a DD model.67 In the latter, the GBs
are dened as 2 nm thick lines along the length and perpen-
dicular to the ETL/perovskite/HTL stack thickness. The GB
properties were dened the same as those of perovskite except
for a different trap-assisted recombination rate. The study
observed that the orientation and location of GBs play an
important role in the photovoltaic performance of PSCs.
Moreover, GB to GB heterogeneity of adjacent grains can affect
the photovoltage in PSCs.68 Jia et al. pointed out the role of GB
orientation by investigating the role of residual charges in
photovoltaic performance.69 The study demonstrated that the
residual charge exists predominately at the grain boundaries,
which are parallel to the device. One of our studies imple-
mented GBs as 1 nm to 2 nm thick regions oriented in different
directions in a 2D plane.16 We observed signicant variations in
photovoltaic performance with changes in the traps and ionic
defect distribution proles along with GBs. Considering all the
aforementioned reports, it is important to correctly capture the
size and orientation of the grain boundaries. In a real 3D bulk
perovskite lm, GBs are oriented in various directions and are
distributed randomly. One-dimensional models fail to effec-
tively and accurately mimic GB's orientation and distribution.
Going beyond one-dimensional models is a necessity to fairly
capture the role of GBs.

Another aspect of GBs is the presence of ordered ferroelectric
domains associated with grains oriented in different directions.
Rossi et al.46 included the effect of the polarization orientation
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 An overview of grain boundary models used in drift-diffusion simulation of PSCs

Authors, year GB model Reference

Olyaeefar et al., 2018 Equivalent mobility and carrier lifetimes within the perovskite layer 27
Iiquar et al., 2018 Equivalent volume defect density within the perovskite layer 66
Sherkar et al., 2017 Fixed trap densities at certain points along the absorber thickness 39
Chu et al., 2017 A thin slab sandwiched between two adjacent volumes in the 3-dimensional model 70
An et al., 2021 Effective charge carrier recombination rates in the bulk perovskite lm 62
Nandal et al., 2019 2 nm lines along with the length and perpendicular to the charge ow in the perovskite layer 67
Singh et al., 2020 Distributed lines in various orientations in a 2-dimensional plane of the perovskite layer 16
You et al., 2021 Two-dimensional grooves in perovskite layers lled with HTL material 71
Kaiser et al., 2022 Distributed points with different energy levels along the absorber thickness 40
Ali Hajjiah, 2025 Horizontal and vertical lines of different thicknesses in a 2-dimensional plane of the perovskite layer 72
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pattern in simulating PSCs using a 2-dimensional DDmodel, as
shown in Fig. 3. The study implemented single-grain and multi-
grain models using a trap density model associated with GB
interfaces. The study highlighted the importance of the inclu-
sion of ferroelectric domain-led polarization to reproduce the
experimental J–V characteristics. The same group presented
another 3-dimensional DD model to investigate the role of
ferroelectricity in PSCs.47 Importantly, such 2-dimensional and
3-dimensional DD models can be extended to investigate the
combined role of grain boundaries (such as defect states and
ionic migration) and ferroelectricity.

Overall, accurate representation of grain boundaries, inter-
facial energetics and local variations is imperative for
enhancing the predictive delity of DD simulations, as these
regions critically inuence charge transport, recombination
dynamics, and overall device performance in PSCs.
2.2 Mesoporous versus planar structure

Mesoporous scaffold in PSCs offers higher surface area to form
contact between the perovskite and charge transport layer,
thereby resulting in improved charge extraction.73,74 A one-
dimensional FEM cannot dene mesoporous layers and there-
fore higher-dimensional geometries are desired. Commercial
3D simulation packages combining nite-difference time-
domain and FEM have been used to simulate PSCs.28,75,76

However, most of these studies use planar architectures and
make several approximations for the number of charged species
Fig. 3 (a) Piezo-response force micrographs and (b) the anticipated
ferroelectric domain polarization used in the DD model as a repre-
sentative of the multi-grain surface section. Reproduced from ref. 46,
copyright (2018), with permission from Elsevier.

© 2025 The Author(s). Published by the Royal Society of Chemistry
and their interactions. In one of our studies, we presented a 2D
mesh-based DD model to investigate the role of perovskite
inltration into mesoporous TiO2.29 The study gives a good
approximation of the role of pore-lling and the interface
defects, in agreement with the experimental ndings, as shown
in Fig. 4. To get a complete picture however, a 3D mesoporous
FEM is desired.
2.3 Charge carrier generation prole and local variations in
the bandgap and defects

The charge carrier generation is determined by the amount of
available light and the absorption coefficient of the absorber
layer. Several studies consider constant or exponential decay
charge carrier generation proles obtained using the Lambert–
Beer model for absorption while omitting the role of transport
layers and contacts.17,38,58,77–79 However, a real device undergoes
reection and parasitic absorption losses in the CTL and elec-
trodes. The reections and interface patterns from various
layers can signicantly modify the optical prole and hence the
charge carrier generation in the absorber layer. The optical
prole is governed by the thickness and optical constants
(refractive index, nr, and extinction coefficient, k) of all the
layers stacked together. Several studies simulate the role of
metal contacts as a xed workfunction.17,78–81 A PSC's back
contact determines if the unabsorbed light will be transmitted
or reected back to the absorber. A reection from a metal back
contact permits more absorption in the absorber layer. This
phenomenon can explain why opaque metal contact may result
in higher current densities in comparison to semitransparent
back contact while keeping the remaining layers unchanged.29

To directly assess the PSC's performance, a correct optical
prole must be obtained. The transfer matrix method
combined with absorption models is a method that properly
accounts for the optical role of the various layers and accurately
calculates charge carrier generation rates.6,59,82–85

During the cell operation, the charge carriers undergo trap-
ping and/or recombination, which strongly depends on the
available charge carrier density. At a given point, a higher
charge carrier generation implies a higher recombination
probability. The traps and recombination centers can be non-
uniformly distributed throughout the device stack. The distri-
bution of recombination centers combined with different
EES Sol., 2025, 1, 694–711 | 699
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Fig. 4 2-Dimensional DD model corroborating the experimental findings on pore-filling of perovskite into mesoporous TiO2. (a) SEM images
and DDmodel input geometry for the pore filling factor (PFF). (b) Calculated external quantum efficiency (EQE) and integrated current density. (c)
Calculated J–V characteristics with different pore filling and interface trap densities. The traps are considered at themesoporous TiO2/perovskite
interface. The cell stack consists of FTO/compact-TiO2/mesoporous-TiO2/CH3NH3PbBr3/PTAA/gold. Reproduced with permission from ref. 29,
copyright 2021, John Wiley and Sons.
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carrier distributions can affect the photovoltaic performance.86

If the regions with higher defects (such as interface traps) and
high charge carrier generation coexist at the same point, there
will be more trapping/recombination, and vice versa. Fig. 5
elaborates on the scenario by considering simplied charge
carrier generation proles and recombination centers.

For simplicity, the effects of ETL, HTL and contact layers are
ignored. Generation prole G1 (G2) is obtained if the cell is
illuminated from the ETL (HTL) side. Values for the perovskite
Fig. 5 Charge carrier generation profiles and electron traps in
a perovskite solar cell. Te represents an electron trap near the perov-
skite/ETL interface. G1 and G2 represent generation profiles upon light
irradiance from the ETL and HTL sides, respectively.

700 | EES Sol., 2025, 1, 694–711
layer thickness and charge carrier generation rate are taken as
typical values for PSCs based on the literature. As an example, in
the case of G1 (the maximum value chosen based on ref. 6, 16
and 52), electron traps near the ETL/perovskite interface will
experience 1 × 1022 cm−3 electrons. If the light is incident from
the HTL side, the same electron traps will experience 1 × 1020

cm−3 electrons for a possible trapping/recombination. There-
fore, the recombination losses will be higher in the case of
illumination from the ETL side. Similarly, hole traps will affect
the device's performance based on their position and the illu-
mination side in the cell. The charge carrier prole and hence
the trapping/recombination will be modied by the ‘light
reection and interference patterns’ while considering CTL and
the contacts. Our recent study explains why illuminating from
the TiO2 (ETL) side results in a different loss mechanism than
illuminating from the opposite side.87 This can also explain why
p-i-n and n-i-p structures have different charge transport
mechanisms given the same absorber quality.88,89

Furthermore, local variations in bandgap can modify light
absorption and hence charge carrier generation and their
recombination proles and ultimately the photovoltaic perfor-
mance.90,91 Also, a difference in the bulk and surface work
functions can modify the charge extraction and hence the
photovoltaic performance. Canil et al. observed a signicant
change in the photovoltaic performance upon tuning the
surface work function of the perovskite layer.58 Overall,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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considering appropriate optical models and the right spatial
distribution of bandgap, traps and other properties are needed
to obtain accurate and reliable results of a DD model.
2.4 Barrier layers and tunnelling effect

Various architectures employ thin barrier layers to block ionic
transport to the CTL. Surface passivation using 2D MXenes, 2D
perovskites, and dipole interlayers are well-known practices in
high-efficiency state-of-the-art PSCs.90,92,93 On the other hand,
self-assembled monolayers as hole transport layers have gained
great attention in recent years.94 Most existing DD studies
consider the passivating layer properties similar to the bulk
perovskite layer itself. Our simulations for the effect of ‘inter-
face work function tuning’ found the variation in photovoltaic
performance correlating to the experimental values.58 In the
study, we approximated the functionalized surface as a 2 nm
layer similar to the bulk perovskite except for a different work
function. For simplicity, we ignored the effect of quantum
transport and considered abrupt junctions between various
layers. To fairly include the effect of 2D passivating layers and
self-assembled monolayers, quantum models should be
adapted to account for the energy-level modication and
tunnelling-dependent charge transport. For example, various p-
i-n devices employ a thin BCP (bathocuproine) layer, which in
principle can act as a tunnelling layer for electrons and
a blocking layer for holes.95,96 Depending on the thickness, the
BCP layer leads to an improved ll factor or an “S” shape in the
J–V characteristics. Considering just the blocking nature of this
layer may result in misleading results.79,97 In a thin layer, Fermi-
level pinning moderates the charge transport despite huge
energy barriers presented by the valence and conduction band
energies. Tian et al. presented a combined dri-diffusion and
quantum transport model for an n-type TOPCon silicon solar
cell.98 The study found signicant differences in the photovol-
taic performance with and without considering the quantum
transports. Similarly, to draw a complete picture of charge
transport in PSCs via various layers and interfaces, quantum
models in combination with the DD model are needed.
3 Ionic transport and J–V hysteresis

Weak metal-halide bonds within the halide perovskites (ABX3)
form a so lattice that is prone to dynamic structural disorders
and defects in the crystal.9,99–101 The soness of the crystal
makes halide perovskites unstable against temperature varia-
tions.101 Charged ionic defects such as interstitials and vacan-
cies of halide anions, metal cations and organic cations can
freely move within the perovskite absorber.13,99,102–104 Ionic
defect migration has been considered to be the main reason
behind J–V hysteresis (forward bias and reverse bias scans do
not follow each other) in PSCs.11,15,17,37,105 Ions can passivate GBs
depending upon the polarity of ions and the location of GBs,67

and modulate the photovoltaic performance.106,107 Moreover,
chemical reactions driven by the ionic defects (such as iodine
ions) can lead to non-reversible degradation of the perovskite
absorber.107 Modeling the mobile ions' movement is one of the
© 2025 The Author(s). Published by the Royal Society of Chemistry
most complex processes to implement within DD models. This
is mainly because of the lack of experimental values for
parameters such as the types of ionic defects, their densities,
distribution proles, mobilities, diffusion coefficients, and
preferred migration channels. Upon illumination, the photo-
enhanced ion conductivity makes it even more complex to
determine adequate parameters for ions.108

Most of the DD studies consider one positive and one
negative ionic species to investigate the impact of ions on
photovoltaic performance.18,38,51,52,109 In a real device however,
different ionic defects can result in more than two species of
mobile ions moving with different properties including densi-
ties, mobilities, and associated energy levels. Considering more
than two ionic species can pinpoint which species are respon-
sible for particular characteristics. For example, certain mobile
ions with a given density and mobility may not result in J–V
hysteresis, while the others can contribute to the same.

Not only are the types and densities of ionic defects under
debate, but their distribution and migration channels are as
well. The densities and distribution of ionic defects play
a crucial role in determining steady-state photovoltaic perfor-
mance.16,67 Some studies have suggested that the ionic defects
move through the grain boundaries due to the lower activation
energies at the GBs than the bulk of the grains.63–65 One-
dimensional DD models fail to capture simultaneously the
GBs and the ionic movements via them, and therefore several
approximations are considered. Table 2 summarizes some of
the key DD studies that have investigated the impact of various
ionic defects in PSCs, considering their different types, densi-
ties, and distribution proles. Sherkar et al. considered xed
trap density to mimic ionic defects in their 1D simulations to
investigate the nature of ionic trap states within grain bound-
aries.39 Gagliardi et al. dened xed electrostatic potential
within the mesoporous TiO2 layer to mimic ionic distribu-
tion.110 Canil et al. modeled steady-state photovoltaic perfor-
mance by considering ions distributed within 2 nm interface
layers between the perovskite and CTLs.58 Some studies have
considered the uniform ionic distribution within the perovskite
layer.37,38,51,59 Overall, the combined role of ionic defects and
grain boundaries in photovoltaic performance is not very well
understood. To get the real picture, a two- or three-dimensional
(both transient and steady-state) model consisting of GBs and
multiple ionic species is desired.

Another important aspect to consider while modeling the
impact of ions is their interactions with electrons and holes. Le
Corre36 modeled transient behavior by neglecting the effect of
ions and SRH recombination, assuming that the ions do not
move signicantly at the microsecond timescale. In the model,
including traps and SRH recombination or xed ions resulted in
identical outcomes similar to the case when only bimolecular
recombination was considered. To note that the scenario when
only bimolecular recombination is present is similar to the
open-circuit condition (cell delivers no power). In a real solar
cell, it is (almost) impossible to avoid non-radiative recombi-
nation. Neukom et al. modeled the steady-state and transient
behavior while considering no interaction of ions with elec-
trons, holes and traps.51 Calado et al. implemented a one-
EES Sol., 2025, 1, 694–711 | 701
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Table 2 Various drift-diffusion modeling studies on investigating J–V hysteresis and the role of ionic defects in PSCs

Authors, year Ionic density Ionic distribution Remarks and ndings Reference

Reenen et al., 2015 1 × 1015 cm−3 to 1 × 1019

cm−3
Free to move within the
perovskite layer

J–V hysteresis is a combined
effect of mobile ions and
traps. No hysteresis without
traps

111

Richardson et al., 2016 1× 1017 and 1.6 × 1019 cm−3 Free to move within the
perovskite layer

Slow moving ions lead to J–V
hysteresis

17

Calado et al., 2016 1 × 1015 cm−3 Distributed within the
perovskite layer

Combination of mobile ions
and recombination centres
leads to J–V hysteresis

52

Sherkar et al., 2017 1 × 1015 cm−3 Distributed within the
perovskite layer and at the
GBs

Ions can ll grain boundary
traps and change the J–V
hysteresis prole

39

Gagliardi et al., 2017 1 × 1016 cm−3 to 1 × 1019

cm−3
Distributed at the
perovskite/TiO2 mesoporous
interface

Increased surface area
dilutes the effect of ion
accumulation

110

Domanski et al., 2017 1 × 1017 cm−3 Distributed within the
perovskite layer

Trapping of electrons at
mobile cations may lead to
reversible performance
losses

112

Canil et al., 2021 1 × 1017 cm−3 Fixed charge density at
perovskite interfaces

Ion accumulation at the
interface affects the steady-
state performance

58

Neukom et al., 2019 5 × 1017 cm−3 Distributed within the
perovskite layer

Charge injection is affected
by ion accumulation at
perovskite interfaces

51

Nandal et al., 2019 1 × 1017 cm−3 and 1 × 1018

cm−3
Distributed at the grain
boundaries

Ions can passivate the effect
of grain boundary losses

67

Singh et al., 2020 1 × 1016 cm−3 to 1 × 1019

cm−3
Fixed in the bulk, at the
grain boundaries and at the
perovskite interfaces

Steady-state performance
changes with ionic
distribution

16

Singh et al., 2021 1 × 1018 cm−3 Free to move within the
perovskite layer

Cation-assisted
recombination enhances J–V
hysteresis to experimentally
observed values. Nominal J–
V hysteresis without cation-
assisted recombination

37

Calado et al., 2021 0 cm−3 to 1 × 1019 cm−3 Distributed within the
perovskite layer

Ionic redistribution screens
the electric eld and
determines the steady-state
performance

59

Zhou et al., 2021 5 × 1017 cm−3 Distributed within the
perovskite layer

Dielectric constant of charge
transport layers affects the
hysteresis

38

Minbashi et al., 2022 9 × 1016 cm−3 Distributed within the
perovskite layer

Inverted hysteresis is
obtained when ions
accumulate at the perovskite
boundaries

109

Almora et al., 2024 1 × 1015 cm−3 to 1 × 1018

cm−3
Distributed within the
perovskite layer

Different recombination
mechanisms are present at
different ionic densities

113

Wang et al., 2024 1 × 1016 cm−3 to 1 × 1018

cm−3
Distributed within the
perovskite layer

J–V hysteresis is linked to
device degradation

18
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dimensional time-dependent DD model to study the role of
ionic migration in J–V hysteresis.52,59 In their model, ions were
considered to only screen the built-in potential, while trapping
of charge carriers was neglected. However, several studies have
pointed out the trapping nature of accumulated iodine vacan-
cies at GBs and interfaces.114–116 Trapping by ionic defects might
be one of the essential factors in J–V hysteresis, as modeling
without traps can result in hysteresis-free J–V proles.6,37,52,111 In
702 | EES Sol., 2025, 1, 694–711
a joint experimental and theoretical study by Domanski et al.,
the DD model included the recombination of electrons at
mobile anions to investigate the transient behavior of photo-
current.112 This study was the rst (to our knowledge) one to
analyze electrons' recombination at anions using a simplied
bimolecular recombinationmodel. Our previous study included
electron trapping (and electron–hole recombination) at the
mobile cation sites.37 The study found that “ions-led built-in
© 2025 The Author(s). Published by the Royal Society of Chemistry
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eld screening only” leads to very low hysteresis compared to
the experimentally observed values. Adding cation-mediated
electron–hole recombination results in hysteresis values
similar to those experimentally observed. To our knowledge,
trapping phenomena caused by the anions have not yet been
studied. Fig. 6 shows calculated J–V proles for various cases,
i.e., with and without ions, with ions and traps, and with ions,
traps and cation-mediated recombination. Considering various
possible trapping and recombination processes, it is still diffi-
cult to pinpoint the exact mechanism leading to the J–V
hysteresis. Possibly, multiple phenomena contribute to the
effect, and it is hard to experimentally measure independent
contributions of various processes. DD models can help
decouple the contributions of various phenomena responsible
for the hysteresis. However, the material and device parame-
terization is not coherent throughout the proposed studies.
Therefore, appropriate parameterization on types and the
number (could be more than two) of ionic species, and their
energy levels, densities, mobilities, migration channels and
interactions with charge carriers is necessary to draw a fair
conclusion on the complex role of ionic defects.
4 Mobility models

Several DD models employ constant mobility models in the
perovskite absorber and CTL. In hybrid perovskite lms, charge
carriers and ionic defect mobilities depend on various factors,
such as lm stoichiometry, self-doping, energetic disorders,
grain size, and ionic defect scatterings.117–120 Moreover, during
the operating conditions, temperature variations, degradation
and other factors may change the charge carrier and ionic defect
mobilities. More studies are needed to investigate the behavior
of charge carriers and ionic mobilities within the perovskite
absorbers. On the other hand, charge carrier mobilities in
transport layers depend on temperature, doping and electric
eld.121 Therefore, modeling PSCs with constant mobility
models may result in misinterpreting the calculated data. The
Fig. 6 Calculated JV characteristics for PSCs resembling FTO/TiO2/CH3N
(b) comprising ions and traps, and (c) comprising no ions, comprising
correspond to an ion density of 1018 cm−3. Rc-e represents the presence
were kept the same to maintain charge neutrality. The arrows denote
permission from ref. 111, copyright 2015 American Chemical Society. Su
2021, Elsevier B.V.

© 2025 The Author(s). Published by the Royal Society of Chemistry
inclusion of factors such as doping and temperature depen-
dence is very important while modeling PSCs.
4.1 Temperature-dependent mobility

In a semiconductor crystal, lattice/phonon scattering and
ionized impurity scattering affect the charge carrier mobil-
ities.122,123 Both the lattice scattering and ionized impurity
scattering depend on the operating temperature. A generalized
temperature-dependent mobility can be dened as

mT ¼ m0

�
T

T0

�m

; (9)

where T = 300 K is the reference temperature. m is a constant
governed by the scattering mechanisms in the material. The
inelastic scattering of optical phonons results in a power law of
mf T−1/2, and the elastic scattering of acoustic phonons results
in a power law of m f T−3/2. Charge carrier scattering of ionic
defects and impurities results in a power law of m f T+3/2. In
a hybrid perovskite lm, mobilities can vary with lm stoichi-
ometry, self-doping, energetic disorder, grain size, and ionic
defect scatterings.117–120 Therefore, a mixture of various effects
can lead to a different power law dependence. Biewald et al.124

obtained a power law dependence of m f Tm with m = −(1.8 ±

0.1) for MAPI perovskite. A theoretical study by Mayers et al.
proposed a power law dependence of m f T−2.11.125 Savenije
et al. proposed band-like dependence of mobility with m f

T−1.6.126 Moreover, hybrid perovskite may undergo a phase
change and the charge carrier mobility can differ in different
crystalline phases.124
4.2 Doping dependent mobility

In PSCs, CTLs are doped to efficiently transfer the charges
from the absorber to the electrodes. Both organic and inor-
ganic CTLs have been used in perovskite solar cells.127,128 In
widely used organic CTLs (such as Spiro-OMeTAD, Spiro-TTP,
PolyTPD, PEDOT:PSS, C60, BCP, PCBM, PTAA, etc.), the charge
H3PbI3/Spiro-OMeTAD/gold devices: (a) comprising ions and no traps,
ions and cation-assisted recombination. Red and blue curves in (c)
of cation-assisted recombination. Both the anion and cation densities
the sweep direction. Subfigures (a) and (b) have been adapted with
bfigure (c) has been adapted with permission from ref. 37, copyright

EES Sol., 2025, 1, 694–711 | 703
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carrier mobility is a complex function of host–dopant inter-
actions. Several groups have investigated doping-dependent
mobility in organic semiconductors.129–132 Arkhipov et al. pre-
sented an analytical model to calculate charge carrier mobility
in weakly and heavily doped organic semiconductors.133,134

Koopmans and coworkers studied the electrical conductivity
of fullerene derivatives.135 Doping-dependent charge carrier
mobilities for inorganic semiconductors can be found using
empirical models similar to the ones proposed for silicon.136,137

Along with the CTL, intentional or self-doping in the hybrid
perovskites can change charge carrier mobilities in the
absorber layer.117,119,138

Overall, to fairly capture the role of varying mobilities,
appropriate temperature- and doping-dependent mobility
models should be employed.
5 Stability
5.1 Ionic defect and grain boundary driven instabilities

One of the major concerns hampering the commercialization
of PSCs is their poor stability. Intrinsic factors such as ionic
defects, surface and interface defects, grain boundaries,
nanoscale phase impurities, and inhomogeneities have been
reported to affect the short-term and long-term stabilities of
PSCs.91,139–141 Moreover, extrinsic factors such as exposure to
light, temperature, and moisture affect the operational
stability of PSCs. Nandal and Nair presented a modeling of
ionic-migration-induced performance degradation in PSCs.142

The origin of ionic defects can be both the intrinsic and
extrinsic factors involving chemical processes leading to the
creation and annihilation of ionic/neutral species.143–145 Bitton
and Tessler combined the DD model with iodine chemistry to
8<
:

V$ð3VJÞ ¼
�qðn� pþNa

� �Nd
þ �Nct þNan þ nt

� � nt
þ �Nct;new þNan;newÞ

(12)
investigate the annihilation of electrons and holes.107 The
study points out that certain chemical reactions can lead to
mobile ionic defects and, hence, deterioration of the photo-
voltaic performance during the cell operation. The study
considered only radiative recombination losses and the SRH
recombination was ignored. Theoretically, a negative ionic
defect can capture a hole to become electrically neutral or can
remain negatively charged via facilitating electron–hole
recombination. Similarly, a positive ionic defect may facilitate
electron–hole recombination by capturing an electron. In the
case of cation-assisted and anion-assisted recombination of
electrons and holes, the electron and hole continuity equa-
tions should be updated with additional recombination
processes. The updated electron and hole continuity equation
can be written as:
704 | EES Sol., 2025, 1, 694–711
(
V$fmnnðVFnÞg ¼ G � R� Rct � Ran

V$
�
mpp

�
VFp

�� ¼ Rþ Rct þ Ran � G
(10)

where Rct and Ran represent the net electron–hole recombina-
tion rates led by cations and anions, respectively. The ion-
assisted recombination rates can be modeled as dened in
ref. 37.

The creation and annihilation of new charged species will
lead to disruption of the perovskite absorber crystal and hence
a drop in photovoltaic performance. The DD model can help
predict photovoltaic performance losses by accounting for the
newly formed charged species. If new charged species are
created and annihilated (without involving free electrons and
holes), additional continuity equations need to be dened for
each charged species. The continuity equations for the newly
created/generated cations and anions in eqn (1) can be dened
as8>>><

>>>:
V$

�
mct;newNct;new

�
kBT

vNct;new

vx

�	
¼ Gct;new � Rct;new

V$

�
man;newNan;new

�
kBT

vNan;new

vx

�	
¼ Ran;new � Gan;new

(11)

where Gct,new, Rct,new, Gan,new and Ran,new represent the rates of
creation of new cations, annihilation of new cations, creation of
new anions, and annihilation of new anions, respectively. Note
that the continuity equations for new charged species (ct,new
and an,new) are in addition to the existing continuity equations
as dened in eqn (1) (for electrons, holes, existing cations and
existing anions). At the same time, the Poisson equation
(dened in eqn (1)) should be modied by including new
charged species as follows:
Overall, including the creation/annihilation of electrically
charged and neutral species and the ionic-assisted recombina-
tion processes can help predict instantaneous as well as long-
term uctuations in photovoltaic performance.

Many DD models presented in the literature ignore the GB-
assisted degradation in PSCs. By visualizing the spatial evolu-
tion of local photoconductivity, Chu and co-workers reported
that the degradation process is triggered by the disintegration
of grains rather than 'nucleation and propagation' from visible
grain boundaries.70 This leads to the evolution of the shape and
size of GBs over time. This GB-led change in the distribution of
defects and ionic species will change photovoltaic perfor-
mance.16 Moreover, spontaneous grain coalescence in the dark
can enable the reduction of grain GB-led photovoltaic losses.65

By accounting for grain boundaries and evolved concentrations
of static and mobile defects at GBs, DD models can help to
© 2025 The Author(s). Published by the Royal Society of Chemistry
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investigate the role of GBs' evolution in the short-term and long-
term performance of PSCs.
5.2 Thermal instabilities

Hybrid perovskites are shown to degrade under high tempera-
tures via chemical reactions. The temperature inuences the
rate of chemical reactions and, hence, the rate of annihilation
and creation of ionic defects. Variations in the ‘ionic defect's
density and distribution’ change the ionic–electronic interac-
tions and built-in eld screening, and hence, the solutions to
the Poisson and continuity equations. Moreover, the charge
carrier (electronic–electronic) trapping and recombination
times depend on temperature, dened as146

sn ¼ s0n

�
T

T0

�an

e
b

�
T
T0

�1

�
: (13)

Thermal variations also inuence the charge carrier and
ionic defect mobilities as discussed in previous sections.
Furthermore, a temperature variation can change the bandgap
of a semiconductor, especially the absorber layer. The
temperature-dependent material bandgap is dened as
follows:147

EgðTÞ ¼ Egð0Þ � a1T
2

T þ b1

(14)

where Eg(0), a1 and b1 are material constants. The change in
bandgap (conduction and valence band energies) leads to
a change in equilibrium charge carrier concentrations, dened
as

n ¼ Nc exp

�
Efn � Ec

kBT

�
and p ¼ Nv exp

��Ev þ Efp

kBT

�
; (15)

where Nc and Nv are the temperature-dependent effective
densities of states of the conduction and the valence bands,
respectively, dened as123

Nc ¼ 2

�
2pm*

ekBT

h2

�3
2

and Nv ¼ 2

�
2pm*

hkBT

h2

�3
2

: (16)

Similarly, the position of the Fermi level in doped semi-
conductors (i.e., the electron and hole transport layers) strongly
depends on the operating temperature.123 Therefore, during the
cell operation, the temperature-dependent charge carrier
concentrations should be updated in the continuity and Pois-
son equations. Along with carrier concentrations, the temper-
ature change can induce changes in charge carrier and ionic
mobilities as explained in an earlier section. Overall, the
temperature variation can change the concentrations, mobil-
ities, and interaction patterns of various charged species within
a PSC. To accurately consider the temperature dependence
(especially while modeling the time-dependent performance
evolution), the ionic defect creation and annihilation rates,
carrier densities, mobilities, and their interaction should be
implemented in appropriate equations.
© 2025 The Author(s). Published by the Royal Society of Chemistry
6 Further improvements
6.1 Inclusion of optical models and photon recycling

Optical modeling within DD governs the light absorption and
the spatial distribution of photogenerated carriers, which
directly inuences recombination dynamics and device effi-
ciency. The transfer matrix method in conjunction with the
Lambert Beers model nicely denes the optical generation rate
in a homogeneous absorber with no bandgap variations.
Heterointerface-driven instabilities can however lead to
bandgap variations and hence change in the light absorption
(hence the charge carrier generation) prole locally.90,91 Optical
models accounting for local variation are desired in such cases.
In high-efficiency devices where the defect-assisted non-
radiative losses are nominal, radiative losses become the
dominant loss mechanism. When the cell is producing non-
zero output power, radiative recombination of electrons and
holes results in photons that can be absorbed in different
regions of the absorber layer. This phenomenon is commonly
known as photon recycling. In the case of bandgap inhomoge-
neities and graded bandgap structures, photon recycling
becomes even more prominent as the photon emitted by the
high bandgap region can be absorbed by a low bandgap region.
Incorporating photon recycling models within the DD can help
improve the accuracy of the calculated data similar to the ones
reported in GaAs solar cells148 and all-perovskite tandem solar
cells.149 Zeder et al. have demonstrated a coupled photon-
recycling DD model for PSCs.150 The model incorporated
Green's function formalism with a charge-carrier DD model to
account for reabsorption of internally emitted light. Improve-
ments in both Voc and efficiency were observed upon inclusion
of photon recycling. Brenes et al. presented a combined exper-
imental and detailed balanced model to calculate the effect of
photon recycling on the J–V performance of PSCs.151 Upon
accounting for the effect of light scattering in a photon recycling
model, the study found an increase (77 mV) in Voc. The study,
however, does not account for local variations in bandgap and
non-radiative near-eld coupling to the nearby perovskite.
However, both the studies point out the underestimation of
simulated photovoltaic performance of PSCs while ignoring the
photon recycling. The inclusion of bandgap inhomogeneities
and photon recycling in DDmodels remains largely unexplored.
Therefore, studies integrating wavelength (bandgap)-resolved
optical models and photon recycling mechanisms into DD
frameworks are critical for accurately capturing the local and
global carrier generation and recombination in PSCs.
6.2 Time/frequency dependence

Steady-state DD modeling cannot capture the effect of several
kinetic phenomena occurring in PSCs at short time scales,
especially those linked to ionic defects. Since the ions remain
within the perovskite layer itself and cannot be transported to
the external contacts, accurately capturing their interactions
becomes very important. To capture such phenomena, time-
and frequency-domain analyses are needed for the stacks with
and without charge transport layers. Incorporating light
EES Sol., 2025, 1, 694–711 | 705
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intensity-dependent open-circuit voltage and photocurrent,
capacitance–voltage, transient photocurrent and voltage-step
responses provides deeper insights into various phenomena
not captured by simple DD models.21 Bou et al.152 have pointed
out the importance of combining dri-diffusion and frequency
dependence analysis to reproduce experimentally observed data
in PSCs. Balaguera et al. implemented time-dependent capaci-
tive current equations to calculate how the PSC performance
evolves with J–V scan frequency.153 The capacitive behavior is
governed by the geometrical capacitance as well as the move-
ments of ions and charge carriers. The study goes beyond
simple DD equations and captures kinetic processes linked to
the ions and J–V hysteresis. As reported by Riquelme and co-
workers, combining impedance spectroscopy (IS) with the DD
model can reveal the underlying device physics and mecha-
nisms responsible for recombination losses and charge collec-
tion efficiency in PSCs.154 By investigating high-frequency
impedance spectra and DD calculations, the study suggested
that the steady-state performance is governed by the distribu-
tion of mobile ions within the perovskite absorber layer. Neu-
kom et al.51 presented steady-state, transient, and frequency-
domain analysis of PSCs by using Setfos 4.6 from Fluxim.
Using transient current analysis under dark conditions (applied
voltage), the steady revealed interface recombination process
modulated by the accumulation of mobile ions. The study,
however, failed to explain a rise in delayed current while
reversing bias (+3 V to −3 V). The study speculated mobile ion
driven chemical reactions to cause the effect. Clarke et al.155

implemented a time-dependent degradation factor in the
recombination rate in modied DD soware IonMonger.
Almora et al.113 proposed a short-circuit IS combined with DD
modeling to investigate instability in PSCs. The study found
that the ionic conduction follows different pathways at different
mobile ion concentrations.

Clarke et al.21 employed an approximated DD model to
explain multi-feature Nyquist plots for PSCs. The model pointed
out the possibility of creation of a small population of ‘excess
ionic defects’ at DC voltage, leading to neutralization of elec-
tronic charges in the bulk perovskite layer at a different time
scale than the ionic movements. The mid-frequency spectra
suggested an ion-modulated recombination rate in the bulk
perovskite. Both the observations are helpful in understanding
the role of creation of new ionic defects and electronic–ionic
interactions, which lead to J–V hysteresis and instability in
PSCs. More of such studies at different time/frequency scales
will help draw a clear picture of the underlying phenomena
responsible for short- and long-term instabilities in the photo-
voltaic performance of PSCs.
6.3 Combining density-functional theory and DD

DD needs various input parameters to perform charge transport
calculations. Some of the parameters can be obtained from
experiments. However, changing the environment (i.e.,
employing multilayers, using thin passivating layers, interface
modications, microscopic inhomogeneities, etc.) can alter the
parameter's values while fabricating a complete device.
706 | EES Sol., 2025, 1, 694–711
Moreover, fabrication conditions (deposition methods,
temperature, humidity and oxygen levels, post-deposition pro-
cessing, storage, etc.) are crucial in determining the electronic,
optical and optoelectronic properties of different layers.
Density-functional theory (DFT) is a well-known and versatile
method to calculate (but not limited to) physical, thermal,
mechanical, electronic, optical and optoelectronic properties of
materials.156,157 In PSCs, DFT can help incorporating the roles of
crystal structures, spin–orbit coupling, bandgap tuning by
substitution/mixing, dielectric constant, photoabsorption
coefficient, phonons and material stability, defect formation,
ion diffusion, and surfaces and interfaces.158 DFT has been
independently used to calculate material properties,159–161

investigating ionic defects,159,162 and investigating interfaces
and other components of PSCs.58,90,163 Still, several phenomena
taking place within a perovskite solar cell (especially at the
atomistic level in ABX3 perovskites and at the interfaces) are not
very well understood and hence are not captured while simu-
lating PSCs. Combining DFT and DD offers a way to simulate
a PSC from material to device levels.164 Marimuthu et al. pre-
sented a combined experimental, DFT and DD study to inves-
tigate the possibility of using dimethyl ammonium metal
formate-based crystals [(CH3)2NH2]Co1−nMn(HCOO)3 (M = Fe,
Ni and n = 0, 0.1) as absorbers in PSCs. DFT calculations were
used to examine the structural stability, band structure, and
electronic contribution of the constituent elements, and DD
modeling was used to predict photovoltaic performance. The
combination of DFT and DD modeling can incorporate defect
formation (and hence degradation) and grain boundaries,40

and, therefore, can predict short- and long-term performance
degradation in PSCs. Overall, the integration of DFT with DD
enables a multiscale simulation framework to capture both
atomistic-level material properties and macroscopic device
behavior, thereby enhancing the accuracy and predictive capa-
bility of perovskite solar cell simulations.
6.4 Machine learning for accelerating the calculations

Machine learning (ML) is emerging as a novel and powerful tool
in materials science, thanks to its ability to (i) generate more
expressive and lower dimensional representations of complex
data and (ii) connect different classes of data in multimodality
(e.g. text and images). Thus, ML models can be used to connect
very different data sets and to accelerate well-established
numerical models on the y. For example, ML techniques
have achieved great success in molecular dynamics165 to accel-
erate numerical simulations by generating force elds on the y
or performing smart sampling of the congurational space.166

Similarly, in the last decade, new methods based on the synergy
between numerical schemes, like Dynamical Mode Decompo-
sition (DMD) or Koopman operators,167 have been rened and
merged with data-driven methods to accelerate the simulation
of partial and ordinary differential equations. All these methods
are fundamentally aimed at simplifying the system, reducing its
dimensionality or accelerating current numerical simulations.
Moreover, ML methods can be used to generate surrogate
models from simulation data, which can directly bypass the full
© 2025 The Author(s). Published by the Royal Society of Chemistry
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simulation for input–output relationships. An example of such
a surrogate model is presented in ref. 168, where a Gaussian
model was used to generate a surrogate model for a kinetic
Monte Carlo simulation of a supercapacitor. Overall, ML is
emerging as a very powerful and versatile set of tools that can
work in perfect synergy with current numerical models.
6.5 Interfacing experimental data

Machine learning as a toolset has started to gain importance in
the eld of perovskite research and applications in analyzing
and coupling experimental data. ML can be used for novel
perovskite discovery, classication and characterization of
samples, optimization of fabrication processes, and analysis of
sample-related time series.169 Li et al. have presented a method
using Gaussian processes to search for high-performance cubic
perovskites.170 Behara et al. published an ML-based classica-
tion approach for perovskite crystal structures.171 Character-
ization of samples based on Machine Vision (MV), a subset of
ML with images as the main focus, has also been demonstrated
to investigate lm homogeneity,172 grain characteristics173 and
some optoelectronic properties, such as bandgap and absorp-
tion behavior.174 A promising workow for the optimization of
perovskite nanoplatelet syntheses using a mixture of ML
models was reported by Lampe et al.175 Time series data
methods were used by Kouroudis et al. to predict the long-term
outdoor performance of perovskite solar cells.176 While ML as
a tool in perovskite material research is still relatively new, it has
already demonstrated great promise due to its exible use cases,
relatively quick deployment, and fast and fairly accurate
predictions. Additionally, new methods in the eld are still
being developed, which may lead to the improvement of model
performance in the future. The core problem hindering ML
application for experimental data is the lack of available and
well-curated databases. Therefore, the amount of training data
is limited and very small compared to more publicly known ML
models, such as large language models or image generators. To
address this core issue, the scientic community should discuss
what data are relevant and how best to store them, for which the
FAIR principle can serve as a guideline.177 The use of automated
experimentation setups may help with the rapid production of
data and may also provide opportunities to couple ML models
to the setup itself, either for on-the-y characterization or for
optimization purposes.
7 Conclusions

Despite their excellent power conversion efficiency of 27%, PSCs
face persistent challenges including instability, current–voltage
(J–V) hysteresis, and interfaces and grain boundary-induced
performance degradations. Dri-diffusion (DD) modeling has
proven to be a powerful tool for probing the complex charge
transport, recombination mechanisms and ionic defect migra-
tion in PSCs, especially where experimental techniques fall
short. However, conventional DD models oen rely on over-
simplied assumptions and lack the delity to capture dynamic
phenomena such as the shape and size of grains, ionic–
© 2025 The Author(s). Published by the Royal Society of Chemistry
electronic interactions, and especially the degradation of PSCs.
Simplied approximations can result in misinterpretation of
the calculated data despite nicely tting with J–V curves. This
review critically examines the evolution and limitations of DD
modeling in PSCs, highlighting key areas where accuracy and
predictive power can be improved. We explore strategies for
incorporating sub-models for traps, recombination, grain
boundaries, mobility, ionic–electronic interactions, photon
recycling, and quantum effects. We also emphasize on the
importance of integrating experimental data to minimize
approximations. The possibility of including degradation
pathways and time/frequency domain analysis has been di-
scussed to gain insight into instability. For modeling parame-
ters not directly accessible through experiments, the synergy
between DD and Density Functional Theory is discussed as
a pathway to bridge atomistic and device-level simulations.
Furthermore, the possibility of combining machine learning
and interfacing experimental data has been presented to speed
up the simulations and improve robustness and reliability. By
mapping the evolution of DD modeling and identifying key
areas for renement, this work provides a foundation for future
efforts to develop predictive, high-delity simulation tools for
perovskite photovoltaics.
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