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of Sugars: Mechanism of Self-Reactions of a Methanol
Anion Dimer†

Tolga N. V. Karsili,∗a Mark A. Fennimore,a and Spiridoula Matsika∗a

The elementary synthesis of prebiotic molecules has attracted vast attention in recent years.
Due to their rich surface chemistry and lack of suitable atmosphere, comets represent an impor-
tant host for such synthesis, especially since they are routinely irradiated with short wavelength
electromagnetic radiation and energetic cosmological electrons. Using high-level electronic struc-
ture theory, we present the details of the reactivity associated with the electron-impact induced
prebiotic synthesis of ethylene glycol (a carbohydrate building block) from elementary methanol.
The results suggest that the experimentally observed intermediates and fragment products can
be viably formed by both neutral excited-state chemistry and by dissociative electron attachment -
highlighting the importance of a theoretical mapping of the relevant potential energy surfaces that
ultimately act as an important guide to the experimental results.

1 Introduction

Formation of prebiotic molecules in extraterrestrial environments
has been studied both experimentally and theoretically, demon-
strating the synthesis of organic molecules, including molecules
important for biology such as amino acids, quinones, and nu-
cleobases.1–3 Methanol ice crystals, as well as other prebiotic
building blocks, are ubiquitous in a myriad of interstellar frag-
ments such as comets.4–6 Such entities do not have a protec-
tive layer and are thus routinely irradiated with mid/deep-UV
radiation.5,7,8 These radiative conditions are also known to pro-
duce a high yield of secondary electrons - formed by ionization
of atomic and molecular fragments present in the interstellar
medium (ISM). Recent gas-phase experiments have noted that
electron-irradiation (at energies > 6.5 eV) of a beam of jet-cooled
methanol leads to C-H and O-H bond fission.9 The inherent
low entropy in a solid-state methanol ice crystal may encour-
age the recombination of nascent fragments to form long chain
sugars (including polysaccharides). The detection of deriva-
tives of methanol, such as ethylene glycol (HOCH2CH2OH) and
methoxymethanol (CH3OCH2OH), in ISM supports this idea.10,11

The nascent sugars formed in the ISM may have reached a prebi-
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otic earth via terrestrial fragment impact - driving a link between
elementary molecular fragmentation and an early planetary for-
mation of prebiotic sugar precursors to saccharides. Theoretical
studies have outlined the plausible photostability of simple sug-
ars such as glucose and ribose.12 Both sugars are stable under
deep-UV irradiation, suggesting that they may survive the flight-
times associated with extraterrestrial fragments. In support of the
extraterrestrial formation several sugar related compounds have
been found in carbonaceous meteorites like Murchison.13

When an electron is incident upon a molecule, an electron
scattering or attachment event may occur. A scattering event
occurs when an electron-molecule collision leads to deflection
of the electron - typically leaving behind an electronically ex-
cited neutral molecule. The nascent excited-state may then frag-
ment to form neutral molecular fragments. In contrast, an at-
tachment event occurs when an electron-molecule collision leads
to attachment of the incident electron - forming an electron at-
tached state of the molecular anion. The nascent anion is usually
highly energetic and leads to molecular fragmentation, forming
two or more co-fragments. This is the premise behind dissocia-
tive electron attachment (DEA) and has formed the basis of many
experimental and theoretical studies.9,14–17 Despite high inter-
est in DEA processes, extrapolation to the formations of prebi-
otic biomolecules has received surprisingly little attention despite
some recent experiments hinting at their importance.5,18–21 In
the specific case of methanol, studies have highlighted its plausi-
ble involvement for forming precursors for prebiotic sugars upon
electron-irradiation.18–20 The neutral absorption spectrum of gas-
phase methanol reveals a deep-UV onset (ca. 195 nm) for excita-
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tion to a nσ∗ state, which when excited, mediates the formation
of a subset of translationally fast fragments.22 Upon electronic
excitation, H-atom elimination is predominantly formed via the
classic O-H bond fission channel, forming CH3O + H fragments,
but is also known to be formed via a minor C-H bond fission chan-
nel - forming CH2OH + H fragments.23 In electron-irradiation
studies, an analogous O-H bond-fission channel has also been ob-
served (leading to a neutral and an anion fragment).9 In this
case, the incident electron is carried through into the fragment
products as H− - highlighting DEA as the fragmentation mecha-
nism rather than simple scattering of the incident electron. Such
electron-induced reactions have also been reported in condensed-
phase methanol thin-films, wherein the nascent fragments were
proposed to form via an intermediate neutral excited state formed
by incident electron scattering rather than electron-attachment.19

This is in contrast to the electron-irradiation studies by Slaughter
et al. who clearly identify DEA as their dominant reactive pro-
cess.9 Although informative, the electron-induced non-DEA me-
diated fragmentation process claimed in condensed phase stud-
ies does not unambiguously rule out an initial preparation of an
electron-attached state. In liquid media, the nascent electron-
attached state is likely quenched by collisional deactivation fol-
lowed by vibrational-relaxation - precluding DEA.

In this contribution, we therefore computationally explore the
competition between DEA and electron-scattering, and the ex-
tent to which each process contributes to the fragmentation dy-
namics of gas-phase methanol following electron-irradiation. Us-
ing high-level electronic-structure theory, the work presented
here describes the mechanism associated with the formation of
a model sugar precursor ethylene glycol (1,2-dihydroxyethane,
henceforth denoted as 1,2-DHE) via the dissociative recombina-
tion of a methanol dimer (henceforth (CH3OH)2):

2CH3OH→ C2H6O2 +H2

The formation of ethylene glycol has been observed in recent ex-
periments where methanol thin films are irradiated by low en-
ergy electrons,18,19 motivating our choice for this reaction as our
model system. It should be noted that other products have been
detected from the reaction of two methanols, and future studies
can potentially explore the formation of these other products and
competition of the various pathways. Furthermore, even though
the present study is in the gas phase, we expect that the results
will still be very informative and can serve to as a first step in
exploration of reactivity in methanol ices.

2 Methodology

2.1 Ground State

The ground state minimum energy geometries of methanol and
methanol dimer were optimized using Density Functional The-
ory (DFT) with the ωB97XD functional24 and the cc-pVDZ basis
set.25 A relaxed scan along the COOC dihedral angle of the dimer
was computed at the same level of theory. ωB97XD/cc-pVDZ was
also used to compute the transition state connecting the reac-
tant dimer to the 1,2-DHE + H2 products, derived using the Syn-
chronous Transit-Guided Quasi-Newton method.26 The minimum

energy path (MEP) along this profile was computed by means of
an intrinsic reaction path again using the aforementioned level of
theory.

2.2 Neutral Excited and Anionic States

In order to explore the reactivity of excited and anionic states
we utilized both single- and multi-reference methods. The Equa-
tion of Motion Coupled Cluster with Singles and Doubles (EOM-
CCSD) method was used to obtain accurate energetics especially
in the Franck-Condon region, with the EOM-EE-CCSD used for
excited states while the EOM-EA-CCSD was used for the an-
ionic states.27 The Complete Active Space second order Perturba-
tion Theory (CASPT2)28 was used to explore regions beyond the
Franck-Condon region and particularly dissociative paths. In de-
scribing the neutral states, CASPT2 represents the gold-standard
in computing many electronic states that show multi-reference
character particularly along dissociative coordinates. It is also
essential to describe Feshbach resonances. Details of how these
methods are applied in the specific cases studied are outlined be-
low.

2.2.1 Neutral excited states

The excited states of methanol were computed at both the EOM-
EE-CCSD and the CASPT2 levels. The EOM-EE-CCSD calcula-
tions were performed using the aug-cc-pVDZ basis set while the
CASPT2 calculations used cc-pVDZ since a qualitative description
along the dissociation path was the primary objective. Unrelaxed,
rigid-body potential energy (PE) profiles of methanol were com-
puted along a CH stretching coordinate, using CASPT2 with an
active space of (10,8) and a CASSCF averaged over 3 singlet neu-
tral states, 3 triplet neutral states and 5 doublet states of the an-
ion.

The ground and excited neutral states of the methanol dimer,
along the MEP computed above, were also computed using both
EOM-EE-CCSD and CASPT2 methods. The CASPT2 computations
were based on a four state-averaged CASSCF (SA4-CASSCF) with
an active space of 14 electrons in 10 orbitals (14,10) coupled to
the cc-pVDZ basis set. An imaginary level shift of 0.5 a.u. was
used in order to aid convergence and to mitigate the involvement
of intruder states. The EOM-EE-CCSD/aug-cc-pVDZ level of the-
ory was also used to compute the neutral ground and excited
states along the MEP described above.

2.2.2 Anionic states

EOM-EA-CCSD with the aug-cc-pVDZ and an extra set of even
tempered diffuse functions (1s,1p,1d) were used for the anion
resonances for the methanol monomer. The orbital stabiliza-
tion method was used in order to obtain the resonance positions
and widths. Analytic continuation combined with the General-
ized Padé Approximation (GPA) was used to obtain the widths
from the avoided crossings between the resonance states and dis-
cretized approximations to the continuum.29–33 Details of how
we apply this approach can be found in ESI† and in our previous
publications.17,34,35

Ground and excited anion states of the methanol dimer were
calculated using EOM-CCSD for electron attachment (EOM-EA-
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CCSD) and CASPT2. Here we have used a small basis set (cc-
pVDZ) in order to mitigate the involvement of continuum states
whilst maintaining a qualitative description (rather than a fully
accurate quantitative account) of the topography associated with
the reaction herein. We were not able to successfully apply the or-
bital stabilization method to obtain widths of the resonances for
the dimer, but we do not expect the widths to change significantly
when compared to the monomer. A caveat here is that our small
basis set gives rise to an expected over-estimation of the electron-
affinities reported experimentally.9 That said we have shown in
previous studies that the expected over-estimation is consistent
across the anion electronic states and that the qualitative topogra-
phy of the reaction remains unchanged upon increasing basis set
size.17 The CASPT2 computations were based on a 10 state aver-
age CASSCF (SA10-CASSCF) reference wavefunction built upon
an active space comprising five electrons in eight orbitals (5,8).
This small active space was necessary in order to produce smooth
curves along the full reaction path. A small imaginary level shift
of 0.3 a.u. was used.

In addition to the energies, nonadiabatic derivative couplings
between all pairs of anionic states were calculated at the SA9-
CASSCF(5,8) level in order to provide more information about
nonadiabatic transitions between these states.

All ground state optimizations were undertaken in Gaussian
0936 whilst all CASPT2 computations were undertaken in Molpro
2010.1.37 The QChem software was used for the EOM-EE-CCSD
and EOM-EA-CCSD calculations.38 Nonadiabatic couplings were
calculated using GAMESS.39

3 Results and Discussion

3.1 Methanol Monomer

In order to understand the mechanism associated with the for-
mation of the model sugar precursor, ethylene glycol, we start
by considering isolated methanol. Indeed, the work presented
herein is motivated by the neutral and anion excited-state ener-
getics of isolated methanol; which has formed the basis of past
photodissociation and DEA studies.9,22,23,40,41

Table 1 shows the theoretical and experimental excitation en-
ergies of isolated methanol. Methanol has three singlet excited
states in the energy range between 6.7 and 8.5 eV. These states
represent excitations to Rydberg states that are characterized by
(2a′′→ 3s) and (2a′′ → 3p) electron promotions. The natural
transition orbitals, associated with the aformentioned excitations
are given in ESI† (Fig. S2). The weak oscillator strength (0.004)
associated with the S1-S0 excitation (at ≈ 6.7 eV) is characteristic
of the poor spatial overlap between the orthogonal 2a′′ and 3s
orbitals. In contrast, excitation to the subsequent two electronic
states (i.e. the S2-S0 and S3-S0 transitions) contain an order of
magnitude stronger oscillator strength when compared with the
S1-S0 transition. There are also two triplet states in this energy
range with the lowest one, T1, about 0.3 eV below the lowest sin-
glet state. Comparisons with the experiments, obtained from ei-
ther UV absorption spectroscopy42 or via low energy electron im-
pact,43 show that the EOM-EE-CCSD/aug-cc-pVDZ results repro-
duce the experimental values within 0.1 eV except for T2. Whilst

the CASPT2 energies overestimate the experimentally measured
values, they provide a qualitative description of the states, and
these calculations are most useful along dissociation paths and
when multireference effects become important (vide infra).

Table 1 Excited state energies in eV and oscillator strengths in parenthe-
sis of methanol calculated in this work and compared with experimental
values obtained either from absorption cross sections 42 or via low energy
electron impact. 43

EOM-EE-CCSD CASPT2 exp 43 exp 42

T1 6.58 7.29 6.40
S1 6.73 (0.004) 7.76 6.70 6.76(0.0051)
T2 7.95 8.87 7.47
S2 7.91 (0.038) 9.47 7.83 7.73(0.034)
S3 8.49 (0.042) 8.31(0.041)

In addition to the neutral electronic states we also examined
the resonances of the methanol monomer, which play a piv-
otal role in electron driven chemistry. Table 2 lists the theoret-
ically derived and experimentally measured energetic positions
and widths of the various resonances of the methanol monomer.
In the present work, resonances were computed at the EOM-
EA-CCSD/aug-cc-pVDZ+1s,1p,1d level, using orbital stabiliza-
tion methods as outlined in Section 2. To the best of our knowl-
edge only a single study has identified the energetic position of
a shape resonance at ≈ 3 eV.44. In contrast, there is a wealth of
data associated with the long-lived Feshbach resonances, which
have been identified at energies ≥ 6.5 eV, and are known to be
important in electron driven chemistry. Our computations iden-
tify the lowest Feshbach resonance at 6.63 eV, which is in very
good agreement with previously obtained experimental and the-
oretical results (see Table 2). The presently derived lifetime is
however more than an order of magnitude shorter than previous
theoretical values, but we recognize that the widths are expected
to contain a larger theoretical error when compared with the en-
ergetic positions. Notwithstanding, scattering theory predicts a
sufficiently long lifetime (of several picoseconds) for this Fesh-
bach resonance.

Table 2 Positions (and widths in parenthesis) of resonances of methanol
given in eV calculated using EOM-EA-CCSD. Widths from Ref. 45 are also
converted to lifetimes. α Correspond to shape resonances, while all the
others are Feshbach resonances.

this work exp 46 exp 47 theory 45 Lifetime/fs 45

1.67 (0.94)α 3 44α

6.63 (0.07) 6.4 6.5 6.75 (0.001) 4100
7.9 8 8.81 (0.0027) 1500
10.2 10.5 11.73 (0.0567) 73

In order to better understand the proposed mechanism and im-
portant electronic states for forming ethylene glycol via H2 elimi-
nation in the ensuing manuscript, we have examined the way in
which the various neutral and anionic states of methanol vary as
a function of C-H bond elongation. Fig. 1 presents the PE profiles
for isolated methanol, along the C-H bond extension coordinate.
The black and grey curves represent, respectively, the singlet and
triplet states of the neutral molecule, whilst the red curves rep-
resent the anion doublet states. In the neutral molecule, Fig. 1
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Fig. 1 CASPT2/cc-pVDZ potential energy profiles of isolated methanol,
along the C-H bond extension coordinate.

shows that the only dissociative curve, which ultimately corre-
lates with the ground state asymptotic products is T1. Such an
effect can be traced back to the photodissociation of methane and
may be understood by considering the long-range repulsive inter-
action between a pair of parallel-spin pσ -electrons. Attachment
of an electron to the lower energy orbital of the T1 state electronic
configuration leads to the D0 shape resonance. The D0 state rep-
resents an odd electron occupancy in a σ* virtual orbital and is
thus dissociative with respect to C-H bond elongation, forming
the ground state CH2OH + H asymptotic products. This disso-
ciative nature is not optimally captured in Fig. 1 due to the re-
quired use of a small basis set (see methodology for reasoning)
and a lack of optimization of the equilibrium geometry as a func-
tion of C-H stretch. In contrast, electron-attachment to the higher
energy orbital of the T1 configuration represents a core-excited
Feshbach resonance and can be vertically identified as D3. Dia-
batically, the myriad of avoided crossings indicate that the elec-
tronic state character of D3 becomes D2 and then finally, D1 upon
progressive C-H bond elongation - representing a dissociative C-
H stretch dependence that correlates with the first electronically
excited CH2OH + H asymptotic products. Extrapolating this logic
to the methanol dimer will yield analogous electronic states that
are reactive with respect to C-H bond stretch, with the additional
caveat that the nascent radicals may self-react to form longer-
changed hydrocarbons. We explore this possibility in the remain-
der of this manuscript.

3.2 Methanol Dimer
3.2.1 Ground-state structures

As shown in the introduction, the formation of ethylene glycol in
our model system requires the elimination of molecular H2 fol-
lowing a self-reaction between a pair of methanol molecules. It
is therefore intuitive to start the discussion by considering the

ground state reactivity associated with the elimination of H2 from
(CH3OH)2. Fig. 2 displays the ground state optimized geometry
of (CH3OH)2. As expected, OH–OH hydrogen-bonding dominates
the intermolecular interactions, giving a global minimum energy
geometry which is analogous to that observed in small water-
clusters.48,49 Within this configuration, the individual methanol
molecules exist in a staggered conformation in order to reduce the
steric hindrance encountered by the methyl moieties. Rotation
about the OH–O hydrogen-bond therefore represents a Newman-
projection. Fig. 3 presents the PE profile as a function of rotation
about the OH–O hydrogen-bond. The PE profile is analogous to
that observed upon rotation about C-C bonds in aliphatic hydro-
carbons - in which maxima and minima along the profile respec-
tively represent the eclipsed and staggered conformations of the
bulking substitutes attached to each of the two C atoms that make
up the C-C bond. In much the same way, the return maxima and
minima in Fig. 3 represent, respectively, the eclipsed and stag-
gered conformations of the methyl moieties. It is important to
note that the maxima are qualitatively much lower than in anal-
ogous hydrocarbons (e.g. butane). This can be understood by
considering the much longer OH–O bonding distance when com-
pared to a typical C-C bond distance in an aliphatic hydrocarbon
- i.e. that the steric hindrance experienced by the methyl groups,
even at an eclipsed conformation, is much smaller in (CH3OH)2

(cf. butane). The energy at the maxima in Fig. 3 is compara-
ble to room-temperature thermal energy (3/2)kT, but we note
that within the low temperature regime of the ISM, such confor-
mational changes may become important. We therefore use the
staggered global minimum energy geometry (as displayed in Fig.
2) as the starting geometry for the ensuing reactivity.

Fig. 2 The ground state minimum energy geometry of (CH3OH)2

Fig. 3 Relaxed potential energy profiles (and accompanying Newman-
projections) associated with rotation about the C-O-O-C dihedral angle -
The yellow highlight indicates the dihedral angle.
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Table 3 Excited states in eV and oscillator strengths in parenthesis of
methanol dimer calculated at the minimum using EOM-EE-CCSD/aug-
cc-pVDZ and CASPT2/cc-pVDZ

EOM-EE-CCSD CASPT2
T1 6.92
S1 6.96 (0.0004) 7.97
S2 7.02 (0.0047) 8.10
S3 7.56 (0.0375) 9.51
S4 7.80 (0.0095)

3.2.2 Neutral reaction paths

Fig. 4 Minimum energy path connecting methanol dimer reactant to the
ethylene glycol + H2 products via the optimized transition state calculated
using DFT.

In order to describe the reaction of methanol dimer, we first
located a transition state (TS) connecting the global minimum
energy geometry to that of 1,2-DHE + H2 products using DFT
(see methodology for details). As the TS geometry in Fig. 4 illus-
trates, both methanol molecules, that make up the dimer, contain
an elongated C-H bond - indicating C-H bond fission. The de-
parting H atoms show an optimal alignment for forming H2. Us-
ing the optimized TS, a minimum energy path (MEP) connecting
(CH3OH)2 to the 1,2-DHE + H2 products was obtained. The cal-
culated MEP is displayed in Fig. 4 and shows that the (CH3OH)2

→ 1,2-DHE + H2 reaction in the electronic ground state is hin-
dered by an energetic barrier of ≈ 6 eV. This restrictive barrier
precludes a viable reaction on the electronic ground state.

We therefore turn our attention to the electronically excited
states associated with this reaction. The excitation energies of
the dimer at the equilibrium geometry are shown in Table 3. The
EOM-EE-CCSD energies show that the analogous monomer states
are split into two distinct states - highlighting excitation local-
ized on one or both methanol moities that make up the dimer.
The natural transition orbitals describing the excited states are
shown in ESI† (Fig. S3). The brightest state is now S3, which
is predicted at 7.6 eV. The lowest triplet state has very similar
energy to the lowest singlet state, with a negligible gap between
them. The energies derived by EOM-EE-CCSD were then com-
pared to CASPT2/cc-pVDZ. The results show that whilst the ex-
citation energies derived with the latter are in good agreement

with EOM-EE-CCSD, those derived from the former overestimate
the EOM-EE-CCSD energies by ≈ 1 eV.

In order to examine the reactivity of the excited states, these
were calculated along the MEP obtained from the ground state
focusing on the reactive side between reactants and transition
state. Even though this is not the optimum way to examine the
reactivity of the excited states it provides important information
about how the energies change along this path. Fig. 5 shows
the excited-state energies along the path connecting the reactants
to the TS, computed at the EOM-EE-CCSD/aug-cc-pVDZ level.
In order to ensure that this method captures the correct behav-
ior of excited states the calculations were also performed at the
CASPT2/cc-pVDZ level (shown in ESI†, Fig. S5). The excited
states behave qualitatively very similarly with both methods, but
EOM-EE-CCSD gives more accurate quantitative energetics. As
shown in Fig. 5, the ground state largely mimics the MEP pro-
file displayed in Fig. 4. The initial part (R(C-C) ≥ 2.5 Å) of the
S1, S2, S3 and S4 states shows a net rise in PE along the reac-
tion path - indicating a lack of driving force for reaction near the
Franck-Condon region. Despite this initial unreactivity, the gradi-
ents associated with the S1, S2 and S3 states are somewhat shal-
lower than that for S0; indeed, upon decreasing R(C-C) ( R(C-C)
< 2.5 Å) the profile of the S1 state becomes reactive - driving the
possibility for S1 to S0 internal conversion (IC) near the transi-
tion state. If the excited state is prepared by electron scattering
the triplet state can also be generated. The lowest triplet state is
shown in Fig. 5 as well. This state initially has almost the same
energy as S1 but as it approached the transition state it gets more
stabilized and at the TS a crossing with the ground state is shown.
The overall behavior suggests that this state may be more reactive
than the singlet manifold. Overall a neutral pathway requires an
excitation in the deep-UV (> 7 eV). That said, such states may be
populated in ISM either via energetic electrons or deep-UV/near-
X-ray irradiation.

Fig. 5 Potential energy profiles associated with the ground and electron-
ically excited states of neutral dimer along the minimum energy profile
calculated using EOM-EE-CCSD/aug-cc-pVDZ. Singlet states are shown
with solid lines and triplet with dashed lines.

3.2.3 Anion reaction paths

We now turn our attention to the ways in which the PE profiles
associated with the anion states of (CH3OH)2 vary along the re-
action path and how these compare with the neutral electronic
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states.
Fig. 6 presents PE profiles of the lowest nine doublet states as a

function of R(C-C) of the −1 anion - calculated using CASPT2/cc-
pVDZ. The black curves represent the shape resonances whilst
the red curves represent the core-excited Feshbach resonances.
Describing the higher ionic states on the product side is difficult
with CASPT2 and as these states are not relevant only the lowest
two relevant states are shown on the product side. Analogous
profiles, computed at the EOM-EA-CCSD/cc-pVDZ level of theory,
are presented in ESI† (Fig. S6) and the lowest shape resonances
are qualitatively similar to those displayed in Fig. 6, but it is
much more difficult to obtain Feshbach resonances. Since these
are crucial here we rely on the CASPT2 methods for the profile.

In the dimer both shape and Feshbach resonances are en-
ergetically similar to those derived in the methanol monomer.
Though energetically accessible, the lowest shape resonances
have very short lifetimes and are therefore expected to be limited
by electron-detachment and unlikely to promote electron driven
chemistry. On the other hand, the lifetimes of the Feshbach res-
onances are expected to be much longer (by analogy to the sev-
eral picosecond lifetime reported for the methanol monomer). As
such, electron-driven chemistry is likely to out-compete electron
detachment given the ultrafast nuclear dynamics expected from
the high density of states present in the anion.

Fig. 6 Potential energy profiles associated with the anionic dimer along
the minimum energy profile, calculated using CASPT2/cc-PVDZ. Shape
resonances are shown in black while Feshbach resonances are shown
in red. The blue dashed line indicates our proposed pathway towards
reactivity. The vertical black dashed line indicates the position of the TS.

As evident from Fig. 6 all but the third Feshbach resonance are
unreactive with respect to decreasing R(C-C) - all showing a grad-
ual increase in PE en-route to the TS. In contrast, the third Fesh-
bach resonance shows a gradual decline in PE, indicating facile
reactivity with respect to decreasing R(C-C). At the local topogra-
phy around the TS, the Feshbach and shape resonances have very
similar energies and radiationless decay from the initially popu-
lated reactive Feshbach resonance to the lower energy resonances
should be feasible. The gap between D0 and D1 however remains
about 2 eV in both EOM and CASPT2 methods at the TS geome-
try. But beyond the TS, the remaining topography en-route to the

products, returns an avoided crossing between D0 and D1 states,
at R(C-C) = 2.2 Å. This likely indicates the presence of a conical
intersection - motion through which is likely to lead to D0 ← D1

internal conversion. These topographic details are illustrated by
the blue dashed curve in Fig. 6.
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Fig. 7 Magnitude of the nonadiabatic coupling vector between pairs of
states calculated at the CASSCF level.

In order to confirm that the proposed radiationless cascade can
take place along the pathway we examine the nonadiabatic cou-
pling. Fig. 7 shows the magnitude of the nonadiabatic coupling
vector along the path for all pairs of adjacent states. The plot
very clearly shows that there is strong coupling between the ini-
tially populated Feshbach resonance and the resonances below
that. Around R(C-C)=2.8 Å the coupling between states 9 and
8 reaches a maximum (indicative of the conical intersection at
that point) which should facilitate fast radiationless transition be-
tween these resonances. After that there are subsequent strong
couplings which can eventually facilitate decay to the lowest res-
onance. This is physically explained by the fact that the Feshbach
and shape resonances mix along the reaction pathway and their
character is not as different anymore. Couplings between sequen-
tial resonances show that radiationless decay should be very fast
all the way to the ground anionic state.

Finally, even though we have not calculated the lifetimes along
the path, we can attempt some predictions based on how far en-
ergetically a resonance is from its parent neutral state. Fig. S6
in ESI† shows both the neutral and anion states at the EOM-
EA-CCSD level and can be used to estimate the stability of res-
onances. The lifetime is initially long because the Feshbach reso-
nance is close energetically to its parent triplet neutral state. This
is typical of core-excited Feshbach resonances and is also in agree-
ment with previous work on methanol monomer. The lifetime
should be similar as long as the population is on a core-excited
resonance. After nonadiabatic transitions to the shape resonances
the parent neutral state becomes the singlet ground state. Since
these transitions occur close to the transition state (based on the
couplings) the shape resonances should again be more stable be-
cause the gap with the neutral state is small. At the transition
state actually Fig. S6 shows that the first anionic state is stable
since it has a positive electron affinity. After the transition state
however the resonance becomes less stable again as the gap from
the neutral state increases. At that point the electron can detach
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easily.
Even though we have not calculated a minimum energy path,

we believe the path shown here can be used to qualitatively show
how the reaction can occur. The main features are that the ini-
tial long-lived Feshbach resonance is coupled to the shape reso-
nances. Eventually the coupling will lead to the lowest resonance.
If that happens before the transition state then one can assume
that reactivity will not occur as the driving force will be stronger
to go back to the initial reactants. If however the transition to the
lowest resonance occurs after the transition state then the gra-
dients suggest that the reaction can take place. Overall, even if
some bifurcation occurs our work shows that at least some popu-
lation should lead to the products.

4 General Discussion and Conclusions
With the topographic details of the PE profiles in Fig. 5 and 6
in mind, we now propose a plausible mechanism for the experi-
mentally observed fragment products following low energy elec-
tron irradiation. An incident electron, with kinetic energies in the
range 7-20 eV, may lead to a scattering or reactive event. The
former leads to deflection of the incident electron whilst the lat-
ter would form an electron-attached state of the nascent anion.
Provided an incident electron is sufficiently energetic, a scatter-
ing event is likely to form electronically excited neutral methanol
molecules and follow an excited-state reaction path akin to those
shown in Fig. 5. Instead, a reactive event may lead to an elec-
tron attached state of a methanol molecule and show energetics
akin to the profiles in Fig. 6. In the present study we show that
our paths contain a lower energy and more favorable topography
when in an anion form, although it should be kept in mind that
these are not minimum energy paths.

One caveat needs to be addressed here; the work by Boamah
et al. shows the formation of neutral fragments - in which the
authors propose neutral excited state chemistry followed by scat-
tering of the incident low energy electron.18 Given the incident
electron kinetic energy range, we cannot rule this process out
but we are also unable to rule out fragmentation via electron-
attachment and evolution along an anionic excited-state reaction
path. We hereby justify our reasoning for the latter mechanism
which is schematically represented by the blue dashed curve in
Fig. 6. The PE profiles reveal that electron-attachment at elec-
tron kinetic energies in excess of 7 eV may plausibly lead to
electron attachment to the third Feshbach resonance (i.e. the
third red PE profile in Fig. 6 ). Overall, the results from Figs.
6 and 7 indicate that the third Feshbach resonance diabatically
correlates with the ground resonance states of the ethylene gly-
col + H2 products, leading to the conclusion that that electron-
attachment to this state may promote DEA-mediated products.
Such an event may occur providing that the nuclear motions that
drive the excited state chemistry along an anionic path are faster
than electron detachment, which is usually the case for Feshbach
resonances. Such processes would necessarily yield anion frag-
ments which could then electron detach post-formation or as the
nascent products form within the time-of-flight - ensuring that the
ultimate detected products encompass a neutral fragment finger-
print. Neutral products may also be formed if the reaction process

along the anionic path doesn’t survive the reaction path, lead-
ing to electron-detachment. Since the neutral and anion ground
states are close in energy and that the PE profile of the neutral
path is reactive from the TS to the products, electron-detachment
would ensure the formation and subsequent detection of neutral
products. One may consider the electron catalyzing the reaction
since it is not present at the products. Examples of electron cat-
alyzed reactions have been discussed in the literature.50,51 As a
final remark on the neutral vs. anion chemistry, we note the study
by Boyer et al.19 who recently identified an abundance of CH3O
radicals in the temperature-programmed desorption data - con-
cluding that the formation of ethylene glycol is likely prepared by
electron-impact electronic excitation rather than DEA. Whilst this
may be plausible at the high-energy limit of the electron-kinetic
energy range we note that such radicals may indeed also arise via
DEA in which the partner H carries the negative charge as H− -
forming CH3O + H− asymptotic products - as shown by Slaughter
and co-workers.9 Notwithstanding, both electron-impact excitia-
tion and DEA may be active in bulk methanol - in which the high
kinetic energy regime is dominated by electron-impact excitation
whilst the low kinetic energy regime is dominated by DEA.

We want to point out here that we were very careful to use a
combination of theoretical approaches carefully tested and com-
pared to experimental evidence in order to provide a basis for our
conclusions for this mechanism. Theoretical approaches to treat
resonances and DEA for molecules of the size studied here are
still not well developed, so one has to be careful in their applica-
bility. In this work, the Feshbach resonance, which is the initial
step in the mechanism, is a well known long-lived resonance in
methanol. It has been experimentally detected and there have
been several previous theoretical calculations based on scattering
which predict it has a long lifetime. We compare our results from
the stabilization method to the previous theoretical and experi-
mental results (see Table 2) and find a very good agreement for
the position and less so for the lifetime. The agreement between
the theoretical and the experimental resonance in methanol con-
firms that we use a reasonable approach. The remaining work on
the dimer system does not use the stabilization method but small
basis sets which avoid the continuum states.The comparison be-
tween the prediction from the stabilization method and experi-
ment in methanol monomer (and the failure to be able to use it
for the dimer) can be used as a benchmark for knowing the limits
of stabilization methods and motivating further developments.

A final important note is that we recognize that our present
dimeric system is a vast reduction in the dimensionality of an ex-
pected methanol ice crystal present on the surface of a comet.
We also note that the expected low-entropy in a bulk ice crystal
is likely to alter the excitation energies with respect to those ob-
tained in the gas-phase. The lower disorder in a solid-state ice
crystal is expected to enhance dipole-dipole interactions between
neighboring methanol molecules. This is therefore expected to
manifest in larger cross-sections for absorption to charge-transfer
states. Notwithstanding, the present study is nonetheless very
informative and serves to show the way in which a larger scale
extrapolation of a simple dimeric system may form longer chain
sugars on comets - which are routinely irradiated with secondary
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low energy electrons with energies well within the 5-20 eV kinetic
energy range. Such processes may have been important in driv-
ing the early planetary formations of prebiotic sugars. Given the
inherent importance of such prebiotic reaction, we expect many
more such studies in the future.
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