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s to cocrystals and salts:
successfully predicting axitinib's challenging crystal
forms

Gregory J. O. Beran *

The experimental development of cancer drug axitinib was disrupted by two surprise discoveries of new,

more stable crystal polymorphs. Organic crystal structure prediction can help de-risk against such

occurrences, but previous attempts failed to predict the theoretically challenging axitinib conformational

polymorph lattice energies reliably. Here, we demonstrate how modern crystal structure prediction

methodologies can not only successfully predict the problematic axitinib crystal structures, but how they

can also accurately distinguish between salt and cocrystal forms in three axitinib multi-component

crystals, which has been a long-standing challenge for organic crystal modeling. These successes derive

from addressing the density-driven delocalization error found in commonly-used generalized gradient

approximation density functional theory models through the application of intramolecular energy

corrections and/or hybrid density functionals. Notably, the simultaneous combination of both

approaches provides more robust lattice energy predictions than either individual approach.
Fig. 1 (a) Previously-published Z0 = 1 crystal energy landscape
1 Introduction

Axitinib, Pzer's tyrosine kinase inhibitor for advanced renal
cell carcinoma, has a notoriously complex solid-form land-
scape. Its development provides a case study in formulation
challenges, with ve known conformational polymorphs and
dozens of solvates, cocrystals, and salts.1–4 Initial formulation
efforts focused on form IV, but these plans were upended by the
surprise discovery of a more stable form XXV.1 Soon aer, an
even more stable polymorph, form XLI, was found serendipi-
tously and became the nal commercial product.2

Cases such as axitinib, the recalls of ritonavir5,6 and rotigo-
tine,7,8 and other drugs with complex solid-form landscapes9–11

have motivated the use of crystal structure prediction (CSP) to
help de-risk against undiscovered polymorphs.12–14 When reli-
able, CSP can predict the potential for discovering more stable
polymorphs,8,15 help solve structures of polymorphs for which
single-crystal X-ray diffraction data is unavailable,11,16–20 assess
possible disorder or crystallization difficulties,9,21–25 anticipate
hydrate formation,10,26–29 and identify useful coformer species
when developing salts and cocrystals.30–36 On the other hand,
erroneous CSP predictions can send experimental researchers
in pursuit of phantom polymorphs,11 potentially delaying a drug
or even causing it to be canceled.

Attempts to predict the axitinib crystal energy landscape
a decade agomet with only partial success due to its challenging
conformational polymorphism. Aer a couple preliminary
lifornia Riverside, Riverside, CA 92521,

–23037
studies from Pzer,37,38 Vasileiadis and co-workers carried out
a more thorough CSP in 2015.39 Despite the challenging intra-
molecular exibility of axitinib, their careful searches over
candidate structures containing a single molecule in the
asymmetric unit (Z0 = 1) successfully generated a crystal land-
scape containing all four known Z0 = 1 polymorphs (Fig. 1).
Unfortunately, the lattice energy models employed ranked the
polymorph stabilities poorly. Notably, the experimentally most-
stable form XLI occurs at rank 108, +11.5 kJ mol−1 above the
showing the relative lattice energies and densities of the predicted
axitinib crystal structures.39 The experimental (colored) and low-
energy structures (<15 kJ mol−1) indicated in dark gray were refined
here. (b) Structure of axitinib highlighting five key dihedral angles.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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global minimum, and higher than forms VI (rank 3,
+1.1 kJ mol−1), XXV (rank 26, +6.3 kJ mol−1), and I (rank 32,
+7.1 kJ mol−1). Experiment also suggests forms XXV and VI are
close in energy, contrary to the 5 kJ mol−1 separation predicted
in the CSP.

Since then, the widespread shi toward using periodic
density functional theory (DFT) models for the crystal structure
renements and lattice energies has substantially improved
crystal energy rankings for pharmaceutical-sized molecules, as
evidenced by the progress in the recent blind tests of crystal
structure prediction.40–44 Less computationally demanding
generalized gradient approximation (GGA) density functionals
are oen used for initial or routine CSP studies,45,46 though
switching to more reliable and computationally expensive
hybrid density functionals for the nal energy ranking stage can
be important.47–52 Augmenting the DFT treatment with correc-
tions for van der Waals dispersion is essential, typically via
Grimme's D3/D4 corrections,53–55 the many-body dispersion
(MBD) approach,56–58 or the exchange-hole dipole moment
(XDM) model.59 Machine-learned potentials trained on DFT
data are also rapidly improving and reducing the computational
costs associated with generating crystal energy landscapes.60–65

Advances in treating nite-temperature crystal thermochem-
istry are further improving the utility of CSP for predicting
structures and properties at ambient conditions.64,66–72 With
these techniques, successful DFT-driven CSPs continue to
accumulate for species ranging from small, rigid
molecules51,73–75 to larger, exible
pharmaceuticals.8–11,15,21,34,46,49,66,68,76,77

Despite numerous successes, challenging CSP cases remain.
Many of these difficult systems exhibit density-driven delocal-
ization error—the tendency of approximate density functionals
to overly delocalize electron densities.78 Delocalization error
creates a myriad of problems in CSP. For example, it over-
stabilizes molecular conformations with extended p-conjuga-
tion, which can lead to erroneous energy rankings in confor-
mational polymorphs.46,79–84 Even larger energy errors can occur
for tautomeric polymorphs (a.k.a desmotropes) when tauto-
merization changes the p-conjugation character.75 Intermolec-
ular delocalization error can cause spurious proton transfer in
acid–base cocrystals, incorrectly predicting salt formation.85

Delocalization error also tends to overestimate the strength of
hydrogen and halogen bonds,86 which distorts crystal land-
scapes that contain varied hydrogen- or halogen-bonded
packing motifs.

Two primary strategies have emerged to address these
delocalization error challenges in recent years. First, delocal-
ization error is pronounced in GGA functionals, but hybrid
density functionals are less affected thanks to the inclusion of
some amount of exact exchange (EXX) in the functional. The
extent of reduction is determined by the specic admixture of
exact exchange: whereas ∼20–25% EXX is typical for general-
purpose global hybrid functionals such as B3LYP87 or PBE0,88

larger fractions around ∼50% EXX are oen recommended for
systems with substantial delocalization error issues.78 Such
hybrid functionals can substantially improve the quality of
crystal structure predictions in difficult delocalization error
© 2025 The Author(s). Published by the Royal Society of Chemistry
cases,50,51,75,85,89,90 but there remains the challenge that the
optimal fraction of exact exchange for a given system is not
always obvious a priori.89 Moreover, the use of hybrid func-
tionals with ∼25–50% EXX alone appears to be insufficient to
predict reliable energy differences for tautomeric polymorphs,
for example.75

The second strategy applies intramolecular energy correc-
tions computed at a higher-level of theory to the periodic DFT
treatment.91,92 Because the corrections are computed on isolated
molecules, they can be predicted very reliably using advanced
electronic structure techniques such as double-hybrid density
functionals or correlated wavefunction methods. Of course, an
entirely intramolecular correction does not address intermo-
lecular delocalization error. Nevertheless, this approach has
proved effective in small molecules,80–82,91 pharmaceuticals,79,83

and photomechanical crystals.73,93,94 For the ROY molecule, for
example, combining a periodic GGA functional with higher-
level intramolecular energy corrections enabled the rst CSP81

that ranked the polymorphs correctly, differentiated energeti-
cally between the routine and harder-to-crystallize/metastable
polymorphs, demonstrated that the lowest-energy crystal
forms had already been discovered experimentally, and even
included the subsequently-discovered O22 polymorph.95

The solid forms of axitinib similarly present signicant
delocalization error challenges: its wide variety of conforma-
tional polymorphs with varying degrees of p conjugation make
the lattice energies difficult to predict reliably.79 Further chal-
lenges arise when considering multi-component crystals of
axitinib, where the experimental salt versus cocrystal character
changes across different carboxylic acid coformers.3 A decade
aer the last attempt,39 the present study revisits the difficult
crystal structure prediction of axitinib to assess current tech-
niques for 0 K organic crystal lattice energy ranking. The results
here will demonstrate that while routine GGA density func-
tionals are inadequate for this system, state-of-the-art intra-
molecular correction and/or hybrid DFT techniques could have
anticipated that form XLI is the global minimum structure and
would have revealed that most of the lowest-energy predicted
polymorphs of axitinib have already been discovered experi-
mentally. These same techniques also overcome a long-
standing challenge by successfully differentiating between salt
and cocrystal forms of three axitinib + carboxylic acid formu-
lations. Importantly, while both strategies for addressing delo-
calization error are effective, this work highlights how the
simultaneous combination of hybrid DFT with intramolecular
corrections mitigates the shortfalls of each approach and
enables more robust crystal lattice energy predictions. Overall,
these axitinib results showcase the tremendous progress made
in the CSP of difficult pharmaceutical systems over the past
decade.

2 Computational methods
2.1 Crystal structure geometry optimizations

This study begins with the initial axitinib crystal energy land-
scape from ref. 96 and shown in Fig. 1. 204 of the 207 crystal
structures lying within 15 kJ mol−1 of the global minimum
Chem. Sci., 2025, 16, 23026–23037 | 23027
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energy structure were optimized here. The three remaining
structures within this energy window were omitted for compu-
tational expedience due to their large, 16-molecule (736 atoms)
unit cells. Those omitted structures range from +10.9–
12.2 kJ mol−1 on the original landscape, and all three adopt
packing motifs that consistently prove energetically unfavorable
with the electronic structure models used here, as will be di-
scussed further below. Because the previous CSP only searched
over Z0 = 1 structures, the initial experimental Z0 = 2 structure of
form IV was obtained from the Cambridge Structure Database
(reference code VUSDIX01 (ref. 1)), relaxed, and added to the
landscape. Initial experimental multi-component crystal struc-
tures3 for axitinib with fumaric (UZAKEO), suberic (UZAKAK),
and trans-cinnamic acid (UZAKIS) were also obtained from the
database.

All single- and multi-component crystal structures were fully
relaxed (both atomic positions and lattice parameters) with
periodic planewave DFT using the B86bPBE density func-
tional97,98 and exchange-hole dipole moment (XDM) dispersion
correction59 in Quantum Espresso v6.5.99 Initial optimizations
employed the projector augmented wave treatment of the core
electrons, a 40 Ry planewave cutoff, and Monkhorst k-point
grids with density of at least 0.05 Å−1 were used. Structures lying
within 15 kJ mol−1 of the global minimum either before or aer
the intramolecular energy correction (as described below) was
applied were then further rened with a larger 50 Ry planewave
cutoff.

To map out the potential energy curves for the proton
transfer coordinates in the multi-component crystals, a series of
constrained optimizations were performed, starting from the
fully-relaxed structure and freezing the key axitinib N–H
distances at various values for each axitinib molecule in the unit
cell. The lattice parameters were held xed at their fully-relaxed
values during the constrained proton transfer optimizations
due to soware limitations.

2.2 Single-point energy renements

Two different approaches were used to rene the crystal ener-
gies. First, because the inclusion of some exact exchange in the
density functional reduces density-driven delocalization error,
periodic DFT was employed with both generalized-gradient
approximation (GGA) and hybrid density functionals, using
either the B86bPBE-XDM (0% EXX), B86bPBE-25-XDM (25%
EXX), and B86bPBE-50-XDM (50% EXX)50 or PBE-D3(BJ) (0%
EXX) and PBE0-D3(BJ) (25% EXX)54,88,98 families of functionals.
These single-point energy calculations were performed in FHI-
Aims version 240920.2.100,101 GGA calculations employed the
triple-z “Tight” numerical atomic orbital basis set distributed
with the code. To make the hybrid functional calculations more
affordable, the “Tight” basis results were approximated from
a mixture of “Tight” and double-z “Light” basis set calculations
according to:51

Etight
hybrid z Elight

hybrid + (Etight
GGA − Elight

GGA) (1)

Second, the intramolecular correction approach79 renes
single-point periodic GGA or hybrid DFT energies according to,
23028 | Chem. Sci., 2025, 16, 23026–23037
Ecorrected
crystal ¼ EDFT

crystal þ
XZ
i

�
E

higher
i;gas � EDFT

i;gas

�
(2)

The terms in parentheses correspond to the energy differ-
ence between the same DFT functional used for the periodic
crystal and some higher-level electronic structure method, as
calculated on the isolated molecules using molecular geome-
tries extracted directly from the crystal. The sum runs over all Z
molecules in the unit cell, though space group symmetry oen
greatly reduces the number of unique electronic structure
calculations that actually need to be performed. The choice of
the higher-level method is exible. For the pure axitinib CSP,
domain-local pair natural orbital coupled cluster singles,
doubles, and perturbative triples (DLPNO-CCSD(T1))102,103 was
chosen. The DLPNO-CCSD(T1) calculations were run in Orca
v6.0 (ref. 104) using the aug-cc-pVDZ basis set,
settings, and to 10−4. They were then approximately
extrapolated to the complete-basis-set (CBS) limit via the focal
point method,105

ECBS
DLPNO-CCSD(T1) z EaDZ

DLPNO-CCSD(T1) + (ECBS
MP2 − EaDZ

MP2). (3)

The CBS-limit MP2 results in eqn (3) were obtained by
extrapolating the correlation energy Ecorr computed in the aug-
cc-pVTZ and aug-cc-pVQZ basis sets106 and pairing it with the
aug-cc-pVQZ Hartree–Fock energy EHF,

ECBS
MP2 zEaQZ

HF þ
�
43EaQZ

corr � 33EaTZ
corr

43 � 33

�
(4)

For the acid–base salt/cocrystal cases, for which the molec-
ular identity varies from neutral to charged across the proton
transfer coordinate, the “intramolecular” corrections were per-
formed on a dimer unit containing both the proton-donor
carboxylic acid species and the axitinib acceptor molecule. In
addition, because the electronic structure of charged functional
groups can vary considerably between the gas- and condensed
phases, the intramolecular calculations were embedded in
a polarizable continuum model. The optimal choice of the
dielectric constant used in the PCM is potentially ambiguous:
dielectric constants of ∼3 are oen recommended for organic
crystals comprised of typical neutral species, while larger
dielectric constants are recommended for zwitterionic species
or organic salts. For example, in the 6th blind test, Day and co-
workers found that a dielectric constant of ∼7 improved their
predictions in such systems.42

Fortunately, although the energies of individual species are
sensitive to the chosen dielectric constant, the difference
between the low-level and high-level method energies in eqn (2)
is much less sensitive. For example, varying the dielectric
constant over ∼3–7 alters the “intramolecular” correction
energies in the multi-component axitinib crystals by just a few
tenths of a kJ mol−1. Therefore, an intermediate dielectric
constant of 3 = 4.9 (chloroform) has been adopted here. Note
that PCM embedding for the intramolecular correction terms in
the pure axitinib CSP case is unnecessary, since it impacts the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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relative polymorph energies by a mere 0.1 kJ mol−1 on average.
See SI Section S3 for additional details.

To ensure consistency in the PCM treatment between the
low- and high-level calculations in the intramolecular correc-
tion, both were performed in Orca. Since the B86bPBE-XDM
family of models are currently unavailable in Orca, the intra-
molecular corrections were applied to PBE-D3(BJ) and PBE0-
D3(BJ) crystal energies. Furthermore, the double-hybrid
revDSD-PBEP86-D4 functional107 was chosen for the higher-
level method instead of DLPNO-CCSD(T1), since the former is
compatible with the PCM model. All of these Orca DFT calcu-
lations employed the def2-QZVP basis set and conductor-like
PCM model.

3 Results and discussion
3.1 Crystal energy landscape of neat axitinib

Consider rst the crystal structure prediction of axitinib itself.
The previous CSP by Vasileiadis and co-workers39 searched over
unit cells from 59 common space groups that contain a single
molecule in the asymmetric unit (Z0 = 1). It resulted in a crystal
energy landscape containing 361 crystal structures, including
all four reported Z0 = 1 crystal polymorphs. However, the
landscape ranked those known polymorphs poorly, as di-
scussed above.

Here, optimizing the low-energy crystal structures indicated
in Fig. 1 plus experimental form IV (Z0 = 2) with periodic
B86bPBE-XDM dramatically transforms the energy landscape
(Fig. 2a). Just 40 of the 204 structures within 15 kJ mol−1 of the
global minimum in the earlier landscape remain within that
energy window; all others now lie higher in energy. Given that
most experimentally-observed polymorphs under ordinary
conditions lie within a ∼10 kJ mol−1 energy window,108,109 this
suggests that the vast majority of structures on the original
landscape were not experimentally relevant. A large fraction of
the structures eliminated by DFT renement contain one of
three common structural motifs whose stabilities were evidently
exaggerated by the potential used in ref. 39: structures with
doubly hydrogen-bonded indazole dimers, trimers with two
Fig. 2 Comparison of the axitinib crystal energy landscapes at 0 K co
DLPNO-CCSD(T1) corrections, and (c) B86bPBE-25-XDM + intramolecul
stability ordering is indicated at right.

© 2025 The Author(s). Published by the Royal Society of Chemistry
indazole groups hydrogen bonded to a third molecule's inda-
zole group, and intramolecular hydrogen-bonding N–H/S
interactions involving the amide nitrogen (SI Section S2.1).

Encouragingly, the B86bPBE-XDM renement also places
the four most important experimental structures near the
bottom of the crystal energy landscape (Fig. 2a). Only form I,
which is the least-stable polymorph experimentally, lies higher
in energy (+11.9 kJ mol−1). On the other hand, the crystal
structure ordering of the remaining four experimental poly-
morphs remains incorrect, with form XXV erroneously pre-
dicted to be the most stable, and form XLI lying 3 kJ mol−1

higher at rank 3.
To understand this B86bPBE-XDM landscape better,

consider the electronic structure of the axitinib molecule. It
contains ve key dihedral angles that can potentially impact the
extent of p conjugation (Fig. 1). Surveying the distribution of
dihedral angles among the structures in the Fig. 2 CSP land-
scapes, we nd that dihedrals d1 and d2 vary minimally in
practice (up to 25° out of plane, but oen by less than 10°).
Similarly, angle d3 mostly varies between 50–90° relative to the
indole ring, preventing signicant conjugation between the
sulfur lone pairs and the indole p electron cloud. In contrast,
dihedral angles d4 and d5 range from ∼0–70° relative to the
phenyl ring, leading to considerable variation in the extent of
conjugation between the phenyl ring and the sulfur lone pairs
and/or the amide group across the crystal structures.

Density-driven delocalization error in GGA functionals such
as B86bPBE-XDM articially stabilizes the intramolecular
conformations that delocalize electron density through more
extended p conjugation. In other words, structures with d4 and/
or d5 angles near 0° will be over-stabilized relative to those
closer to 90°. Indeed, comparison of the gas-phase B86bPBE-
XDM and DLPNO-CCSD(T1) conformational energies from the
54 most stable structures shows good correlations (R2 > 0.7)
between the intramolecular B86bPBE-XDM conformational
energy error and both dihedral angles d4 and d5 (SI Section
S2.3). In contrast, the B86bPBE-XDM conformational errors are
completely uncorrelated with d1, d2, or d3 (R2 < 0.02). Further
evidence for the role of density-driven delocalization error
mputed with (a) B86bPBE-XDM, (b) B86bPBE-XDM + intramolecular
ar DLPNO-CCSD(T1) corrections. The finite-temperature experimental

Chem. Sci., 2025, 16, 23026–23037 | 23029
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Fig. 4 Comparison of crystal energy landscapes for different base
density functionals before (left side) and after (right side) the DLPNO-
CCSD(T1) intramolecular correction is applied.
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comes from comparing gas-phase PBE-D4 and density-cor-
rected110,111 PBE-D4 conformational energies against the
coupled cluster benchmarks. Whereas PBE-D4 exhibits a root-
mean-square error of 3.5 kJ mol−1 relative to the DLPNO-
CCSD(T1), evaluating the PBE-D4 energies on the Hartree–
Fock densities (that do not suffer the same delocalization error)
reduces the rms error to just 1.6 kJ mol−1.

On the axitinib CSP landscape, the experimentally most-
stable polymorph form XLI adopts a rather unique intra-
molecular conformation in which the molecule folds to create
p–p interactions between the amide group and the indole ring
(Fig. 3).79 The associated large values of dihedral angles d4 (68°)
and d5 (55°) disrupt the conjugation of both sulfur and amide
with the phenyl ring. As a result, the form XLI intramolecular
conformation is articially destabilized at the GGA level relative
to many other candidate structures that have more planar d4
and d5 angles.

To rene the 0 K crystal energy landscape, intramolecular
DLPNO-CCSD(T1) single-point energy corrections are applied to
the B86bPBE-XDM lattice energies according to eqn (2). The
magnitude of these corrections on the 54 lowest-energy struc-
tures is 2.9 kJ mol−1 on average and reaches 6 kJ mol−1—

enough to reorder the low-energy structures considerably.
Crucially, form XLI becomes the most stable form on the cor-
rected landscape (Fig. 2b), in agreement with experiment. The
rened energies also reproduce the correct ordering among the
experimental forms: XLI < XXV ∼ VI < IV � I. The very similar
0 K stabilities of forms XXV and VI is consistent with experi-
mental observation that they are very close in energy. In addi-
tion, the higher energy of form IV comports with the
experimental evidence that form XXV is more stable than form
IV below 75 °C.

Fairly similar crystal energy landscapes are also obtained if
one renes the polymorph energies using the hybrid DFT
analogs of B86bPBE-XDM with either 25% or 50% EXX (Fig. 4)
instead of applying the intramolecular correction. Both hybrid
functionals correctly predict form XLI to be the most stable and
reproduce the qualitative experimental stability ordering.
Increasing the fraction of exact exchange further shis
Fig. 3 The (a) form XLImolecular conformation is more folded than (b)
the more typical form XXV one, leading to considerable deviations
from planarity in dihedral angles d4 and d5 in particular.

23030 | Chem. Sci., 2025, 16, 23026–23037
a number of the hypothetical structures higher in energy rela-
tive to most of the experimentally observed forms. Unfortu-
nately, it is not always a priori obvious what fraction of exact
exchange is optimal for a given system, and Fig. 4 shows that the
relative energies of the low-energy crystal structures can vary by
multiple kJ mol−1 between 25% and 50% EXX.

In this context, we observe a secondary benet of the intra-
molecular correction approach for challenging systems such as
axitinib: combining hybrid DFT and the intramolecular DLPNO-
CCSD(T1) conformational energy correction somewhat reduces
the variability in the relative polymorph energies as a function
of the fraction of exact exchange. Similar behavior was also
recently observed in cases of tautomeric polymorphism.75

Pairing any of the three base density functionals with the
DLPNO-CCSD(T1) correction gives results that generally lie
intermediate between the uncorrected 25% and 50% EXX
hybrid DFT energies.

That said, the effects of rening the intermolecular interac-
tions via the use of hybrid DFT are non-negligible. These effects
can be understood by considering, for example, that form XLI
adopts extended networks of strong hydrogen bonds,2 and
increased exact exchange should disproportionately impact the
description of polarization in those hydrogen bond networks
compared to the weaker polarization effects present in other
crystal structures.

Overall, given the fairly routine nature of the intermolecular
interactions among these crystal structures, the author suspects
that the 25% EXX hybrid functional is probably sufficient to
describe the intermolecular interactions when paired with the
DLPNO-CCSD(T1) correction that addresses the intramolecular
delocalization error. Previous benchmark studies of intermo-
lecular interactions and crystal lattice energies found that for
systems without major delocalization error issues, B86bPBE-25-
XDM performed as well as or slightly better than B86bPBE-50-
XDM.50,51 Therefore, the remaining discussion focuses on the
B86bPBE-25-XDM + DDLPNO-CCSD(T1) landscape shown in
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2c. This landscape reveals that many of the lowest-energy
structures are already known experimentally (forms XLI, XXV,
VI and IV). This is reminiscent of the earlier CSP study of the
highly polymorphic molecule ROY, where careful electronic
structure treatment produced a 0 K landscape in which 9 of the
12 lowest-energy predicted structures corresponded to experi-
mentally known polymorphs.81 It emphasizes that even chal-
lenging crystal structures are increasingly becoming predictable
(even if difficult examples remain43,44,84).

Among the as-yet undiscovered low-energy predicted struc-
tures in Fig. 2c, several contain partial packing motifs that are
analogous to those found the more stable forms XXV or VI.
Accordingly, one might expect forms XXV and VI would crys-
tallize preferentially over the higher-energy alternative struc-
tures. On the other hand, both the rank 2 and 5 structures in
Fig. 2c exhibit distinct packing motifs not found in the other
experimental structures (Section S2.4). The intramolecular
conformations adopted in these two candidates appear to be
readily accessible energetically as well, suggesting they might be
crystallizable. It would be interesting to compute their room-
temperature free energies, though that lies outside the scope
of the current study. It is also worth noting that a sixth axitinib
polymorph with undisclosed crystal structure is reported in the
patent literature,112 raising the question of whether one of these
two candidate structures (or any others on the CSP landscape)
might correspond to the newer polymorph.

In summary, the rst successful 0 K crystal structure
prediction of the challenging cancer drug axitinib has been
achieved. The predicted crystal energy landscape suggests that
the most stable polymorph of axitinib, form XLI, was indeed
eventually found in the lab, thanks to extensive experimental
efforts and a couple doses of serendipity. Several other lowest-
energy polymorphs have also been found experimentally, and
further investigation into the structure of the purported sixth
polymorph would be worthwhile.

Methodologically, the central difficulty in the DFT-driven
crystal structure prediction of axitinib lay in addressing the
intramolecular delocalization error via higher-level intra-
molecular conformational corrections, hybrid density func-
tionals, or a combination of both. Fig. 4 provides some insight
into the likely uncertainty associated with the 0 K lattice energy
predictions. Importantly, combining any of the GGA or hybrid
DFT functionals tested here with intramolecular corrections
increases the consistency among many of the predicted poly-
morph lattice energy differences, enhancing overall condence
in the energy landscape. This observation reects how the most
challenging aspect of the axitinib conformational polymorph
energy ranking stems from difficulties in modeling the intra-
molecular conformational energies. In contrast, the next
section focuses on multi-component crystals of axitinib for
which the intermolecular errors become key.
Fig. 5 Key hydrogen bonded salt/cocrystal dimers from the three
multi-component crystals of axitinib. Other molecules in the crystal
structures are omitted for visual clarity.
3.2 Salts and cocrystals of axitinib

Salt and cocrystal forms of pharmaceuticals are oen employed
to improve their solubility and bioavailability. Numerous axiti-
nib salts with strong acids were reported early on.113 More
© 2025 The Author(s). Published by the Royal Society of Chemistry
recently, Ren and co-workers3 sought to make neutral cocrystals
of axitinib with good dissolution proles by cocrystallizing it
with weaker carboxylic acids. They found that axitinib forms 1 :
1 neutral cocrystals with both suberic and trans-cinnamic acids.
With fumaric acid, however, axitinib forms a 2 : 3 salt cocrystal
in which one fumaric acid donates one proton to each axitinib
molecule, forming a salt, while the third fumaric acid remains
neutral.

Whether an acid–base multi-component crystal remains as
a neutral cocrystal, converts to a salt, or adopts any intermediate
state in the salt-cocrystal continuum depends on the pKa

differences between the acidic and basic sites. Characterizing
the behavior is important due to the regulatory distinctions
between the salt and neutral forms. Unfortunately, determining
proton positions from X-ray diffraction can be challenging, and
the salt vs. cocrystal character is oen inferred indirectly from
heavy-atom positions (by examining C–O bond lengths in
a carboxylic acid, for example). Alternatively, techniques such as
solid-state nuclear magnetic resonance or neutron diffraction
can resolve protonation states more clearly.

In principle, computational modeling ought to be able to
help characterize the salt/cocrystal behaviors. However, in
addition to the potential importance of nuclear quantum effects
for the acidic proton,114 density-driven delocalization error in
GGA functionals tends to over-stabilize salt forms relative to
neutral ones.115 While careful computational protocols may
offer a pragmatic strategy for converging GGA structure opti-
mizations to cocrystal forms,116 the most robust solution to date
has been to employ hybrid density functionals, especially those
containing ∼50% exact exchange, to reduce the delocalization
error.85,90 Here, we show how the intramolecular correction and
hybrid functional strategies can both be used to predict the
correct proton transfer behavior in these acid–base crystals of
axitinib.

Fig. 5 shows the key hydrogen bond in each of the three
axitinib + carboxylic acid crystals studied by Ren et al., and Fig. 6
plots potential energy curves computed for the key proton
Chem. Sci., 2025, 16, 23026–23037 | 23031
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Fig. 6 Solid-state potential energy scans for cocrystal to salt proton
transfer in multi-component crystals of axitinib with (a) fumaric acid,
(b) suberic acid, and (c) trans-cinnamic acid. Dotted red curves
correspond to B86bPBE-XDM type functionals and blue to PBE-D3(BJ)
type functionals with 0%, 25%, or 50% exact exchange (EXX). The solid
blue curves represent the PBE-D3(BJ) functionals after applying
a revDSD-PBEP86-D4 correction.
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transfer coordinate in each crystal. These curves were obtained
by performing a series of constrained optimizations in the
periodic crystals at the B86bPBE-XDM level of theory in which
the important carboxylic acid O–H distances in the O–H/N
hydrogen bonds were frozen at selected values while all other
atomic positions were relaxed. Single-point energies were then
computed on each optimized geometry using a variety of
models.

Consider rst functionals in the B86bPBE-XDM family. As
expected, delocalization error causes the B86bPBE-XDM GGA
(0% EXX) to substantially over-stabilize the salt forms, leading
to barrierless conversion from neutral to salt for both the
fumaric and suberic acid cases (Fig. 6a and b). While this
prediction is qualitatively correct for fumaric acid, it contradicts
experiment for suberic acid. For trans-cinnamic acid, B86bPBE-
XDM correctly predicts a cocrystal, though the salt form lies
only 2 kJ mol−1 higher in energy. Switching to the hybrid
analogs with 25% (B86bPBE-25-XDM) or 50% (B86bPBE-50-
XDM) exact exchange increasingly destabilizes the salt form,
and now the models correctly predict cocrystals for suberic and
trans-cinnamic acids and a fumarate salt at 50% EXX. The PBE-
D3(BJ) GGA and PBE0-D3(BJ) hybrid (25% EXX) functionals
produce potential energy curves that are very similar to the
B86bPBE-XDM family ones as well.

One can also apply the intramolecular correction approach
of eqn (2) to these cases. To provide a consistent treatment
across the proton transfer potential energy curve, the dimers
shown in Fig. 5 are treated a single “intramolecular” correction
unit. Moreover, the intramolecular correction calculations are
embedded in a chloroform polarizable continuum model to
better describe the charged salt crystals (see Computational
methods section for details). Applying a revDSD-PBEP86-D4
double-hybrid density functional correction to the PBE-D3(BJ)
family of functionals leads to very interesting results: rst,
despite the large differences between the uncorrected PBE-
D3(BJ) and PBE0-D3(BJ) potential energy curves, the two
curves become nearly identical aer applying the revDSD-
PBEP86-D4 correction. This highlights how the key modeling
challenge lies in describing the specic acid–base behavior,
rather then the rest of the crystal.

Second, the experimentally-reported salt/cocrystal behavior
is reproduced for all three axitinib carboxylic acid crystals aer
the correction has been applied. Given the small proton-
transfer barriers (<10 kJ mol−1), interconversion between
neutral and salt forms should be possible at room temperature
in all three cases. Therefore, the room-temperature populations
of salt and cocrystal forms were estimated for each crystal based
on the relative revDSD-PBE0-D3(BJ)-corrected PBE0-D3(BJ)
energies. Whereas the fumaric acid crystal contains >90% salt
and the trans-cinnamic acid one has >95% cocrystal, the suberic
acid crystal is predicted to occur as a mixture of roughly two-
thirds cocrystal and one-third salt.

Third, the revDSD-PBEP86-D4-corrected energies in Fig. 6 lie
intermediate between those obtained from the uncorrected
25% and 50% EXX B86bPBE-XDM functionals, similar to what
was found for the pure axitinib crystal energy landscapes in
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sc06271c


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
11

 2
02

5.
 D

ow
nl

oa
de

d 
on

 2
02

6-
02

-1
4 

 1
2:

01
:3

1.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
Fig. 4. While these energies cannot currently be conrmed
experimentally, they are suggestive that the optimal fraction of
exact exchange in these systems might lie somewhere in
between 25% and 50%.

Overall, these results demonstrate once again the comple-
mentarity of hybrid DFT and intramolecular corrections for
developing more robust insights into challenging crystal
behaviors. With these models, one can successfully discrimi-
nate the subtle energetic differences among a set of related
coformers that lead to distinct salt versus cocrystal behaviors. It
should also be noted that the combination of constrained GGA-
level optimizations plus rened single-point energies provide
a useful and relatively inexpensive computational protocol for
understanding these systems without the need for expensive
hybrid DFT geometry optimizations.85,90
4 Conclusions

Axitinib highlights the difficult experimental and computa-
tional challenges researchers can face when developing solid-
state drug formulations. On the computational side, density-
driven delocalization error causes GGA-type density func-
tionals to incorrectly predict the most stable crystal structures
of axitinib and to overstabilize the salt forms for some of its
multi-component crystals. This work shows how these prob-
lems in axitinib can be overcome through the use of hybrid DFT
functionals and/or intramolecular energy corrections. As
a result, the present study produced the rst 0 K crystal energy
landscape of axitinib that appears to be consistent with exper-
iment. The CSP reveals that most of the low-energy predicted
structures are known experimentally and that form XLI is
indeed the global minimum structure at 0 K. The landscape also
contains two low-energy structures with unique packing motifs
that have not yet been found in the lab. Performing free energy
calculations on these structures to determine their relevance
near ambient conditions and investigating possible connec-
tions to the reported sixth polymorph of axitinib would be
worthwhile. This study further demonstrates that the same
techniques can correctly characterize the structural character of
acid–base multi-component crystals of axitinib, which can have
important regulatory implications. The methods clearly distin-
guished the axitinib salt formed with fumaric acid from the
cocrystals involving suberic or trans-cinnamic acids.

From a methodological standpoint, this study addresses
a potential source of confusion about the relationships between
different methods found in the literature by demonstrating the
complementarity of the intramolecular correction and hybrid
DFT approaches. DFT conformational energy errors, whether
arising from delocalization error75,79,82,83 or other density func-
tional limitations84 are common in conformational poly-
morphs, and intramolecular corrections provide a pragmatic
solution. This paper also demonstrates, for the rst time, how
local energy corrections computed on the key acid–base dimer
can resolve the long-standing dilemma that GGA density func-
tionals articially favor charged salt forms over their neutral
cocrystal counterparts. Such corrections can potentially be
© 2025 The Author(s). Published by the Royal Society of Chemistry
evaluated at considerably lower cost than periodic hybrid DFT
functionals.

On the other hand, the inequivalent treatment of intra- and
intermolecular interactions provided by the intramolecular
correction approach can potentially introduce biases into the
computed polymorph energy differences. For example, crystal
landscapes where there is a competition between intra- and
intermolecular hydrogen bonding can potentially be chal-
lenging with this approach.82

Periodic hybrid density functional methods avoid this issue
by applying a single, unied model chemistry for all interac-
tions in the crystal. However, such functionals are not always
sufficiently accurate,75 and the optimal admixture of exact
exchange can be ambiguous.89 In this context, the increased
robustness of the crystal energies obtained from the simulta-
neous combination of hybrid DFT and intramolecular correc-
tions is encouraging. While earlier studies in the literature have
combined both approaches,66,75 the increased robustness of the
predictions that results has not been widely recognized. The
combination of these and many other recent advances are
pushing us closer to the day when crystal structures will truly be
predictable.
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