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The high doses of bone morphogenetic proteins (BMPs) cause undesired side effects in skeletal tissue
regeneration. An alternative approach is to use the bioactive knuckle epitope domain of BMP-2 (BMP2-
KEP) with an open-arm structure as part of the protein for engineering skeletal tissues. However, the
osteogenic activity of this peptide, in the free state, is orders of magnitude lower than the native protein
which is attributed to the closed-arm structure of the free peptide. The objective of this work was to
develop a quantitative structure activity relationship (QSAR) using different machine learning (ML) models
to correlate the different 20-mer sequences of the modified BMP2-KEP to their configurational
properties. As the existing structure—property data for osteogenic peptides are insufficient for training
ML models, the SIMFIM mesoscale simulation model was used to obtain structural properties, such as
radius of gyration (Ry) and end-to-end distance (EtE), of the modified BMP2-KEP sequences to create a
database. For ML modeling, the residues in the 20-mer sequences, as the input features of the database,
were represented by different amino acid descriptor (AAD) scales. The performances of all the models

Received 30th January 2025, were compared using the R? performance metric. Permutation importance and SHAP interaction analysis

Accepted 31st March 2025 were done to determine which residue positions and properties had highest contribution to the struc-
tural properties of the sequences. These studies led to developing trained and tested QSARs for predict-

ing the structural properties of any modified BMP2-KEP sequence for the purpose of discovering novel
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Fig.1 (A) Structure of BMP2-KEP shown enlarged from the BMP-2
protein from PDB database. (B) Open-arm structure of BMP2-KEP back-

Introduction

Resorbable materials loaded with bone morphogenetic pro-
teins (BMPs) are used clinically as a regenerative alternative
to autologous bone transplantation for treating skeletal defects
to restore continuity."> The BMP induces migration of progeni-
tor cells from the surrounding tissue to the injury site followed
by their differentiation to pre-osteoblasts and bone morpho-
genesis. The resorption of the graft concurrent with osteogen-
esis provides volume for the apposition of new bone. However,
the short half-life of the recombinant human bone morphoge-
netic protein-2 (rhBMP-2, see Fig. 1(A)) necessitates adminis-
tering 3-4 orders of magnitude higher doses (1 mg mL ™) than
the endogenous amount (0.2 ug mL ") for bone formation and
healing.® The high doses combined with BMPs’ role in the
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bone. (C) Snapshot of the free BMP2-KEP sequence from mesoscale
simulation.
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development of a wide range of tissues from embryonic to
adulthood cause undesired side effects such as bone over-
growth, immune response, tumorigenesis, and neurological
complications.*® Consequently, the FDA has issued warning
to physicians against off-label use of rhBMP-2 in clinical
procedures which has limited the widespread use of BMPs in
orthopaedics.®

It is reported that the amino acid residues 73-92 of the
knuckle epitope of rhBMP-2 homodimer (see Fig. 1(A)), here-
after abbreviated by BMP2-KEP, is the ligand that interacts with
BMP receptors on the surface of human mesenchymal stem
cells (hMSCs) to induce their migration and osteogenic differ-
entiation to osteoblasts to form mineralized bone tissue.” An
alternative to BMPs to mitigate its undesired side effects in
bone regeneration is the use of short bioactive peptides corres-
ponding to the active domains of rhBMP-2, like the BMP2-KEP
peptide.®*® However, we and others have shown that the
osteogenic activity of these morphogenetic peptides in the free
state (not as part of the protein) is orders of magnitude lower
than the identical peptide as part of the parent protein.*®!
Hence, none of the peptides corresponding to the active
domains of rhBMP-2 protein or other soluble proteins in the
bone matrix have reached clinical trial.*>

The native BMP2-KEP ligand with 20 amino acids (AAs) has
an open-arm, extended, configuration as part of the protein
with radius of gyration (R,) and end-to-end distance (EtE) of
15.95 A and 46.85 A, respectively, based on a single nuclear
magnetic resonance (NMR) spectrum of the protein in the
protein databank (PDB), as shown in Fig. 1(B),>* whereas the
free BMP2-KEP sequence has a closed-arm, partially collapsed,
configuration with (R;) and (EtE) of 9.47 A and 21.18 A as
determined from our mesoscale simulations (Fig. 1(C)).>* The
amount of free BMP2-KEP required to stimulate osteogenic
differentiation of hMSCs to the same level as that of rhBMP-2
was 3000-fold higher, as we previously reported.?>*! The free,
partially collapsed BMP2-KEP sequence has a much wider
distribution (many orders of magnitude) of entropically-
favourable configurational states as compared to the native,
extended BMP2-KEP ligand with a relatively narrow distribution
of entropically-less favourable states. Consequently, it is much
less probable for the free BMP2-KEP to possess the desired
configuration for interaction with BMP receptors on the surface
of hMSCs as compared to the native BMP2-KEP ligand as part of
rhBMP-2 protein. We hypothesize that the many folds lower
osteogenic activity of the free peptide as compared to the native
BMP2-KEP is related to differences in their configuration and
the likelihood of the sequence to acquire the desired extended
configuration for interaction with BMP receptors on the surface
of hMSCs. Therefore, there is a need to design novel peptide
sequences that mimic the configuration of BMP2-KEP sequence
in its native state as part of rhBMP-2 protein and test the effect
of peptide configuration on osteogenic activity.

For the 20-mer BMP2-KEP sequence, vast number of
sequences would have to be tested to identify those with
morphogenetic activity. A novel approach is to utilize the
existing bioactivity data to train machine learning (ML) models
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and then use the best trained model to find novel peptide
sequences mimicking the native configuration of the BMP2-
KEP peptide. The best trained ML model is known as quanti-
tative structure-activity relationship (QSAR).>®> Machine learn-
ing algorithms in combination with protein/peptide databanks
have been used in clustering, classification, and prediction of
biological activities of different peptides. Currently, there are
public databases on, among others, antimicrobial, anticancer,
anti-inflammatory, and anti-hypertension properties of
peptides.”® Andreu et al used antimicrobial properties of
peptides from publicly accessible databases to train and test
an artificial neural network model and used it to predict
antimicrobial properties of unknown peptides.>” Kumar et al.
built a support vector regression (SVR) ML model, trained and
tested with publicly available data, to predict the inhibitory
activity of short antihypertensive peptides.”® The input features
used in the model were amino acid composition and chemical
descriptors such as hydrophobicity, charge, and molecular
weight of the amino acids. Du et al. built two models, namely
random forest and partial least squares regression, to predict
antioxidant activity of peptides.”® The input features used in
the model were divided physicochemical property scores
(DPPS), and structural, quantum, and topological descriptors.
Rong et al. developed a convolutional neural network model
using online repositories of molecular graphs data of peptides
to predict angiotensin I-converting enzyme (ACE) inhibitory
activity of peptides.’® Karasev et al. used a publicly available
database to train and build a predictive ML model for haemo-
Iytic activity properties of peptides.*' Each peptide in the model
was represented by 440 input features which were based on
physicochemical properties of the amino acids in the sequence.
Li et al. used an online repository with data on peptide activity
as a function of amino acid composition to train and build an
ML model for prediction of inhibitory activity of anti-
coronavirus peptides.’” These previous ML models for predict-
ing bioactivity of unknown peptides were built using publicly
available databanks. However, due to the large number of input
amino acid descriptors (AADs) to quantitatively describe differ-
ent peptide sequences, the existing structure-property and
bioactivity data for osteogenic peptides in public databases
and online repositories are insufficient for training ML
models.®® Furthermore, experimental studies to relate struc-
tural properties at the molecular scale to biological activity are
limited by the number of peptides that can be investigated in
practical times.>® Hence, there is a need to generate big data on
structure-property and osteogenic activity of thousands of
peptides for training ML models.

One approach to create a database for structure-property of
randomly generated 20-mer peptide sequences is mesoscale
dissipative particle dynamics (DPD) simulation.®* As peptides
exhibit diverse molecular fragments or beads with different
modes of energetic interaction including non-polar, polar,
neutral, hydrophobic, hydrophilic, amphipathic, charged,
hydrophobic-charged, and hydrophilic-charged interactions,
robust models are required to account for these energetic
interactions. In this respect, we recently developed and tested
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a uniquely parameterized mesoscale model named Structure
Independent Molecular Fragment Interfuse Model, abbreviated
as SIMFIM, to simulate by DPD the structural properties of a
large number of sequences in a practical time scale.** This
model is remarkably suited for simulation of structural proper-
ties of peptides because non-bonded pairwise bead interactions
are determined using the energy of mixing to account for subtle
differences in the structure of fragments. Electrostatic interac-
tions are incorporated in this model using a normal distribu-
tion of charges around the centre of the beads.

We previously showed that the SIMFIM predicted radius of
gyration values of peptides with known structures were close to
the values determined from the actual structures with low
deviation between the predicted and actual values.**

The objective of this work was to build a structure-
configuration database of osteogenic peptides by DPD simula-
tion using the SIMFIM model of pairwise secondary interac-
tions between the beads to train ML models to predict
configurational descriptors of modified BMP2-KEP sequences.
The input of the database was amino acid descriptors (AADs) of
the peptide sequences and the output was the configuration
descriptors which were the average radius of gyration ((R,)) and
average end-to-end distance ((EtE)) as a measure of size and
openness of the sequences, respectively. The 20-mer free BMP2-
KEP was the lead peptide, and the new sequences were gener-
ated by modifying the lead peptide using the following
approach: (a) modifying residues in the sheet forming domains
with uncharged amino acid (AA) residues, (b) modifying resi-
dues in the random coil domain with uncharged AA residues,
and (c) modifying the residues in the sheet and coil domains
with charged residues. The ML models used to relate the output
descriptors to the input included regularized linear regression
models such as ridge (RR), lasso (LR), and elastic net (ER); non-
linear regression models like support vector regression (SVR),
Kernel ridge (KRR), and random forest (RFR); and the neural
network (NN) model. The database was used to train each ML
model and fine-tune its hyperparameters. The importance of
features in the ML models that achieved high R* scores were
analysed using the Permutation Importance approach. The
combined effect of pairs of these important features was
analysed by SHAP interaction analysis. The best performing
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ML models were used as QSARs to predict new sequences with
the desired configuration descriptors by minimum modifica-
tion of the lead BMP2-KEP peptide.

Methods

Study design

The lead peptide was the knuckle epitope sequence KIP-
KASSVPTELSAISTLYL (BMP2-KEP) of rhBMP-2 protein. Based
on the reported structure of rhBMP-2 in the protein databank
(NMR spectra for PDB ID:3BMP), this sequence has an open-
arm configuration as a part of the protein (Fig. 1(B)). The
residues SSVPT (residues 78-82) and ISTLYL (residues 87-92)
form B-sheets as part of the protein (Fig. 1(A) and 2) whereas
the remaining residues KIPKA (residues 73-77) and ELSA
(residues 83-86) form random coils (Fig. 1(A) and 2). The
following approaches were used to replace the residues in the
lead peptide with AAs containing hydrophobic, hydrophilic,
positively and negatively charged side chains and amino acids
with high propensity for B-sheet formation. In the first
approach, three randomly picked residues in the B-sheet form-
ing domains (residues 78, 80, and 90 in translucent red boxes in
the dotted arrow domains of Fig. 2) were replaced with six
randomly selected AAs having hydrophobic, hydrophilic, and
high propensity for B-sheet forming side chains (2 of each AA
type). The selected AAs were hydrophobic proline and phenyl-
alanine, hydrophilic serine and threonine, and B-sheet form-
ing valine and tyrosine. In the second approach, three ran-
domly picked residues in the coil forming domains (residues
75, 83, and 84 in translucent teal boxes in the dotted line
domains of Fig. 2) were replaced with randomly selected AAs as
described in the first approach (2 of each AA type). The
randomly selected AAs in the second approach were hydro-
phobic leucine and phenylalanine, hydrophilic asparagine and
threonine, and B-sheet forming valine and isoleucine. In the
third approach, four randomly picked residues from the
remaining residues (not picked in the first and second
approaches; residues 81, 86, 91, and 92) were replaced with
two positively charged and two negatively charged AAs. The
selected AAs in the third approach were positively charged
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Fig. 2 The amino acid residues of the BMP2-KEP sequence. The residues which participate in B-sheet formation as part of the native protein are inside
the dotted arrows and the remaining residues are part of the random coils denoted by dotted lines.
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arginine and histidine and negatively charged aspartic acid and
glutamic acid. The three approaches to replace the BMP2-KEP
residues generated ~ 700 sequences for mesoscale simulation
and ML modelling. The sequences are shown in Table S1 of the
ESI+ file.

Mesoscale simulation

The configuration descriptors of the modified BMP2-KEP
sequences, that is (R,) and (EtE), were determined by mesos-
cale simulation using our SIMFIM model, as described
previously.>® Briefly, molecular fragments corresponding to
groups of atoms in different AAs as well as the solvent (water)
were coarse grained into beads. Next, the beads were used to
construct the mesomolecule model of the peptide sequence.
Then, the constructed peptide mesomolecule was randomly
placed in a box of size 200 A x 200 A x 200 A with periodic
boundary conditions. A box of this size was chosen to avoid the
finite size effect, which arises when the number of beads in the
simulation box is insufficient to provide a statistically consis-
tent depiction of the conditions of the actual physical
system.>*** The concentrations were adjusted so that there
was only one peptide mesomolecule present in the simulation
box and the rest of the volume was filled with water beads. The
peptide was placed in the box with a random initial configu-
ration and counter ions were placed in the vicinity of the
charged beads to maintain electrical neutrality of the system.
The charges on the charged amino acid beads were represented
by a normal distribution around the beads.?® The geometry of
the peptide mesomolecule was optimized by the Geometry
Optimization task in the Mesocite module of the Materials
Studio software (BIOVIA, Dassault Systemes, Materials Studio,
24.1.0.0321190, San Diego, CA, USA; Dassault Systémes, 2024).
Following geometry optimization, the system was subjected to
Dissipative Particle Dynamics (DPD) simulation using the DPD
task in the Mesocite module of the Materials Studio software.
The simulations were performed in NVT ensemble with the
temperature of the system set at 298 K.*® The SIMFIM model for
pairwise secondary interactions between the beads, the bonded
interactions such as bond stretching, bond angles, and dihe-
dral angles, and the forcefield governing the motion of the
mesomolecule during geometry optimization and DPD simula-
tion were described by us previously.** A 3-1 mapping was used
for the beads, that is, each bead was mapped into three water
molecules. The system was simulated for 10 000 ps which was
sufficiently long for the system to equilibrate. Other input
parameters needed for the DPD runs can be found in our
previous work.”* After equilibration, data was collected at
~2000 time points. The coordinates of the backbone beads
of the peptide mesomolecule at each time point were obtained
using a Perl script.®” These coordinates were then used to
determine the radius of gyration (R,) and end-to-end distance
(EtE) at each time point using the following equations:

Z ((x,- — X i =) (- 2)2)
i=1
Re = v (1)
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EtE = \/(Xl —xn) + (0, —yw) (2 — 2y) (2)

where x;, y;, and z; are the coordinates of the ith backbone bead
of the simulated peptide at any timepoint; X, j and Z were the
coordinates of the centre of mass of the backbone beads; x, yx,
and z,y were the coordinates of the Nth backbone bead of the
simulated peptide and N was the total number of AA residues in
the peptide sequence (N = 20). These calculations were done
using in-house codes in MATLAB. The (R;) and (EtE) are the
average values of R, and EtE over all collected time points,
respectively. The simulations in Materials studio were per-
formed in an in-house CPU system.

Feature engineering of amino acid descriptors

The input to the database used by the algorithm for machine
learning were the modified BMP2-KEP amino acid sequences
and the output were the configuration descriptors of the
sequences predicted by the described mesoscale simulation.
Each modified BMP2-KEP consisted of a sequence of AAs
uniquely defined by their chemical properties. The Chemical
properties of AAs were defined by various scales or amino acid
descriptors (AADs). In machine learning, these AADs are
referred to as the features of the ML model and the perfor-
mance of an ML model is improved by engineering these
features with respect to output predictions, that is, the configu-
ration descriptors.***°

In this work, three different AAD scales, namely nominal
scale, z-scale, and t-scale, were used to numerically define the
AAs.***! In the nominal scale, all AAs were represented equally
by randomly assigning integers 1 through 20 to the twenty
natural amino acids. This scale does not assign any property to
the AAs to serve as a reference scale for evaluating the other
scales that assign specific properties to the AAs. The amino
acids were categorized in the nominal scale without any inher-
ent order or ranking. In the z-scale, each AA is defined by a
unique set of three numbers z;, z,, and z;. The z4, z,, and z;
represent hydrophilicity, molecular size, and electronic nature
of the AA, respectively. In the z-scale, each BMP2-KEP sequence
was defined by a unique set of 20 x 3 = 60 descriptors.*’ In the
t-scale, each AA is defined by a unique set of five descriptors.
The five descriptors are derived by performing principal com-
ponent analysis (PCA) on 67 different types of structural and
topological parameters of AAs followed by reducing the dimen-
sionality to five with <9% loss of information after dimension-
ality reduction.*” As the five descriptors of each AA result from
PCA and dimensionality reduction, the descriptors for each AA
in t-scale are not directly related to specific properties of AAs. In
the t-scale, each BMP2-KEP sequence was defined by a unique
set of 20 x 5 = 100 descriptors.**

Normalization and dimensional reduction

The AADs in general are not normalized with respect to
different descriptors. Normalization of the input data results
not only in scale uniformity across all structural features, but it
also eliminates domination of one or more features over the
others which improves interpretability of the ML models. The
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scale for any feature in the database was normalized by the
following equation:*?

, _ x—min(x)

T max(x) — min(x)

(3)
where x is a feature value in the scale, max(x) is its maximum
value and min(x) is its minimum value. The number of features
for every datapoint in the database for normalized nominal
scale, normalized z-scale, and normalized t-scale were 20, 60
and 100, respectively.*>** Next, principal component analysis
was performed using the “PCA()” command in the Scikit library
in Python (Python 3.11.5 packaged by Anaconda with IPython
8.20.0; Python Software Foundation, 2023; Anaconda, Inc.,
2023) to reduce the dimensionality of the input features by
half for all scales used.** The reduced number of features for
every datapoint for nominal, z-scale, and t-scale after perform-
ing PCA were 10, 30, and 50, respectively.

ML models

Using feature engineering and SIMFIM, we developed a data-
base for the modified BMP2-KEP sequences with the engi-
neered features of amino acids of the sequences as the input
and (Ry) and (EtE) values simulated by SIMFIM as the output
(Fig. 3). The sequences were converted into numbers using the
different AADs as described in the feature engineering section.
Different ML algorithms were imported from the Scikit-learn
library in Python.** The entire database was split into training
and testing datasets in 80:20 ratio. The training dataset was
used to train different ML models which included basic linear
regression (BL), ridge regression (RR), lasso regression (LR),
rlastic net (EN), support vector regression (SVR), Kernel ridge
regression (KRR), random forest (RF) and neural network
(NN).*>' The training dataset was used to fine-tune the

Feature
Engineering

nominal scale

Modified BMP-2 KEP
Sequences

<R >

SIMFIM H

Fig. 3 Flowchart depicting the process of creating the database for all ML
models. The region dotted in brown shows the process of calculating the
input features of the database and the region dotted in green shows the
process of determining the target output values of the database.
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hyperparameters of different models using ‘GridSearchCV’ in
the Scikit library, which is a search technique for determination
of the best combination of hyperparameters for a given
model.>® Table S2 of the ESIt file shows the range of values
of hyperparameters that were used in the grid search for all the
models. In EN model, a large search range was used for the
hyperparameters alpha and 11_ratio to avoid overfitting by
covering both low and high regularization and to balance the
penalty terms L1 and L2.>* For RF model, the range of hyper-
parameter values for min_samples_leaf, and max_depth were
adjusted to avoid overfitting the data.>® For NN model, the size
of hidden layers was chosen in such a way to accommodate
different features irrespective of the type of scale or dimension-
ality of the features.” After defining the hyperparameter
search grid, the number of cross-validation folds was set to 5
as defined previously to divide the training dataset into 5
subsets.’®"” This implies that the model was trained with four
randomly selected subsets and validated with the one remain-
ing subset. This step was repeated for all possible splits of the
training subsets to train and validate the model multiple times.
After cross-validation, the R* correlation coefficient (discussed
later), as an average performance metric, was calculated for
each hyperparameter combination. The hyperparameter combi-
nation with the best average performance metric was chosen to
train the ML models on the entire training dataset. The trained
ML models were then used to predict the output (R,) and (EtE)
of the sequences in the testing dataset.

Model performance evaluation

The performance of the trained models was evaluated by
calculating the coefficient of determination of fitting (R* score)
which reflects the goodness of the fit of predicted versus
observed by simulation of the values of the target output in
the dataset. R” score was calculated using the following equa-
tion:>®

(= 37’

M ™~

R=1-1! (4)
(i — ()’

i=1

where y; and yP™? are the target and predicted output values of
any datapoint, respectively, (y) is the average of all target output
values, and p is the number of datapoints in the testing dataset.
Target output values can be either (R,) or (EtE). R* score
measures the performance of the ML model relative to a base-
line model (R* score of the baseline model was zero) that
predicts the mean of the actual target values (y) with highest
score equal to one (perfect model which predicts the actual
output). To account for the natural distribution of configura-
tional properties, reference peptides of different lengths with
known structures of multiple configurations in the protein
databank (PDB; https://www.rcsb.org/) were used to find the
highest attainable R* score for the peptides. The structures of
reference peptides in PDB were acquired experimentally by
nuclear magnetic resonance (NMR) spectroscopy or X-ray dif-
fraction (XRD). The PDB ID of all peptide sequences used are
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provided in Table S3 of the ESI} file. Briefly, coordinates of
a-carbons of the backbone of the peptide sequences were
extracted from the PDB files and used to calculate R, using
eqn (1). Next, the R, of the structure corresponding to the
lowest energy state for each peptide, defined as the actual
structure, was used as y; in eqn (4) whereas the R, of the other
structures at higher energy levels were used as yP™?. The
average R, of all structures was used as (y) in eqn (4). The
calculated R score was 0.89 which reflected the natural varia-
tion in configurational properties of peptides. To further eval-
uate the performance of the models, the mean square error
(MSE; mean_squared_error in scikit-learn library of Python),
the Pearson’s correlation coefficient (PCC; pearsonr in SciPy
library) and the mean absolute error (MAE; mean_absolute_-
error in scikit-learn library) were calculated using the following
equations:>*°°

5 (i = (9) (rred = (y2))
PCC = = (6)

> i — () ¢ é (yred — (ypredy)?

i=1

i pred
Yi—Y;
MAE:EL_E___ (7)

where m is the number of datapoints. To test for underestimat-
ing or overestimating the output values, the mean bias error
(MBE; in scikit library of Python), as a measure of the average
difference between the predicted and observed output values,
was calculated using the following equation:®*

P

MBE = %; (320 ) (8)
Positive and negative values of MBE indicate overestimation
and underestimation of the output values by the model, respec-
tively, with zero as the model with no under- or overestimation.
The MBE was calculated for different ranges in the datasets to
test for dataset uniformity in predicting the output values. The
entire range of output values were divided into three same-size
low, intermediate, and high value bins according to the
observed target values in the testing datasets.

Feature analysis

Permutation Importance was done to assess the impact of
different residue properties and their positions in the sequence
on predicted (R,) and (EtE) of the BMP2-KEP peptides using
different ML models.*” Briefly, the baseline performance score

P(1) = A;SCX/Z{; ;
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was defined as the R* of the ML model with highest R* score
and low MSE value trained on the input feature matrix X and
the target output matrix Y. This baseline performance score was
designated by Ry,ae.>. Next, the values of X; in the jth column of
the feature matrix, corresponding to the j™ input feature of all
datapoints, were randomly shuffled to break the correlation
between X; and the target matrix Y. The model performance
score after shuffling was recalculated. This random shuffling of
the values in the jth column of X was repeated fifty times to
account for variability in the models’ predictions due to ran-
domness in the permutations, and the recalculated perfor-
mance scores were designated by Ry for the k™ random
shuffling of X; values. The index of permutation importance,
I, for the k™ shuffling of the values of X; was defined as
follows:*?

Ly = Rbase2 - ng'z (9)

Higher I; values correspond to higher drops in correlation
between the j™ input feature of X and the target matrix Y.
The mean I; and the variance V; were calculated from the
distribution of Ij; values for each J™ column of matrix X. The
means and variances of I;; values were analyzed statistically to
identify those input features that correlated strongly with the
target matrix Y, that is, the configuration descriptors of the

modified BMP2-KEP sequences.

Effect of important features

The effect of important features on the predicted outputs was
studied by determining basic Shapley values and SHAP (SHap-
ley Additive exPlanations) interaction values using Permutation
Importance values.®*®® The Shapley value of feature ‘i’, which
was found to be important by Permutation Importance, was
defined as the average of the marginal contributions of feature
‘7’ over all possible subsets of the features and is given by the

following equation:®**°

b= 3 WSV -SS)] ()

SCX/{xi}

where ¢/f) is the Shapley value of feature ‘7", S represents all
subsets of features without feature ‘7’, M is the total number of
possible subsets of all features of the matrix X that doesn’t
contain the feature ‘7’, the function f'is the trained ML model’s
prediction of the output values (R,) or (EtE), f(Su{x;}) is the
model’s prediction when the feature ‘7’ is included with the
subset S and f(S) is the model’s prediction when feature ‘7’ is
not included. The f(S) function is calculated for all datapoints
in the database. The combined effect of a pair of important
features ‘" and ‘’, where both features were found to be
important on the model’s output using permutation impor-
tance, is calculated by SHAP interaction value of the pair using
the following equation:°®°

(1)
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where ¢;(f) is the SHAP interaction value of features 7’ and ’, S
represents all subsets of features without features 4’ and §’, M
is the total number of possible subsets of all features of the
matrix X that doesn’t contain the features 7’ and 7, (S U{x;x;})
is the model’s prediction when features ‘7’ and {j’ are included
with the subset S, f(Su{x;}) is the model’s prediction when the
feature ‘i’ is included with the subset S, f(Su{x;}) is the model’s
prediction when the feature ¢’ is included with the subset S and
f(S) is the model’s prediction when features ‘7’ and ¢’ are not
included. The value of f(S) is calculated by using all datapoints
in the database. Higher SHAP interaction values indicate higher
contribution of the combined effect of the pair of these features
on the model’s output. Feature importance was useful in doing
this analysis as it reduced the computation load on the number
of pairs of features to be analysed especially when the total
possible subsets, M, is 2", where n is the number of features.®”

QSAR prediction

The important features of the best performing model predict-
ing (R,) or (EtE) were determined from permutation impor-
tance. The SHAP interaction analysis determined which pairs of
these features, when combined, significantly affected the mod-
el’s outputs. Next, the lead peptide was modified by replacing
residues in these pairs of locations to generate a new set of
modified BMP2-KEP sequences. Then, the QSARs (best per-
forming models predicting (R,) and (EtE)) were used to predict
the configurational descriptors of these new set of sequences to
determine which sequences had the highest (R,) and (EtE)
following minimum modification to the lead peptide.

Statistical analysis

R? scores of different ML models were analysed before and after
normalization or dimensionality reduction using paired t-test
where the null hypothesis was there is no significant difference
between R” scores of the models before and after dimension-
ality reduction or normalization. To analyse the effect of
different scales on R” scores of different ML models, one way
ANOVA analysis was performed on R* scores followed by a
Tukey post hoc test to further investigate the differences
between different AAD scales on R> scores of different ML
models.®®

Results and discussion
Effect of sequence modification

Three approaches, as described in the study design subsection
of the methods, were used to replace the residues in the lead
BMP2-KEP sequence with AAs of different properties to
generate ~700 sequences for mesoscale simulation and ML
modelling. After designing the sequences, the configuration
descriptors of the modified peptides, namely R, and EtE, were
determined at different simulation timepoints using the SIM-
FIM model and averaged over all time points. The violin-like
plots in Fig. 4 show the effect of different approaches used to
modify the BMP2-KEP sequence on distribution of the values of
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Fig. 4 Distribution of (Rg) and (EtE) values of the modified BMP2-KEP
sequences based on the three strategies. The violin plots show the
distribution of the data, the middle-dotted lines show the median values,
top and bottom dotted lines show the 75th and 25th percentile values,
respectively. The magenta-dashed lines are the (Rg) and (EtE) values of the
free BMP2-KEP sequence.

Strategy 2 Strategy 3 Strategy 1 Strategy 2 Strategy 3

(Rg) and (EtE) of the modified peptides. The dashed magenta
lines in the plots are the (R;) and (EtE) values of the free BMP2-
KEP sequence. The sequences modified using the first
approach had a median (Ry) and (EtE) values of 9.37 A and
21.35 A, respectively, which did not differ significantly from
those of the free BMP2-KEP sequence. This implied that
modifying the residues in the B-sheet forming regions alone
did not significantly affect the openness of the configuration of
the BMP2-KEP sequence. The sequences modified using the
second approach had a median (R,) and (EtE) values of 10.74 A
and 26.42 A, respectively, which differed significantly from
those of the free BMP2-KEP sequence. This implied that
modifying the residues in the coil forming regions significantly
opened the configuration of the BMP2-KEP sequence. The
sequences modified using the third approach had a median
(Ry) and (EtE) values of 7.89 A and 14.42 A, respectively, which
were significantly less than those of the free BMP-2 KEP
sequence. This implied that the addition of positive or negative
charged groups led to the collapse of the configuration of the
BMP2-KEP sequence. Some sequences modified using the third
approach with multiple histidine residues had higher (R;) and
(EtE) values (outliers) which was attributed to the bulky nature
and repulsion between the positively charged histidine side
groups.

Effect of number of datapoints

The performances of all the ML models with different number
of datapoints for testing and training were analysed using the
R? score performance metric. The ML models were trained and
tested with 80% and 20% of the database, respectively, and the
z-scale was used as the descriptor for the AAs in the sequences.
The R? scores of models built with 50, 100, and 200 datapoints
were relatively low implying that the dataset size was insuffi-
cient to find any correlation between the input features and the
target outputs. The R> scores improved significantly after the
number of datapoints was increased from 200 to 600 in incre-
ments of 100. Furthermore, R*> scores of the models did not
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improve significantly when the number of datapoints increased
from 600 to 700 implying that the models had reached their
learning limits. Fig. S1 and S2 in the ESIf file show the effect of
number of datapoints on R*> scores of the ML models in
predicting (R,) and (EtE) of the modified BMP2-KEP
sequences. Fig. S3 in the ESIT file shows the learning curves
for the best two RF models where the MSE is plotted against
size of the dataset used to train the models. According to the
learning curves, the MSE values stabilized and plateaued with
increasing dataset size indicating saturation of learning curves.
Furthermore, the minimal gap between the MSE values of the
training and testing datasets implied the absence of data
overfitting.®

Effect of scale for describing AAs

The residues in the modified BMP2-KEP sequences were
described using z-scale, t-scale or nominal scale. Fig. 5 and 6
show the parity plots of the observed versus predicted values of
(R;) and (EtE) by different models for the testing dataset using
z-scale to describe the residues. The observed and predicted
values were fitted to the equation for a linear line and com-
pared with the reference line y = x for a perfect model. The best
performing model for predicting (R,) with z-scale was RF with
an R* score of 0.81, followed by NN, KRR, SVR, BL, and LR
models with R? scores of 0.78, and EN and RR models with R*
scores of 0.75 and 0.73, respectively. The SVR model showed
bias toward lower (R,) values, that is, the model predicted
higher (R;) for sequences that had lower (R,) values. The MBEs
for SVR model in the lower, intermediate, and higher ranges of
the observed (R,) were 0.25 A, —0.15 A, and —0.46 A, respec-
tively, whereas the MBEs for the best performing RF model
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were 0.22 A, —0.05 A, and —0.33 A. The best performing models
for predicting (EtE) with z-scale were RF and NN with R* scores
of 0.8, followed by SVR, BL, and KRR models with R? scores of
0.78, and RR and EN models with R* scores of 0.71 and 0.72,
respectively. The SVR model with an R*> score of 0.78 under-
estimated (EtE) of some sequences and overestimated (EtE) of
some others. The MBEs for SVR model in the lower, intermedi-
ate, and higher ranges of observed (EtE) were 1.67 A, —0.50 A,
and —1.83 A, respectively, whereas the MBEs for the
best performing RF model in the same ranges were 0.99 A,
—0.01 A, and —1.23 A.

Fig. 7 and 8 show the parity plots of the observed versus
predicted values of (R;) and (EtE) by different models for the
testing dataset using t-scale to describe the residues. The best
performing models for predicting (R,) with t-scale were RF and
NN with R? scores of 0.81 and 0.80, respectively, whereas KRR
and RR models were the lowest performing models with R?
scores of 0.75 and 0.74. The SVR model underestimated higher
observed (R,) values of the modified sequences. The MBEs for
SVR model in the lower, intermediate, and higher ranges of
observed (Ry) were 0.23 A, —0.14 A, and —0.44 A, respectively,
whereas the MBEs for the best performing RF model in the
same ranges were 0.19 A, —0.06 A, and —0.34 A. The best
performing model for predicting (EtE) with t-scale was RF with
an R? score of 0.8 followed by SVR, NN, and LR with R* scores of
0.79, 0.78 and 0.78 respectively. RR and KRR had the poorest
performance among all the models with R* scores of 0.72 each.
The SVR model overestimated (EtE) of sequences with lower
observed (EtE) and underestimated (EtE) of sequences with
higher observed (EtE). The MBEs for the SVR model in the
lower, intermediate, and higher ranges of observed (EtE) were
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Fig. 5 Parity plots of the model predicting (Ry) with z-scale input features. The ML models include basic linear (BL), ridge (RR), lasso (LR), elastic net (EN),
support vector (SVR), Kernel ridge (KR), and random forest (RF) regression, and neural network (NN) models. The blue dots are the predictions of the ML
model, the black line is y = x line, and the dash red line is the best fit to the model predictions.
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Fig. 7 Parity plots of the models predicting (Ry) with t-scale features. The blue dots are the predictions of the ML model, the black line is y = x line, and
the dash red line is the best fit to the model predictions.

1.59 A, —0.48 A, and —1.75 A, respectively, whereas MBEs for when the nominal scale was used in different models. The best
the best performing RF model in the same ranges were 0.92 A, performing model for (Ry) was RF with an R score of 0.73

—0.05 A, and —1.04 A. whereas BL, RR, LR, EN models performed poorly each with an
Fig. 84 and S5 in the ESIf file show the parity plots of (R,) R” score of 0.66.
and (EtE) by different models for testing the dataset using the Based on one-way ANOVA analysis of R*> scores, the AA

nominal scale. Unlike the ML models based on z-scale and descriptor scale significantly affected predictions of (Ry) [F(22,
t-scale as AADs, there was a relatively poorer correlation p < 0.05) = 32.92] and (EtE) [F(22, p<0.05) = 20.5] by different
between the predicted and observed values of (R,) and (EtE) models. Tukey's post hoc test for multiple comparisons (see
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Fig. 8 Parity plots of models predicting (EtE) with t-scale features. The blue dots are the predictions of the ML model, the black line is y = x line, and the

dash red line is the best fit to the model predictions.

Tables S4 and S5 in the ESIt file) showed that there was a
statistically significant difference in R*> scores of the models
between z-scale or t-scale as AADs and the nominal scale. There
was no significant difference in R* scores between z-scale and
t-scale for prediction of (R,) and (EtE) by different models. These
results show that the material properties of AAs as well as their
location in the sequence contribute to the configuration of the
peptides. In other words, the location of AAs in the sequence is
insufficient for predicting the structural properties of the mod-
ified BMP2-KEP sequences.

Dimensionality reduction

The graphs in Fig. S6 in the ESIT file show the parity plots of the
best performing RF model (Fig. 6(A) and (B)) and comparison of
the performances of all the models (Fig. 6(C) and (D)) for
predicting (R,) and (EtE) of the peptides using z-scale before
and after PCA of AADs from 60 to 30. Paired t-test analysis
showed no statistically significant difference in R* scores of the
models using z-scale for predicting (Ry) [¢(7) = —0.19, p = 0.85]
and (EtE) [¢(7) = 0, p = 1] before and after PCA. The graphs in
Fig. S7 in the ESIf file show the parity plots of the best
performing RF model (Fig. 7(A) and (B)) and comparison of
the performances of all the models (Fig. 7(C) and (D)) for
predicting (R,) and (EtE) of the peptides using t-scale before
and after PCA of AADs from 100 to 50. Paired ¢-test analysis
showed no statistically significant difference in R* scores of the
models using t-scale for predicting (R,) [t(7) = 0.35, p = 1] and
(EtE) [t(7) = 0.121, p = 0.90] before and after dimensionality
reduction. The graphs in Fig. S8 in the ESI{ file show the parity
plots of the best performing RF model (Fig. 8(A) and (B)) and
comparison of the performances of all the models (Fig. 8(C)
and (D)) for predicting (R,) and (EtE) of the peptides using

This journal is © the Owner Societies 2025

nominal scale before and after PCA of AADs from 20 to 10.
Paired t-test analysis showed no statistically significant differ-
ence in R scores of the models using nominal scale for
predicting (Ry) [¢(7) = —0.60, p = 0.56] and (EtE) [¢(7) = 0.60,
p = 0.56] before and after dimensionality reduction. These
results imply that the learning curves for different models
had reached saturation with 700 datapoint from different
BMP2-KEP sequences such that dimensionality reduction did
not affect R*> scores. The models captured most of the under-
lying patterns in the dataset with 600 datapoints.

Normalization of features

The graphs in Fig. S9 in the ESIT file show the parity plots of the
best performing RF model (Fig. 9(A) and (B)) and comparison of
the performances of all the models (Fig. 9(C) and (D)) for
predicting (R,) and (EtE) of the peptides using z-scale before
and after normalization. Paired ¢-test analysis showed no
statistically significant difference in R* scores of the models
using z-scale for predicting (Ry) [t(7) = 0, p = 1] and (EtE) [¢(7) =
0.97, p = 0.38] before and after normalization. The graphs in
Fig. S10 in the ESIf{ file show the parity plots of the best
performing RF model (Fig. 10(A) and (B)) and comparison of
the performances of all the models (Fig. 10(C) and (D)) for
predicting (R,) and (EtE) of the peptides using t-scale before
and after normalization. Paired ¢-test analysis showed no
statistically significant difference in R* scores of the models
using t-scale for predicting (Ry) [¢(7) = —1.52, p = 0.17] and (EtE)
[((7) = —2.04, p = 0.07] before and after normalization. The
graphs in Fig. S11 in the ESIf file show the parity plots of the
best performing RF model (Fig. 11(A) and (B)) and comparison
of the performances of all the models (Fig. 11(C) and (D)) for
predicting (R,) and (EtE) of the peptides using nominal scale
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Fig. 10 Scatter plots of SHAP interaction values of the models predicting (Ry) for the following features: (A) 7th residue’s size and 12th residue’s
hydrophilicity; (B) 7th residue’s size and 13th residue’s electronic nature; (C) 12th residue’s hydrophilicity and 13th residue’s electronic nature; (D) 12th
residue’s hydrophilicity and 14th residue’s hydrophilicity. Color of the points indicates SHAP interaction value based on the color bar on the side of each
plot. The x and y axes are ranges of Shapley values that represent the individual features.

before and after normalization. Paired ¢-test analysis showed no  (EtE) [¢(7) = 0.55, p = 0.59] before and after normalization.
statistically significant difference in R> scores of the models Therefore, normalization did not significantly affect R> scores
using nominal scale for predicting (R,) [t(7) = 1, p = 0.35] and  of the models for the three AAD scales used in this work.

8756 | Phys. Chem. Chem. Phys., 2025, 27, 8746-8763 This journal is © the Owner Societies 2025


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp00407a

Open Access Article. Published on 31 3 2025. Downloaded on 2025-11-03 1:40:03.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

View Article Online

Paper PCCP
QA) SHAP Interaction ® SHAP Interaction ® C) SHAP Interaction
2 2 15 2
2 c.0® 15 2 Q 2 °0 O
z ° F @ D% z (Xl 20
202 %y cone™ sfact e © .'-’,‘% ) 202 .‘:g.'."'s..'."m
s L . 10 8 @ 10 & k29 apan® -
8 00 ° g 8 8
u 3 » o gy s © Coig o5 o %0 o 1.0
° . o ;
T eey o wecd = .'a“;.:. = a2 .(""‘6 .
é_“ e é 38 é ...g £ .u..
H e 0.0 35- 0.0 5-02 . 0.5
) . 8 : ) 3
©-04 ]
3 82 %0 oot 3 3 ) 0.0
g °P 00 08°0,8 000 05 g % 05 804 oSpong
€ 0 S lefs G & Y &£ ?:' o 0.5
8 ® % 0g 0 2 4.0 .0 2 o P ’
2 o N 1.0 @ *3% % 10 ¢ X £ X
s o e S oH o 5-0.6 00 ¢ 1.0
508 o s ° o s @ o 0 R
S ° s > > 0 g’
> o 15 3 H -15 3 .
8-10 . §-0s < 302 @ o, 1.5
& -1.0 -08 -06_-04 -02 00 02 04 @ -08 -06 04 -02 00 02 04 @ 08 -06 -04 -02 00 02 04 06
Shapley Values for Residue number 3 Electronic Nature Shapley Values for Residue number 5 Size Shapley Values for Residue number 12 Hydrophilicity

D)

£ 08

SHAP Interaction

ty
o
o

-
=

Shapley Values for Residue number 15 Hydrophilic
° °
2 2

=02 oqr el RINVEIW S 0 0 0oBVW © ﬁ

L
°

-0.8 -0.6 -0.4 -0.2 0.0 0.2
Shapley Values for Residue number 13 Electronic Nature

E) SHAP Interaction

0.4 o od® " s
o®% °o o ™ @,

02 A A .‘.@Q P

F=4
o

|
o
N

PR s AN R i T

1
[ 4
IS

I
o
3

-0.8 ey ° o,
L] [
-0 o ; 5 o o © PY -1.5
: °o% o°8 ° % o
0,0 o 3 o, & -2.0

Shapley Values for Residue number 20 Electronic Nature

.8 -0.6 -0.4 -0.2 0.0 0.2
Shapley Values for Residue number 13 Electronic Nature

Fig. 11 Scatter plots of SHAP interaction values of the models predicting (EtE) for the following features: (A) 3rd residue'’s electronic nature and 13th
residue’s electronic nature; (B) 5th residue’s size and 13th residue’s electronic nature; (C) 12th residue’'s hydrophilicity and 13th residue’s electronic
nature; (D) 13th residue’s electronic nature and 15th residue’s hydrophilicity; (E) 13th residue’s electronic nature and 20th residue’s electronic nature.
Colour of the points indicate SHAP interaction value based on the colour bar on the side of each plot. The x and y axes are ranges of basic Shapley values

that represent the individual features.

Feature importance

The best performing model for predicting (R,) was RF. Table S6
in the ESIT file shows the MSE, PCC, and MAE values of the RF
model for predicting (R,) using testing dataset with z-scale and
t-scale before and after dimensionality reduction or normal-
ization. The MSE and MAE of the RF model with z-scale were
lower than those with t-scale regardless of reduction or normal-
ization. The RF model with z-scale without reduction and
without normalization had the least MSE and MAE values
and highest PCC value. Fig. 9(A) shows the distribution of
drops for R? scores of the RF model for predicting (R,) from
the baseline R* score (0.81) with z-scale without dimensionality
reduction and without normalization (MSE = 0.601 from Table
S6 the ESIf file). The drop in R®> scores was calculated by
randomly permuting each input feature column 50 times to
break the model’s correlation between the feature inputs and
the target outputs. The 9th (electronic nature), 14th (size), 19th
(hydrophilicity), 20th (size), 28th (hydrophilicity), 34th (hydro-
philicity), 40th (hydrophilicity), and 43rd (hydrophilicity)
features showed high median drops of R> scores and these
features corresponded to the 3rd, 5th, 7th, 10th, 12th, 14th, and
15th residue positions in the BMP2-KEP sequence.

Table S7 in the ESIf file shows the MSE, PCC, and MAE
values of the best performing models for predicting (EtE) which
were RF using z-scale, t-scale, and normalized z-scale. As the RF
model with normalized z-scale had the least MSE and MAE
values as well as highest PCC value, this model was used for

This journal is © the Owner Societies 2025

feature analysis. Fig. 9(B) shows the distribution of drops for R>
scores of the RF model for predicting (EtE) from the baseline R
score (0.80) with normalized z-scale (MSE = 2.71 from Table S7
the ESIf file) by random permutation of each input feature 50
times. The 9th (electronic nature), 14th (size), 19th (hydrophi-
licity), 20th (size), 34th (hydrophilicity), 39th (electronic nat-
ure), 40th (hydrophilicity), and 43rd (hydrophilicity), and 60th
(electronic nature) features showed high median drops of R
scores and these features corresponded to 3rd, 5th, 7th, 12th,
13th, 14th, 15th, and 20th residue positions in the BMP2-KEP
sequence. The residue locations with high importance in the
QSARs for predicting (R;) and (EtE) were 3rd (electronic
nature), 5th (size), 7th (hydrophilicity and size), 10th (hydro-
philicity), 12th (hydrophilicity), 13th (electronic nature), 14th
(hydrophilicity), 15th (hydrophilicity) and 20th (electronic
nature).

SHAP interaction analysis

From permutation analysis, 10 features were determined to be
important in the QSARs for predicting the configurational
descriptors. Shapley values for these features were calculated
for all datapoints and the SHAP interaction values of all
possible pairs of these important features were also deter-
mined. Fig. 10(A)-(D) show the scatter plots of the SHAP
interaction values of pairs of important QSARs features for
predicting (R,). The scatter plots show those pairs of features
having a maximum SHAP interaction value greater than 1 as the
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other pairs showed relatively weaker interaction values. A
cluster of high SHAP interaction values (yellow points) was
observed at high Shapley values of the 7th residue’s size and
12th residue’s hydrophilicity (Fig. 10(A)). There were very few
purple points indicating very few cases where the interactions
of these two features did not significantly affect the model’s
predictions (Fig. 10(A)). The highest SHAP interaction values
were observed at ~—0.1 Shapley value of 7th residue’s size and
~0.1 of 13th residue’s electronic nature (Fig. 10(B)). A small
cluster of moderate SHAP interaction values was observed at
high values of 7th residue’s size (Fig. 10(B)). Very few purple
points were observed for these residues indicating that the
combination of these two features had a dominant contribu-
tion to the model’s output (Fig. 10(B)). In the interaction
between 12th residue’s hydrophilicity and 13th residue’s elec-
tronic nature, highest SHAP interaction values were observed at
~0.1 Shapley value of both features (Fig. 10(C)). Several low
SHAP interaction values (purple points) were observed at nega-
tive Shapley values of 12th residue’s hydrophilicity (Fig. 10(C)).
A cluster of moderate to high SHAP interaction values was
observed at high Shapley values of both 12th residue’s hydro-
philicity and 14th residue’s hydrophilicity (Fig. 10(D)). Several
purple points were observed at negative Shapley values of both
features indicating their combined weak effects contributed to
these datapoints (Fig. 10(D)).

Fig. 11(A)-(E) show the scatter plots of SHAP interaction
values of the pairs of important QSARs features for predicting
(EtE). The plots show those pairs of features having a max-
imum SHAP interaction value greater than 1.5 as the other pairs
showed relatively weaker interaction values. The highest SHAP
interaction value was observed at ~—0.2 Shapley value of 3rd
residue’s electronic nature and ~ 0 of 13th residue’s electronic
nature (Fig. 11(A)). A cluster of moderate SHAP interaction
values was observed at high Shapley values of 3rd residue’s
electronic nature (Fig. 11(A)). The highest SHAP interaction
value was observed at ~—0.2 Shapley value of 5th residue’s size
and ~0.2 of 13th residue’s electronic nature (Fig. 11(B)). A
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cluster of moderate SHAP interaction values was observed at
high Shapley values of 5th residue’s size (Fig. 11(B)). In the
interaction between 12th residue’s hydrophilicity and 13th
residue’s electronic nature, the highest SHAP interaction value
was observed at ~0 Shapley value of the former and ~0.2 of
the latter (Fig. 11(C)). Purple points indicating low SHAP
interaction values were scattered at ~—0.8 to ~—0.6 Shapley
values of 12th residue’s hydrophilicity (Fig. 11(C)). A vertical
cluster of moderate SHAP interaction values was observed at
~0.1 Shapley value of 13th residue’s electronic nature
(Fig. 11(D)). A horizontal cluster of low SHAP interaction values
was observed at ~—0.2 Shapley value of 15th residue’s hydro-
philicity and negative values of 13th residue’s electronic nature
indicating that neither the 15th residue’s electronic nature
alone nor the combined effect of the two features affected the
model’s output at these datapoints (Fig. 11(D)). The highest
SHAP interaction value was observed at ~0.2 Shapley value of
13th electronic nature and ~ —0.2 of 15th residue’s hydrophi-
licity (Fig. 11(D)). Several clusters with different SHAP inter-
action values were observed for 13th residue’s electronic nature
and 20th residue’s electronic nature (Fig. 11(E)). At negative
Shapley values of both features, a small cluster of low SHAP
interaction values was observed (Fig. 11(E)). The highest SHAP
interaction value was observed at ~0.2 Shapley value of 13th
residue’s electronic nature and ~ —0.2 of 20th residue’s elec-
tronic nature (Fig. 11(E)).

From SHAP interaction analysis, the following pairs of
features were identified to have a significant combined effect
on the model’s outputs: (a) 3rd residue’s electronic nature and
13th residue’s electronic nature, (b) 5th residue’s size and 13th
residue’s electronic nature, (c¢) 7th residue’s size and 12th
residue’s hydrophilicity, (d) 7th residue’s size and 13th resi-
due’s electronic nature, (e) 12th residue’s hydrophilicity and
13th residue’s electronic nature, (f) 12th residue’s hydrophili-
city and 14th residue’s hydrophilicity, (g) 13th residue’s elec-
tronic nature and 15th residue’s hydrophilicity, and (h) 13th
residue’s electronic nature and 20th residue’s electronic nature.

QSAR predicted peptide
peptide from database
0.020 Free BMP2-KEP
2
‘» 0.015
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©
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Fig. 12 Distribution of simulated Ry (left) and simulated EtE (right) of QSAR predicted peptide, most open peptide in the database, and the free BMP2-

KEP sequence.
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Fig. 13 Snapshots of the backbone of the simulated peptides at configurations close to the (Rg) and (EtE). The backbone of the simulated peptides from
the database are shown in red for a range of (Ry) and (EtE) values. The backbone of the QSARs predicted peptides after simulation are shown in blue have

for the relatively higher (Rg) and (EtE) values.

QSAR predictions

From permutation importance and SHAP interaction analysis,
the residues of the following location pairs in the free BMP2-
KEP sequence were replaced with the pairs of residue locations
with other natural AAs: (a) 3rd and 13th, (b) 5th and 13th, (c)
7th and 12th, (d) 7th and 12th, (e) 12th and 13th, (f) 12th and
14th, (g) 13th and 15th, and (h) 13th and 20th. It is important to
note that only two positions in the free BMP2-KEP sequence
were replaced at a time which generated ~ 3000 new modified
BMP2-KEP sequences. After removing duplicate sequences, the
(Ry) and (EtE) of these new set of modified BMP2-KEP
sequences were predicted by the QSARs. The sequence with
largest predicted (Ry) and (EtE) by the QSARs was KIKKASSVP-
TELWAISTLYL which was obtained by replacing the 3rd and
13th residues of the free BMP2-KEP sequence. The predicted
(Rg) was 11.11 A and (EtE) was 26.23 A. This QSAR-predicted
peptide was simulated by SIMFIM and its (R,) and (EtE) were
11.4 A and 26.72 A, respectively. This slight underestimation by
the QSARs was expected as observed by MBE values calculated
from QSARs at higher ranges of configurational descriptors.
The free BMP2-KEP peptide was compared to the QSAR-
predicted peptide and the peptide from database (KII-
KASSVPTNLSAISTLYL) with highest (R,) and (EtE) values.
Fig. 12 shows the probability distribution of the simulated R,
and EtE of these three peptides. There is quantifiable

This journal is © the Owner Societies 2025

probability for the QSAR peptide and peptide from the database
to exist in states with configurational descriptors close to that
of the native BMP2-KEP sequence as part of rhBMP-2 protein
whereas there is almost zero probability for the free BMP2-KEP
to exist in those states as seen in Fig. 12. Fig. 13 shows
snapshots of the backbone of several peptides from the data-
base from simulation as well as few peptides predicted by the
QSARs to be relatively more open. The snapshots of the
sequences from the database in the Figure show a wide range
of configurational descriptor values near their average value.

Conclusion

A list of modified BMP2-KEP sequences were generated using
three different strategies. These sequences were subjected to
mesoscale simulation using SIMFIM to determine their struc-
tural properties like (R,) and (EtE). Next, the residues in the
generated sequences were quantified using different AADs like
z-scale, t-scale or nominal scale. Then, a database was con-
structed using the AADs and their SIMFIM simulated configu-
ration descriptors. The database was split into training and
testing datasets. The training dataset was used to fine tune the
hyperparameters of several models following cross validation
and then used to train the models. The trained models were
then used to predict the target outputs ((R,) or (EtE)) and
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compare with the simulated outputs. The R* scores improved
significantly as the number of datapoints was increased from
50 to 700 and the ML models reached their learning limit at 600
datapoints. The performance of the ML models, as measured by
R” scores, improved significantly by using z-scale or t-scale as
AADs as compared to the nominal scale. This led to the
conclusion that structural properties of the sequences were
dependent on both location within the sequence and physio-
chemical properties of the amino acid residues. Dimensionality
reduction and normalization of the features did not signifi-
cantly affect the performance of the models. The best perform-
ing models in predicting (R,) and (EtE) were random forest
with z-scale and random forest with normalized z-scale, respec-
tively, with R* scores of 0.81 and 0.8, which was close to the R
score of 0.89 representing the natural variation in configuration
of the peptides. Permutation importance was utilized to deter-
mine residue locations and properties that had the most
impact on structural properties of different sequences. Using
SHAP interaction analysis, we found 8 pairs of these important
features which in combination had a significant effect on the
QSAR’s output. We then generated another set of modified
BMP2-KEP sequences by replacing pairs of residue locations as
determined by permutation importance and SHAP interaction
analysis. The QSAR predicted peptide with highest (R,) and
(EtE) values of 11.4 A and 26.72 A (actual values verified by
SIMFIM), respectively, was compared with those of the peptide
from the database having the highest values of 12.19 A and
33.4 A, and the free BMP2-KEP sequence with values of 9.47 A
and 21.18 A. Compared to the free BMP2-KEP the other two
sequences were relatively more open but not as fully open as
the native BMP-KEP as part of the protein with (R,) and (EtE)
values of 15.95 A and 46.85 A. The other two sequences were
observed to have higher probability to exist in the native open-
arm configuration of BMP2-KEP sequence than the free BMP2-
KEP as evidenced from their probability distribution. In this
work, we were able to combine the techniques of mesoscale
simulation and machine learning to generate 20-mer sequences
by just replacing 2 residues in the free BMP2-KEP sequence to
achieve relatively open structures. The mesoscale dissipative
particle dynamics (DPD) model SIMFIM was used to build the
database, which samples peptide configurations across all local
energy minima in the configurational landscape. Unlike meth-
ods that focus on identifying a single global minimum, SIMFIM
explores the full range of accessible states. Since the secondary
structures of these peptides are unknown, the model’s force-
field does not enforce dihedral constraints on the peptide
backbones, allowing for unbiased exploration of the entire
configurational space. This approach contrasts with the tradi-
tional brute-force molecular dynamics (MD) methods—such as
annealing, replica exchange MD (REMD), or extended produc-
tion runs—which primarily aim to overcome energy barriers to
sample thermodynamically stable global energy minima
states.”® The QSARs models trained on this database incorpo-
rate configurational descriptors derived from sampling all
equilibrated states of the peptides. By capturing the full diver-
sity of configurations, including those in local minima, the
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QSARs successfully predicted output descriptors for the mod-
ified BMP2-KEP sequences, revealing greater structural open-
ness compared to the free BMP2-KEP sequence. The future
work will investigate computationally the energetic interactions
and binding of the QSARs-predicted open-arm BMP2-KEP
sequences with BMP receptors on the surface of hMSCs. This
will involve using techniques such as molecular mechanics
simulation to dynamically assess binding, which enables the
selection of a few sequences for experimental validation of
osteogenic activity using cell culture.
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