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Interface morphodynamics in living tissues

Cheng-Lin Lva and Bo Li *abc

Interfaces between distinct tissues or between tissues and environments are common in multicellular

organisms. The evolution and stability of these interfaces are essential for tissue development, and their

dysfunction can lead to diseases such as cancer. Mounting efforts, either theoretical or experimental,

have been devoted to uncovering the morphodynamics of tissue interfaces. Here, we review the recent

progress of studies on interface morphodynamics. The regulatory mechanisms governing interface

evolution are dissected, with a focus on adhesion, cortical tension, cell activity, extracellular matrix, and

microenvironment. We examine the methodologies used to study morphodynamics, emphasizing the

characteristics of experimental techniques and theoretical models. Finally, we explore the broader

implications of interface morphodynamics in tissue morphogenesis and diseases, offering a

comprehensive perspective on this rapidly developing field.

1 Introduction

Tissue interfaces define the boundaries between different
tissue types or between a tissue and its external environment.
They are present throughout all stages of life, including in
vertebrate embryos,1–3 skin layers,4 and blood vessels5 (Fig. 1).
These interfaces play critical roles in signal transmission,6

material transport,7 structural support,8,9 and responses to exter-
nal stimuli.10 Their fundamental importance makes them highly
relevant for applications in biomedicine and bioengineering.

The study of tissue interfaces focuses on their topological
and physical properties, as well as their evolution over time.
This field, known as interface morphodynamics, examines the
continuous remodeling and adaptation of tissue interfaces in
response to both internal and external factors. The morphody-
namics of tissue interfaces plays a crucial role in various
biological processes, such as development,13,14 tumor
invasion,12,15 and wound healing.16,17 For instance, coordi-
nated cell movements and interface morphology are funda-
mental in the formation of tissue layers and organ structures,13

while tumor progression depends on the evolving interface
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between tumors and adjacent healthy tissues.18 In recent years,
significant research has focused on understanding the regula-
tory mechanisms driving interface evolution, with particular
attention to factors such as adhesion,19–21 tension,22,23 cell
activity,24,25 and the extracellular matrix.15

The study of tissue evolution faces several challenges due to
its complex, multifactorial, and multiscale nature. However,
advancements in experimental techniques and theoretical
models have helped address these challenges. State-of-the-art
experimental equipment allows for the dynamic tracking of
interface evolution across multiple scales.26,27 Additionally, the
application of models such as the vertex model,28,29 deformable
polygons (DP) model,30 and active liquid crystal model,31,32

along with other theoretical frameworks, have shed light on the
multifactorial interactions governing interface dynamics.

In this review, we examine recent experimental and theore-
tical advancements in the morphodynamics of tissue inter-
faces. We begin by classifying tissue interfaces and then
explore the key regulators of interface morphodynamics,
including adhesion, cortical tension, cell migration, cell activ-
ity, extracellular matrix (ECM) composition, and the surround-
ing microenvironments. We also summarize the experimental
approaches and theoretical models used to study these inter-
faces. Additionally, we discuss the biological significance and
potential applications of interface morphodynamics. Finally,
we offer perspectives on future research directions in this field.

2 Classification of tissue interfaces

To study the morphology and dynamics of tissue interfaces, it is
essential to choose suitable experimental and theoretical

models based on the interface characteristics, as well as appro-
priate parameters for describing the interface. We classify
interfaces according to their dimensions and components,
and provide an overview of the common parameters used to
characterize interface morphology and dynamics.

2.1 Classification by interface dimensions

2.1.1 Two-dimensional interfaces. The two-dimensional
(2D) interfaces, typically studied in 2D systems, are among
the most extensively researched in both experiments and
simulations.10 Topologically, a 2D interface can be viewed as
a line on a plane or surface. Since 2D cell culture has been
developed for over a century,33 experimental models for 2D
interfaces are well-established, with various preparation meth-
ods available. These include creating interfaces through
mechanical scratches34,35 or generating tissue encounter inter-
faces using topological constraints36 (Fig. 2(a)). Compared to
three-dimensional (3D) interfaces, 2D interfaces allow for
simpler imaging and higher-resolution acquisition without
transparency processing. These advantages make 2D interface
experiments an effective tool for studying interface
morphodynamics.

Recently, a wealth of theories and simulation models have
been developed to explore the evolution of 2D interfaces.32,38–40

These models simplify the analysis by confining both endogen-
ous factors (such as cellular interactions, migration, prolifera-
tion, and signaling) and exogenous factors (such as
biochemical molecules and substrates) to two dimensions,
while still retaining key biological relevance. When solving a
3D problem, discretizing the governing equation in space
results in a computational complexity of S(n3). By introducing
a reasonable simplification and employing a 2D model, the
complexity is reduced to S(n2), significantly enhancing compu-
tational efficiency. Additionally, in theories such as vertex
models, 2D simplifications streamline the handling of topolo-
gical transformations. While 2D models provide a coarse-
grained representation of real systems, these advantages make
them a valuable analytical tool. For example, the evolution of
tissue interfaces during wound healing16,17 can be conceptua-
lized as a 2D interface problem, providing in vivo examples that
can be tested against in vitro models of interface dynamics.

2.1.2 Three-dimensional interfaces. In 2D systems, the
presence of a substrate significantly influences various proper-
ties of collective cell behavior, including deformation, topology,
and dynamics, which are affected by factors such as substrate
stiffness and surface structure.41,42 However, substrates of this
kind are rarely found in real environments, limiting the con-
sistency between results from 2D systems and in vivo condi-
tions. To overcome these limitations, researchers have
developed a range of 3D cellular systems that more accurately
replicate the in vivo environment. As shown in Fig. 2(b), materi-
als such as matrix gels,43,44 hydrogels,45,46 microfluidic
chips,47,48 and biopolymer scaffolds49 are used to construct
3D cell systems. Over the past decade, there has been increas-
ing interest in developing 3D multicellular interfaces, both
between tissues and between tissues and their extracellular

Fig. 1 Interfaces in living organisms. (a) Interfaces in the cross-section of
blood vessels. Reprinted from ref. 5 with permission. Copyright 2022,
Elsevier. (b) The interfaces between different pigment cells in zebrafish
skin. Reprinted from ref. 11 with permission. Copyright 2016, Springer
Nature. (c) Cancer-normal tissue interfaces in an invasive colorectal
adenocarcinoma. The tissue section was stained with immunofluores-
cence using anti-b-catenin antibodies. Brown color indicated cancer
tissue, and pink color indicated normal tissue. Reprinted from ref. 12 with
permission. Copyright 2005, Springer Nature.
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matrix (Fig. 2(b)), to better mimic in vivo conditions.33 Com-
pared to 2D interfaces, 3D interface experiments and simula-
tions more accurately represent interface evolution in
living organisms. Notably, 3D interfaces enable the investiga-
tion of local curvature effects and topological properties,
whereas 2D interfaces are restricted to analyzing average cur-
vature and cannot fully capture the complexity of curvature-
driven dynamics in 3D biological systems. For example, 3D
interfaces and their morphological and dynamic properties
have been extensively studied in areas such as mouse neural
tube development,50 epithelial cell invasion,51 and tumor
invasion.52–54 Despite challenges in imaging accuracy, quanti-
tative analysis, and model complexity, these studies demon-
strate the potential of 3D interface systems in revealing
interface evolution and its mechanisms in vivo.

2.2 Classification by components

2.2.1 Single-tissue interfaces. Tissues and the ECM, which
represents the external environment, are the primary compo-
nents of tissue interfaces. Based on the number of tissue
components on both sides of the interface, they can be classi-
fied into single-tissue and double-tissue interfaces. Single-
tissue interfaces are formed between a tissue and the external
environment, such as the advancing front of spreading cell
monolayers55,56 and the outer boundary of 3D tumor
spheroids.15,52,57 In vitro, the formation of single-tissue inter-
faces can result from spontaneous tissue growth58 or controlled
destructive methods like barrier removal59,60 and laser
ablation.61 In simulations, the evolution of single-tissue inter-
faces is often studied using single-phase theory.62 However,
since both tissue properties63,64 and external environmental
factors15 jointly govern the morphological dynamics of single-
tissue interfaces, some models incorporate viscoelastic or

similar characteristics of the external environment, effectively
describing single-tissue interfaces using a quasi-biphasic
model.65 Single-tissue interfaces provide a valuable platform
for studying tissue responses to changes in the external
environment, advancing our understanding of tissue
integrity58 (Fig. 3(a)) and lumen formation66 (Fig. 3(b)).

2.2.2 Double-tissue interface. The double-tissue interface
forms between two distinct types of tissues, such as the
interlayer interface between different germ layers1–3 or the
interface between tumor and normal tissue12,18,69 (Fig. 3(c)).
Cell sorting is a key mechanism in the formation of double-
tissue interfaces.70–72 This process often involves differences in
characteristic properties, such as adhesion73–75 and cortical

Fig. 3 Single-tissue interface and double-tissue interface. Wound healing
(a) and hole nucleation (b) are typical models of single-tissue interface
evolution. (a) Reprinted from ref. 58 with permission. Copyright 2015,
Springer Nature. (c) Double-tissue interface between normal tissue (MCF
10A) and cancer tissue (MDA-MB-231). Reprinted from ref. 67 with permis-
sion. Copyright 2021, IOP Publishing Ltd. (d) Double-tissue interface in a
multilayered sphere formed in cell sorting process. Reprinted from ref. 68
with permission. Copyright 2018, The American Association for the
Advancement of Science.

Fig. 2 2D interfaces and 3D interfaces. (a) Experiments of 2D epithelial–cancer interface and its evolution over time. Reprinted from ref. 36 with
permission. Copyright 2023, American Chemical Society. (b) Experiments of 3D epithelial interface. Reprinted from ref. 37 with permission. Copyright
2013, The Company of Biologists.
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tension,22 which contribute to the interface formation
(Fig. 3(d)). Additionally, specific topological constraints can
promote the free spreading of tissues, leading to the develop-
ment of double-tissue interfaces.76–78 Theories like the differ-
ential adhesion hypothesis (DAH),19,71 differential surface
contraction hypothesis (DSCH),79,80 and differential interfacial
tension hypothesis (DITH)81,82 have been pivotal in explaining
the mechanisms behind double-tissue interface formation and
evolution. For instance, Guan et al. constructed an epithelial–
cancerous interface and demonstrated that the competition
between cancerous and epithelial tissues governed the evolu-
tion of the double-tissue interface, highlighting the critical role
of DAH.36

2.3 Quantification of interface morphodynamics

Following the classification of tissue interfaces, it is essential to
quantify their topography and dynamics in order to accurately
capture their properties. As shown in Table 1, this subsection
reviews the commonly used parameters for quantifying inter-
face morphodynamics, focusing on geometric, dynamic, and
mechanical aspects.

2.3.1 Curvature, roundness and fractal dimension. Geome-
trical parameters, including curvature, roundness, and fractal
dimension, are essential for quantifying the morphology of
interfaces. Curvature intuitively measures the deviation of an
interface from being a straight line or a plane.83 For a 2D
interface, the curvature (k) at a point B is the reciprocal of the
radius (R) of the osculating circle:

k(B) = 1/R (1)

with the sign determined by the circle’s position relative to the
interface. For 3D interfaces, curvature is defined by the curva-
ture of the common curve of any plane containing a normal
vector at point B. The principal curvature, k1 and k2, represent
the maximum and minimum values, respectively, while the
mean curvature

kH = (k1 + k2)/2 (2)

and the Gaussian curvature

kK = k1k2 (3)

are also commonly used. Experimental and computational
studies of embryonic development have shown a correlation
between interface curvature and the emergence of branching
morphologies.84,85

While curvature characterizes local topological features,
roundness quantifies how closely the shape of a 2D interface
approximates a perfect circle, capturing its global topological
properties.25,86 Roundness is typically defined as

Roundness = 4pA/P2 (4)

where A is the area enclosed by the interface and P is its
perimeter. In three dimensions, this concept is extended by
introducing sphericity. In contrast to curvature and roundness,
the fractal dimension offers a more comprehensive measure of
the complexity and self-similarity of the interface.87 The fractal
dimension is defined as

D = log N/log(1/e) (5)

where N is the number of self-similar pieces and e is the scaling
factor. As illustrated in Fig. 4(a),32 fractal dimension values are
obtained by box-counting method. The stable interface pre-
sents the lowest fractal dimension values, while the finger-like
interface displays a larger dimension value and the largest one
corresponds to the mixing interface. In addition to the afore-
mentioned ones, other parameters, such as roughness,88 local
characteristic length, angle,51 and genus,50 are also used to
describe the morphology of interfaces.

2.3.2 Displacement, trajectory and velocity. Dynamic para-
meters such as displacement, trajectory, and velocity are essen-
tial for describing the temporal evolution of interfaces.
Displacement, one of the most fundamental quantities in
dynamics, characterizes the movement of an interface over
time.25,89,91 The displacement of an interface u at a point X
and time t is defined as

u(X,t) = x(X,t) � X (6)

where X is the initial position of the interface, x is the current
position. For clearer representation, the interface morphology
at different time points can be plotted on a single diagram to
generate an interface trajectory diagram36,66,89 (Fig. 4(b)). By

Table 1 Parameters of morphodynamics

Parameters Description Formula

Curvature The degree of a surface or a curve deviating from a flat one 2D, k = 1/R
3D principal curvature, k1 = 1/R1, k2 = 1/R2

3D mean curvature, kH = (k1 + k2)/2
3D Gaussian curvature, kK = k1k2

Roundness The degree to which the shape deviates from the perfect circle Roundness = 4pA/P2

Fractal dimension The degree of self-similarity of the interface D = log N/log(1/e)
Displacement The evolution of interface position with time u(X,t) = x(X,t) � X
Velocity The degree of interface evolution v
Anchoring angle Cell orientation at the interface

Dyðx; yÞ ¼ y� yt; yðx; yÞ ¼
1

2
arctan

2~Ixy
~Ixx � ~Iyy

 !

Stress tensor Stress at the interface r
Modulus The ability of the tissue near the interface to resist deformation E = E0 + iE00
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analyzing this trajectory, the dynamic nature of the interface
can be revealed.25

The intensity of the interface’s evolution is further charac-
terized by the velocity v and trajectory of the cells near the
interface.55,64,66,89,92 As illustrated in Fig. 4(d), velocity can be
obtained through particle image velocimetry analysis of phase-
difference time-lapse images.55,93 In this method, the system is
treated as a continuous fluid, and the instantaneous velocity of
each point is calculated via cross-correlation.94,95 The cell
trajectories are determined using a tracking algorithm that
iteratively screens distances to establish the correspondence
of cells at different time points.36,54 Quantitative analysis of the
velocity field and cell trajectories near the interface has revealed
phenomena such as coherent flow25 and global rotation44,54

(Fig. 4(e)), highlighting the distinctive collective behaviors of cells
near the interface. The fluctuating nature of the interface can also
be captured by plotting the kymograph of displacement or
velocity.89,91 As shown in Fig. 4(c), the band structure in the
kymograph reflects deformation waves propagating along the
interface.89 These fluctuations can be quantitatively described
using parameters such as dynamic structure factors.91

2.3.3 Orientation and interfacial anchoring. In certain situa-
tions, cells or cytoskeletons adopt elongated shapes, similar to the
configuration of liquid crystal molecules.31,96 The orientation field
of cells and cytoskeletons near the interfaces can be analyzed
using principles from liquid crystal theory.32,97,98 For the phase
contrast image matrix I of the cells near the interfaces, the local
structure tensor J is formulated by99,100

J ¼ IxIx IxIy
IxIy IyIy

� �
; (7)

where Ix and Iy are the gradient of I along x and y-directions. A
smoother structure tensor J̃ is obtained by Gaussian filtering:

~J ¼
~Jxx ~Jxy
~Jxy ~Jyy

� �
: (8)

The orientation angle y(x,y) is computed by:

yðx; yÞ ¼ 1

2
arctan

2 ~Jxy
~Jxx � ~Jyy

 !
: (9)

As shown in Fig. 4(f), the color map represents the distribution
of organizational order, with short line segments indicating
local tissue orientation and the closed curve delineating the
interface between two phases. To quantify cellular arrangement
at the interface, the interfacial anchoring angle is introduced as

Dy(x,y) = y � yt, (10)

where yt represents the angle of the tangent vector.101 This
parameter defines the relative angle between the orientation of
the cells near the interface and the tangential direction of the
interface. Interfacial anchoring has a profound effect on the
movement of cells near the interface and in the generation of
interfacial tension.90,102 Tangential anchoring, where Dy = 0, is
the most common configuration in interface problems.32 In
some scenarios, normal anchoring (Dy = p/2) can emerge over
time, especially as the system transitions from two-dimensional
to three-dimensional structures.103,104 Due to the effects of
adhesion, anisotropy in cell shape, and dynamic interactions,
chiral anchoring may also arise, with angles between 0 and
p/2,105–107 which can mediate global rotation108 or local fluctua-
tions at the interface.106

Fig. 4 Various parameters describing the morphology and dynamics of the interface. (a) Fractal dimension of different tissue–tissue interfaces.
Reprinted from ref. 32 with permission. Copyright 2022, National Academy of Sciences. (b) Trajectory of interface evolution over time. (c) Kymograph of
interface protrusion rates. (b) and (c) Reprinted from ref. 89 with permission. Copyright 2012, Elsevier. (d) Velocity field at the interface and inside the
tissue in wound healing model of epithelial tissue. Reprinted from ref. 55 with permission. Copyright 2007, National Academy of Sciences. (e) Time series
of cell trajectories in a cell spheroid. Reprinted from ref. 54 with permission. Copyright 2023, Springer Nature. (f) Orientation field at the interface and
inside the phase in a phase separation simulation. Reprinted from ref. 90 with permission. Copyright 2023, American Physical Society. (g) Modulus of cells
near the interface and inside the tumor sphere. Reprinted from ref. 52 with permission. Copyright 2020, Springer Nature.
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2.3.4 Force, stress and elasticity. The mechanical proper-
ties of interfaces are characterized by the distribution of forces,
stress, and elasticity near the interface. Traction force T
describes the interaction between the tissue and the substrate
near the interface.66,109 By measuring the force exerted by the
tissue on the soft substrate and applying Newton’s third law,
the external force on the interface can be inferred. Interface
tension Fs is an internal force that represents the macroscopic
effect of cytoskeletal contraction forces in cells near the
interface.

In 2D situation, stress tensor r can be simplified as:

r ¼ sxx sxy
sxy syy

� �
(11)

where sxx, syy and sxy are the components of the stress tensor.
Under reasonable assumptions, the stress at the interface can
be derived using equilibrium equations and the Cauchy
formula.76 The stress tensor contains both the extreme values
of stress and directional information, expressed as:

s1
s2
¼ sxx þ syy

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sxx � syy
� �2

4
þ sxy2

s
(12)

tan y1;2 ¼
sxx � s1;2
�sxy

(13)

where s1 and s2 represent the principal stresses.36 The
forces and stress at the interface can directly drive its
evolution110,111 or interact with biochemical signals, resulting
in wave-like signal propagation tangentially or normally to the
interface.112

The modulus E quantifies the tissue’s resistance to deforma-
tion near the interface. Since biological tissue is generally
viscoelastic, the complex modulus is introduced for a more
accurate description,113 given by E = E0 + iE00, where E0 is the
elastic modulus, E00 is the loss modulus. The measurement
and study of interface and tissue moduli provide valuable
insights into the formation of spatial heterogeneity during
development52 (Fig. 4(g)).

3 Regulatory mechanisms of interface
morphodynamics

The morphological evolution of interfaces is influenced by a
variety of factors, such as adhesion, cortical tension, cell
migration, cellular activity, ECM interactions, and microenvir-
onmental conditions. In the following sections, we will explore
how these factors, both individually and in combination, shape
the dynamics of the interface, affecting its stability, adaptabil-
ity, and overall morphology.

3.1 Adhesion

Adhesion plays a pivotal role in the interactions between cells
and between cells and ECM.114 Intercellular adhesion is pri-
marily mediated by cadherins115 and nectins,116 while cell–
ECM adhesion is largely driven by integrins.117 These adhesion

mechanisms are crucial in the formation and evolution of
tissue interfaces.118 According to the DAH,71,119,120 in hybrid
systems, cells with weaker intercellular adhesion tend to form a
shell around cells with stronger adhesion. Based on this con-
cept, the self-organization of complex structures and interfaces
can be realized by designing synthetic adhesion molecules118

(Fig. 5(a)). Changes in adhesion significantly impact the mor-
phodynamic properties of interfaces. For instance, during the
epithelial-to-mesenchymal transition (EMT), epithelial cells
transition into mesenchymal cells with reduced adhesion and
increased motility, which in turn intensifies the dynamics of
interface evolution.121,122 In cancer–normal tissue interface
models (Fig. 5(b)), the downregulation of E-cadherin in normal
cells smooths the interface, while the downregulation of
P-cadherin enhances the invasive potential of cancerous
tissues.36 This differential regulation provides valuable insights
for developing strategies to prevent cancer metastasis. Further-
more, adhesion plays a critical role in regulating in vivo inter-
face development. For example, in mouse embryonic salivary
glands, strong cell–matrix and weak intercellular adhesion
synergize to drive epithelial budding, initiating branching
morphogenesis123 (Fig. 5(c)). Similarly, in C. elegans gonadal
morphogenesis, asymmetric adhesion regulates interface elon-
gation and directional turning.124

3.2 Cortical tension

Cortical tension, which is the contractile force generated by the
cell cortex,125 plays a critical role in maintaining the stability of
tissue interfaces.110 As shown in Fig. 6(a), an increase in
cortical tension reduces the roughness of the interface between
the dorsal and ventral compartments in the Drosophila wing.88

Fig. 5 Effects of cell adhesion on tissue interfaces. (a) By designing
synthetic cell adhesion molecules, various 3D structures and interfaces
can be induced. Reprinted from ref. 118 with permission. Copyright
2023, Springer Nature. (b) Down-regulating the expression of specific
E-cadherin molecules can change the morphology of the epithelial–
cancer interface. Reprinted from ref. 36 with permission. Copyright
2023, American Chemical Society. (c) Morphogenesis of a mouse salivary
gland. Reprinted from ref. 123 with permission. Copyright 2021, Elsevier.
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In wound healing, one of the driving force behind interfacial
evolution arises from the formation of purse-string structures
composed of actomyosin in cells near the interface126

(Fig. 6(b)). Theoretical studies also show that when neighbor
exchange occurs at double-tissue interfaces, differences in
cortical tension cause resilience and help maintain the inter-
face’s integrity.29 Given the structural linkage between the
cytoskeleton and adhesion proteins, cortical tension and adhe-
sion can synergistically regulate interface morphology in cer-
tain contexts.115 Studies have shown that cadherins interact
with actomyosin under the regulation of extracellular biochem-
ical signals, resulting in changes in contractility, skeletal rear-
rangement, and cortical tension.127,128 This process is
considered a form of mechanical polarization, which shapes
both tissue–tissue and tissue–ECM interfaces.129 For example,
during zebrafish gastrulation, cortical tension controls the
expansion of cell–cell contacts, while cell adhesion provides a
scaffold for cortical tension, driving cell sorting.22

3.3 Cell migration

Cell migration underpins the self-organization of cellular popu-
lations and plays a crucial role in interface evolution. At tissue
interfaces, migration occurs in both collective and individual
modes. Collective migration, prevalent in epithelial tissues,
enables large-scale movement while preserving tissue integrity
and is a key driver of interface evolution in wound healing.34

Some studies indicate that collective migration and the purse-
string mechanism mentioned above interact dynamically dur-
ing wound healing. Brugués et al.130 demonstrated that collec-
tive migration dominates the early healing phase (Fig. 7(a)),
while the purse-string mechanism becomes prominent once
stable intercellular connections form. Curvature further

modulates their interplay: negative curvature aligns migration
with contractile forces, enhancing healing efficiency, whereas
positive curvature creates antagonism, reducing efficiency.58 In
contrast, individual migration, typical of cancer and mesench-
ymal cells, contributes to interface instability.15 EMT facilitates
the shift from collective to individual migration, accelerating
interface evolution.131 Moreover, variations in migration rates
and specific collective movement patterns (Fig. 7(b)) can induce
interfacial instabilities, such as the fingering instability
observed in both developmental and cancerous tissues.132

3.4 Cell activity

Living tissues can be considered as active matter, undergoing
continuous movement and deformation driven by cellular
activity.31,133,134 Due to the contraction of actomyosin, indivi-
dual cells behave as contractile force dipoles.135 In cellular
monolayers, active behaviors vary: contractile cells (e.g. C2C12,
NIH 3T3) exhibit contractile activity,136,137 while MDCK and
neural progenitor cell monolayers display extensile activity,
with net forces elongating cells along their long axis.97,98 In
recent years, cellular activity has garnered increasing attention
in explaining the evolution of tissue interfaces. Zhang et al.32

investigated how activity differences between two tissues influ-
ence interface stability, finding that the movement of topolo-
gical defects excited by cellular activity can drive morphological
changes at the interface (Fig. 8(a)). Balasubramaniam et al.24

revealed how MDCK monolayers transition from extensile to
contractile activity, uncovering the mechanisms behind inter-
face formation and stability during morphogenesis (Fig. 8(b)).
Beyond the nature of cellular activity, the strength of activity
can also drive the transition of an interface from static to
dynamic25 (Fig. 8(c)), influencing its topological complexity
and dynamic properties.38,138 In some cases, specialized forms
of activity can lead to intriguing morphological evolution at the
interface. A notable example is chiral activity, which involves
spontaneous symmetry breaking in cell–cell interactions.139 As
shown in Fig. 8(d), chiral activity induces oscillatory patterns
that propagate along the interface within tissues, such as those
found in starfish embryos.140 When chiral activity is present on
both sides of the interface, traveling waves can emerge, and
topological defects may form in a sandwich-like
arrangement.141

3.5 Extracellular matrix

The ECM is composed of a complex network of components,
such as collagen, elastin, and laminins, which provide struc-
tural support and mediate biochemical signaling.142,143 The
concentration and composition of ECM components can
significantly influence the morphology of tissue interfaces.
For instance, increased structural protein concentration can
mediate the transition to an invasive phenotype in tumor
spheroids, resulting in smoother 3D interfaces (Fig. 9(a)).15

The mechanical properties of the ECM, such as stiffness, also
play a crucial role in shaping interface morphology and its
adaptability.114 Cancer cells, for example, exhibit more aggres-
sive metastasis on stiffer ECM substrates,144 which may lead to

Fig. 6 Effects of cortical tension on tissue interfaces. (a) Increased cor-
tical tension smooths the tissue interface. Reprinted from ref. 88 with
permission. Copyright 2012, Elsevier. (b) Characterization of purse-strings
at the leading edge of epithelial cell sheets. Reprinted from ref. 126 with
permission. Copyright 2012, National Academy of Sciences.

Fig. 7 Effects of cell migration on tissue interfaces. (a) Cell velocity field
near the wound healing interface. Reprinted from ref. 130 with permission.
Copyright 2014, Springer Nature. (b) Different collective cell migration
modes and corresponding interface morphologies. Reprinted from ref. 132
with permission. Copyright 2012, National Academy of Sciences.
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rougher interfaces that facilitate cancer cell invasion and
migration. Additionally, ECM stiffness gradients can induce
cell durotaxis, promoting asymmetric evolution of the interface
morphology (Fig. 9(b)).42,145 In these processes, integrins med-
iate cellular force perception of the ECM by linking ECM
ligands to the cytoskeleton.146 Through integrin signaling,
extracellular mechanical cues activate proteins such as focal
adhesion kinase (FAK), Rho, and Rho-associated protein kinase
(ROCK), facilitating adhesion plaque maturation and stress
fiber formation.143 This mechanotransduction extends to the
nucleus, where intracellular forces alter nuclear membrane

tension, open nuclear pores, and enable YAP nuclear transloca-
tion, driving phenotypic changes. This coupling mechanism
underlies the diverse morphologies and evolution of tissue inter-
faces in different ECM environments. Tissue cells remodel the
ECM during interface evolution, with matrix metalloproteinases
(MMPs) and other enzymes degrading ECM components to facil-
itate cell migration and interface rearrangement.37 As shown in
Fig. 9(c), the regulation of tissue interface morphology can be
modulated by promoting or inhibiting MMP activity.51

3.6 Microenvironment

The tissue microenvironment comprises a variety of chemical,
physical, and biological factors that influence cellular
behavior.110,147 Gradients of morphogens and growth factors
play a crucial role in directing the organization of tissue
boundaries. For instance, under hypoxic conditions, the upre-
gulation of vascular endothelial growth factor stimulates
endothelial cells in existing blood vessels to become active,
promoting sprouting of new vessels and the formation of
dynamic interfaces.148,149 As illustrated in Fig. 10(a), hepatocyte

Fig. 8 Effect of activity on the morphology and dynamics of interfaces. (a) and (b) The distinct active natures can affect the roughness (a) and circularity
(b) of the tissue–tissue interfaces. (a) Reprinted from ref. 32 with permission. Copyright 2022, National Academy of Sciences. (b) Reprinted from ref. 24
with permission. Copyright 2021, Springer Nature. (c) The intensity of activity can affect the evolution of interface morphology with time. Reprinted from
ref. 25 with permission. Copyright 2024, Springer Nature. (d) Fluctuations of strain components divergence and curl along the single-phase interface.
Reprinted from ref. 140 with permission. Copyright 2022, Springer Nature.

Fig. 9 Effects of ECM on the morphodynamics of interfaces. (a) Collagen
fiber density induced the switch in MDA-MB-231 invasive phenotype.
Reprinted from ref. 15 with permission. Copyright 2021, Elsevier. (b)
Asymmetric evolution of the human mammary epithelial tissue interface
(MCF 10A) on a substrate with stiffness gradient. Reprinted from ref. 42
with permission. Copyright 2016, The American Association for the
Advancement of Science. (c) MMP inhibitor inhibits the collective invasion
of epithelial cells (EpH4 cells). Reprinted from ref. 51 with permission.
Copyright 2011, Oxford University Press.

Fig. 10 Growth factors in the microenvironment complicate tissue inter-
faces to perform specific functions. (a) HGF promotes the bifurcation
structure of MDCK cell spheres. Reprinted from ref. 152 with permission.
Copyright 2018, Rockefeller University Press. (b) Neuroepithelial organoids
with different morphologies were generated in the presence or absence of
RA. Reprinted from ref. 50 with permission. Copyright 2023, Springer
Nature.
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growth factor (HGF) can drive the evolution of 3D epithelial–
ECM interfaces into branching structures.150–152 Similarly, reti-
noic acid (RA) supports the formation of neural tubes153 and
enhances the topological complexity of neuroepithelial orga-
noid interfaces in mice50 (Fig. 10(b)). Tumor tissues can also
stimulate the formation of vascular networks and tissue–tissue
interfaces, depending on nutrient availability within the
microenvironment.154–156

4 Methods for studying interface
evolution

Experimental techniques and theoretical simulations are the
two main approaches used to investigate tissue interface
dynamics. Experimental methods enable direct observation
and manipulation of tissue interfaces, while theoretical models
provide predictive insights and a deeper understanding of the
underlying principles governing interface behaviors. In the
following, we review the key experimental methodologies and
techniques, along with theoretical modeling approaches.

4.1 Experimental approaches

4.1.1 Live cell imaging and immunofluorescence staining
imaging. Experimental techniques for studying tissue interface
dynamics include live imaging, biochemical assays, and bio-
physical measurements. As early as the 1980s, light and trans-
mission electron microscopy were employed to investigate
interface morphology,157 highlighting the long history of inter-
face research. Optical imaging remains a key method for study-
ing the evolution of interface morphodynamics, encompassing
live cell imaging and immunofluorescence staining. Live cell
imaging, utilizing advanced microscopy techniques such as
confocal and light sheet microscopy, captures high-resolution
images of cell movements and interface changes over time.36,66

Immunofluorescence employs antigen–antibody interactions to
identify subcellular structures, with fluorescent markers for
specific proteins (e.g. actin for cytoskeletal dynamics and
cadherins for adhesion sites) enabling precise tracking of
cellular factors158 (Fig. 11(a)). Coupled with image recognition
and processing techniques, morphodynamic parameters such
as curvature, displacement fields, velocity fields, and orienta-
tion fields can be extracted.

4.1.2 Atomic force microscopy and traction force micro-
scopy. Measurement techniques such as atomic force

microscopy (AFM) and traction force microscopy (TFM) are
widely utilized to assess interface mechanics. AFM operates
by pressing a probe into the cell surface and extracting the
Young’s modulus of cells and tissues based on the relationship
between pressing depth and applied load160 (Fig. 11(b)). The
pressing depth is defined as the displacement of the cantilever
minus its deformation, while the load is determined from the
cantilever’s deformation.161,162 Data processing methods, such
as those based on Hertz theory, are commonly applied to AFM
data to calculate the Young’s modulus.163–165 More recently,
techniques like optical tweezers166 and magnetic tweezers167

have been developed and applied. For instance, optical twee-
zers enable the characterization of the Young’s modulus at or
near the interface of 3D tumor spheroids, bridging a gap in 3D
mechanical measurements.52

TFM is a powerful technique for characterizing the traction
forces at tissue interfaces.168 This method involves using a light
microscope to directly capture the position of fluorescent particles
embedded in a substrate, computing the displacement field
following the application of traction forces. By applying elasticity
theory, the traction field can then be reconstructed168–171

(Fig. 11(c)). Building on this, advanced technologies such as
ultra-high-resolution traction microscopy, which offers enhanced
spatial resolution,172,173 3D traction microscopy, capable of mea-
suring forces in three dimensions,174,175 and cell monolayer stress
microscopy, which enables the calculation of interfacial stress,
have been developed.36,176

4.1.3 Pharmacological manipulation. While the experi-
mental techniques and measurement methods discussed above
can effectively describe the topological and dynamic properties
of tissue interfaces, they do not capture the biochemical factors
that influence interface dynamics. In particular, biochemical
signaling pathways, which regulate cellular processes such as
adhesion, motility, and force generation, play a critical role in
modulating interface stability and dynamics. Pharmacological
manipulation enables researchers to selectively modify cellular
behaviors with specific agents, providing insights into how
biochemical signals influence tissue interface morphody-
namics. As an illustration, Y27632 can inhibit ROCK and thus
disrupts actomyosin contractility.24 Similarly, Blebbistatin is a
myosin II inhibitor that also specifically blocks actomyosin
contractility.24 These agents are frequently employed in studies
exploring the impact of cortical tension or cellular activity on the
evolution of tissue interfaces. Additionally, GM6001, an MMP
inhibitor that interferes with extracellular matrix remodeling,51

can modify the interaction between cell tissue and ECM. These
targeted modulations of cellular behavior allow researchers to
investigate the underlying biochemical regulation of tissue inter-
face dynamics more comprehensively, providing a valuable
approach to better understanding the cellular and molecular
mechanisms that govern tissue organization and adaptation
during development, homeostasis, and disease.

4.2 Theoretical approaches

Theoretical approaches, such as discrete and continuum models,
provide a framework for modeling tissue morphodynamics under

Fig. 11 Experimental methods of interface morphodynamics. (a) Actin
labeling during embryonic dorsal closure. Reprinted from ref. 159 with
permission. Copyright 2005, Elsevier. (b) The ECM stiffness near the 3D
interface is measured by AFM. Reprinted from ref. 51 with permission.
Copyright 2011, Oxford University Press. (c) The traction force near the
hole interface is characterized by TFM.
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various conditions, allowing for predictions of interface behavior
based on physical and biochemical principles. Discrete models
represent individual cells or boundaries as finite elements, while
continuum models treat tissue interfaces as continuous entities,
influenced by the underlying field properties.

4.2.1 Discrete models. Discrete models, such as the
deformable polygon (DP) model30 and the vertex model,29 are
crucial for simulating interface dynamics. Unlike continuum
models, discrete models emphasize the role of individual cell
properties in shaping interface behavior, enabling the explora-
tion of how factors such as adhesion strength, shape con-
straints, and other cell characteristics affect interface stability
and evolution. The DP model, a lattice-based approach, simu-
lates cell shape and interactions by assigning energy to each
cell based on adhesion, area, and other factors. In the DP
model, cells are represented as deformable polygons composed
of Nv vertices177,178 (Fig. 12(a)). The total shape energy of the
system Ushape can be expressed as:66,179

Ushape ¼
XN
m¼1

XNv

i¼1

Nvkc

2
lm;i � l0
� �2 þXN

m¼1

ka

2
am � a0ð Þ2

þ
XN
m¼1

XNv

i¼1

kb

2
cos y i�1;iþ1h i � 1
� �2 (14)

where lm,i = |rm,i � rm,i+1| is the length of the i section of the cell
numbered m. l0 = p0/Nv is the equilibrium length of the cell side
length, and p0 is the cell perimeter. kc is the modulus resisting
length changes. am and a0 are the current and reference areas of
the cell, respectively. ka is the areal modulus. kb is the bending
modulus of the cell boundary. yhi�1,i+1i stands for the angle
between adjacent edges. The motion of the vertexes is governed

by the overdamped Langevin equation:

m
drm;i

dt
¼ �rm;i Ushape

� �
þ Fint

m;i þ Ftrac
m;i (15)

where m is the damping coefficient, rm,i is the gradient opera-
tor, and Fint

m,i and Ftrac
m,i denote the force created by the cell–cell

interaction and the traction, respectively. Intercellular forces
and traction require a flexible choice of models depending on
the problem being studied.180–183 Using the DP model, the
evolution of double-tissue interfaces between soft and hard
tissues30 (Fig. 12(c)) and matrix stiffness-regulated holes for-
mation have been investigated66 (Fig. 12(d)).

The vertex model, another widely used discrete modeling
approach for simulating tissue interfaces, represents cells as
polygons, with each vertex serving as a connection point
between neighboring cells. This model allows for the control
of cell shape and tissue structure, providing insights into the
mechanics of interface dynamics184,185 (Fig. 12(b)). The
mechanical energy of vertex model can be described as186–188

U ¼
X
n

1

2
GmLn

2 þ
X
n

1

2
Ka An � A0ð Þ2 þ

X
i;j

Llij (16)

where Ln and An are the perimeter and area of the cell,
respectively. Gm is the perimeter coefficient, Ka is the areal
modulus and L is the interfacial tension coefficient. A0 is the
preferred area and lij is the edge length between vertices i and j.
The motion of the vertex is governed by

Z
dri

dt
¼ �@U

@ri
þ Fi (17)

where ri is the coordinate of the vertex i, Z is the friction
coefficient, and Fi represents other non-potential force.

Recently, biochemical signaling pathways have been incor-
porated into discrete models to better understand tissue

Fig. 12 Examples of discrete models in the study of interface morphodynamics. (a) Sketch of DP model. (b) Sketch of vertex model. (c) DP model
simulation results of interface between soft and hard tissues. Reprinted from ref. 30 with permission. Copyright 2021, American Physical Society. (d)
Time-lapse of hole expansion in DP model simulation. Reprinted from ref. 66 with permission. Copyright 2024, Springer Nature. (e) Tissue–tissue
interfaces mediated by cell sorting in the vertex model. Reprinted from ref. 38 with permission. Copyright 2024, American Physical Society. (f)
Morphological evolution of 3D multicellular spherical shells.
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dynamics.189–191 Typically, a reaction–diffusion equation is
introduced to describe the spatiotemporal evolution of bio-
chemical factors within the system,192 as shown in the
equation below:

qtc = Dr2c + R(c) (18)

where c(x,t) represents the concentration of biochemical fac-
tors, which can be simplified to a scalar for a single factor. D is
the diagonal matrix of the diffusion coefficient, and R denotes
the biochemical reaction. These equations are further inte-
grated into the energy formulation to correlate biochemical
concentrations with various system properties.

The vertex model has proven effective in elucidating
mechanisms underlying interface evolution in processes such
as cell sorting29 (Fig. 12(e)), epithelial folding,193 and wound
healing.16 Additionally, recent advancements have led to the
development of 3D discrete models, offering a robust method
to study the evolution of 3D interfaces in vivo28,194–196

(Fig. 12(f)).
The key distinction between the DP model and the vertex

model lies in their treatment of intercellular adhesion. In the
DP model, intercellular adhesion is simplified as the inter-
action between the vertices of neighboring cells, with forces
including both tangential and normal components along the
boundary.66,197 In contrast, the vertex model simplifies inter-
cellular adhesion as boundary tension, as adjacent cells share a
common boundary, and the tension is directed along the
boundary.125,186

4.2.2 Continuum models. Continuum models treat tissue
interfaces as smooth entities influenced by force or concen-
tration fields, making them ideal for studying large-scale tissue
deformation or complex flow dynamics. In the context of
multicellular interfaces, active liquid crystal theory has been
developed to simulate interface behavior. In this approach, a
scalar parameter, j, is introduced to characterize both the bulk
and the interface.198 For single-tissue interface simulations, j =
1 represents the phase region, while j = 0 represents the
interface.86 For double-tissue interface simulations, j = �1
represents the two phase regions, with j = 0 denoting
the interface199 (Fig. 13(a)). The free energy of the system is
written as32,200

F ¼
ð
s

1

2
Aj j2 � 1
� �2þ1

2
kjðrjÞ2

� �
ds (19)

where Aj and kj are the model parameters that maintain phase
ordering and surface tension. The evolution of j obeys32,198,200

qtj + r�(vj) = MDm (20)

where v is the velocity field, M is the mobility coefficient and m =
dF/dj is the effective chemical potential. The unit vector n =
(cos y,sin y) is introduced to describe the local orientation,
where y indicates the local direction.86 For monolayer systems,
n = �n is generally satisfied. To describe the orientation of the

system, a second-order tensor

Q ¼ dqðnn� IÞ
dðd � 1Þ (21)

is introduced, where d denotes the dimensions of the system, q
represents the order parameter of the system, and I is the
identity matrix.96 The order parameter Q satisfies the following
evolution equation96,201

qtQ + v�rQ � S = GH (22)

where S represents the coupling field of orientation and velo-
city, G represents the relaxation rate, and H represents the
molecular field, indicating the energy minimization of the
system. The velocity field is governed by

r(qt + v�r)v = �rp + ZDv + r�(rp + ract) + fcap � bv (23)

r�v = 0 (24)

where r is the density, p is the pressure, Z is the viscosity
coefficient and b is the damping coefficient. The active stress is
expressed as

ract = �BQ (25)

Fig. 13 Application of continuum model in interface morphodynamics. (a)
Formation and evolution of double-tissue interface. (b) 3D interface
morphological diagram as a function of achiral and chiral activity. Rep-
rinted from ref. 204 with permission. Copyright 2024, American Physical
Society.
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where B denotes the activity coefficient.202 Typically, these
equations are solved using the hybrid lattice Boltzmann
method.203

The above introduction is based on single-j model. While
this model can simulate the morphological evolution of double-
tissue interfaces, it cannot capture interphase interactions.
This limitation is addressed by the double-j model, which
introduces two scalar fields, j1 and j2. Here, Dj = j1� j2 = �1
represents the two phase regions, while Dj = 0 denotes the
interface.25 Interphase interactions are incorporated through a
free energy formulation. Additionally, the development of 3D
active liquid crystal theory provides a theoretical framework to
model the expansion and twisting of interfaces during 3D
tissue morphogenesis.205 As shown in Fig. 13(b), Li et al.204

used a 3D model to investigate the regulation of chiral and
achiral active stresses on the 3D morphologies of organoids. In
summary, active liquid crystal theory offers a means of under-
standing interface evolution as an active matter system with
liquid crystal properties, making it particularly useful for
tissues with elongated cells.32

In addition to discrete and continuous models, recent
efforts have focused on developing hybrid models that integrate
both approaches. For instance, to investigate cellular orienta-
tion and active stress, the orientation field from active liquid
crystal theory was incorporated into the vertex model, leading
to the development of the active nematic vertex model.206,207

This hybrid model processes continuous parameters, such as
orientation fields, by referencing the positions of individual cell
vertices, making it an extension of the vertex model. Similar
approaches have advanced other active matter studies. Mou
et al.208 developed a hybrid model to simulate bacterial move-
ment in a 3D passive liquid crystal. In this framework, bacterial
motion is governed by a self-propelled active particle model,
while the systems flow and orientation fields are described
using active liquid crystal theory. This approach offers inspira-
tion for modeling single-tissue interface evolution, where dis-
crete models could represent cellular assemblies, while the
surrounding environment is captured through a continuum
framework.

5 Applications and biological
implications of interface
morphodynamics

Understanding the morphodynamics of tissue interfaces holds
transformative potential across diverse biological contexts,
including developmental biology, regenerative medicine, and
cancer research. By gaining insights into interface behavior, we
can decipher how cellular and tissue architecture adapt, repair,
and malfunction, offering valuable knowledge applicable to
various health and disease-related fields.

5.1 Morphogenesis

Morphogenesis, the intricate process by which tissues and
organs acquire their complex structures and shapes, is

inherently and profoundly dependent on the dynamic interac-
tions and behaviors of tissue interfaces.209 During the process
of organogenesis, tissue interfaces undergo a series of complex
and highly regulated phenomena, including folding, bending,
and branching. A clear example of this can be seen during the
formation of the neural tube, where the folding of the epithelial
sheet marks a critical step in central nervous system
development.50 Similarly, the branching of mammary glands
involves a similar series of processes that rely on the proper
functioning and evolution of tissue interfaces to establish the
distinct cellular architectures necessary for breast tissue
formation.210

Compartmentalization is also deeply intertwined with the
process of interface formation and evolution. As tissues develop
and grow, cells are required to self-organize into distinct
compartments or functional domains that allow for the specia-
lization of tissues, as exemplified by the boundary formation
between different sections of the Drosophila wing.211 A key
mechanism driving the creation of these compartmentalized
interfaces is cell sorting.129 As cells sort into their respective
domains, interfaces between these cell groups are established,
contributing to the overall structure of the developing tissue.

At the later stage of morphogenesis, the evolution of these
interfaces gradually stabilizes, ensuring that tissue architecture
remains intact as the organism matures. The continued main-
tenance and flexibility of these interfaces are paramount for
preserving the integrity of the tissue compartments. Such as the
heart, where the precise arrangement of cardiac cells in differ-
ent atria and ventricles is necessary for proper cardiac
function.212 Similarly, the blood–brain barrier, an interface
that controls the movement of substances between the blood
and the brain, relies on the dynamic regulation of tissue
interfaces.213 The formation of skin as an organized tissue
structure also highlights the importance of interface stability,
where epidermal and dermal layers must remain segregated
while allowing for communication across the boundary to
ensure proper skin function and repair.214 Thus, the role of
tissue interfaces in morphogenesis is foundational not only for
the proper development of individual organs but also for the
functional integrity of the entire organism.

5.2 Tissue repair

Tissue repair refers to the biological process by which an
organism replaces damaged or destroyed tissue with newly
generated tissue, a crucial mechanism for maintaining the
organism’s integrity and functionality following injury.215 One
of the most common forms of tissue repair is wound healing,
during which tissue interfaces undergo adaptive changes in
response to the injury.16 During this process, tissue interfaces
evolve through active morphological changes, allowing cells to
migrate, proliferate, and differentiate as needed to close the
wound and repair the damaged tissue.58,216 The evolution and
morphological dynamics of tissue interfaces in wound healing
are tightly regulated by a complex interplay of factors such as
cortical tension, cellular adhesion, and growth factors.
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However, deficiencies or imbalances in tissue repair pro-
cesses can lead to significant pathological outcomes. For
example, excessive tissue repair can result in the formation of
epidermal keloids, characterized by the overproduction of
extracellular matrix and the formation of fibrous scars.217 In
the heart, excessive tissue repair can lead to myocardial fibro-
sis, a condition where the normal cardiac tissue is replaced by
fibrous tissue, impairing heart function and leading to compli-
cations such as heart failure.218 Thrombosis is another condi-
tion that can arise due to improper tissue repair, where
dysfunctional tissue interfaces in blood vessels contribute to
the formation of clots and the disruption of blood flow.219 In
each of these conditions, misregulated tissue interface evolu-
tion plays a key role in the pathological remodeling process.
Therefore, understanding the mechanisms that govern tissue
interface morphodynamics is essential for developing thera-
peutic strategies aimed at minimizing the destructive conse-
quences of abnormal interface remodeling and promoting
optimal tissue repair.

5.3 Cancer progression and metastasis

Cancer remains one of the most significant threats to human
health today.220 The progression of cancer is intricately linked
to the continuous evolution of the interface between malignant
and adjacent healthy tissues.221 During the early stages of
cancer, this interface evolves relatively slowly, maintaining a
distinct and regular boundary between cancerous and normal
tissues.52 However, as the disease progresses into intermediate
and advanced stages, cancer cells begin to exhibit a range of
alterations. These include the increased expression of MMPs,
which, in conjunction with the EMT, facilitate the acquisition
of a more mesenchymal phenotype.222 As a result, the cancer
cells undergo significant changes in adhesion properties,
enabling them to degrade the ECM and enhance cellular
motility. These modifications allow them to breach the original
interfaces, invade surrounding tissues and metastasize to dis-
tant sites.122,158 During this period, the interface between
cancer tissue and normal tissue exhibits active morphology
and dynamics, exhibiting significant morphological changes as
the tumor continues to invade and spread.

Tumor heterogeneity also complicates interface evolution.
On the one hand, the mechanical properties of tumors exhibit
spatial heterogeneity, with higher hydrostatic pressure and
stiffness in the core than in peripheral regions. The elevated
internal pressure can lead to the collapse of blood vessels and
lymphatic vessels in tumors, distorting or eliminating their
interfaces and impairing vascular function, which hinders drug
delivery while promoting cancer invasion.223–225 On the other
hand, heterogeneity also exists at the cellular level. Within
tumors, cancer cells display genetic, phenotypic, and functional
diversity, stabilizing interfaces through interactions among
multiple cell types. Beyond intrinsic heterogeneity, stromal
cells, particularly cancer-associated fibroblasts (CAFs), actively
modulate tumor interfaces.226 CAFs secreted a large number of
inflammation-related molecules, such as TGF-b, IL-6 and
CXCL12, which not only stimulate the rapid proliferation and

invasion of cancer cells, but also change the structure around
the tumor, thus promoting the continuous evolution of the
tumor interface.227 Overall, tumor interface dynamics involve
multi-stage, multi-factor, and multi-cell interactions. Under-
standing these processes is crucial for predicting tumor pro-
gression and developing targeted therapies.

6 Challenges and future directions

Despite significant progress in the study of tissue interface
morphodynamics in recent years, several critical issues remain
that warrant further investigation. Firstly, the evolution of
tissue interfaces is driven by mechanical, chemical, and biolo-
gical factors. Current theories focus on molecular and cell
biology, focusing on the analysis of molecular or biochemical
signaling pathways, and lack systematic exploration of mechan-
ical factors and their coupling with biochemical factors. There
is a pressing need to develop unified models that integrate
mechanochemical coupling and feedback mechanisms, parti-
cularly for capturing emergent behaviors in complex biological
systems.

Moreover, tissue morphodynamics involves changes across
molecular, cellular, and tissue scales, which require diverse
observational and analytical techniques. However, current
experimental approaches face limitations in capturing accurate
data of complex dynamics interfaces. While 2D experiments
allow for precise control of biochemical and mechanical con-
ditions, they often lack physiological relevance, whereas 3D
experiments face challenges such as imaging resolution and
tracking of dynamic evolution. Theoretical models, including
discrete models and continuum methods, have limitations in
considering cross-scale interactions. Hybrid modeling approaches
that integrate discrete and continuum frameworks offer a promis-
ing direction, and factors such as tissue heterogeneity and non-
equilibrium dynamics should also be taken into account.

Furthermore, the vigorous development of artificial intelli-
gence (AI) provides a solution for the quantification of key
information in the process of complex interface evolution. By
constructing AI models, it is expected to extract mechanical,
chemical, topological and other features in the process of
interface evolution, guide the development of theoretical
models, and finally realize the prediction of interface evolution.

Finally, translating in vitro findings into clinically relevant
insights remains a major challenge. Future efforts should focus
on developing physiologically relevant models that better reca-
pitulate in vivo conditions and leveraging computational
approaches to predict interface behaviors in disease contexts.
Bridging the gap between fundamental research and biomedi-
cal applications will be crucial for advancing the diagnosis and
treatment of interface-related pathologies.

7 Conclusion

The morphodynamics of tissue interfaces is fundamental to
understanding complex biological processes, ranging from
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development and tissue repair to disease progression. This
review aims to offer a comprehensive exploration of tissue
interface morphodynamics, focusing on interface classifica-
tion, regulatory mechanisms, and the methodologies used to
study interface evolution. These aspects have significant prac-
tical implications, from elucidating mechanisms of tumor
progression and metastasis to developing innovative strategies
in regenerative medicine and tissue engineering. By advancing
our understanding of tissue interface morphodynamics, we
could uncover new pathways for studying and manipulating
biological systems, ultimately leading to breakthroughs in
biomedical science and therapy.
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