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of a quantum sensing protocol
designed with electrically controlled spins in silicon
quantum dots

Hoon Ryu, *a Kum Won Cho*b and Junghee Ryucd

Though electron spins in electrically defined silicon (Si) quantum dot systems have been extensively employed

for physical realization of quantum processing units, their application to quantum sensing has not been active

compared to the case of photonic qubits and nitrogen-vacancy spins in diamonds. This work presents

a comprehensive study on the feasibility of Si quantum dot structures as a physical platform for

implementation of a sensing protocol for magnetic fields. To examine sensing operations at a systematic

level, we adopt in-house device simulations taking a Si double quantum dot (DQD) system as a target

device where the confinement of electron spins is controlled with electrical biases in a Si/Si-germanium

heterostructure. Simulation results demonstrate the fairly nice utility of the Si DQD platform for detecting

externally presented static magnetic fields, and, more notably, reveal that sensing operations are not quite

vulnerable to charge noise that is omnipresent in solid materials. As a rare study that presents in-depth

discussion on operations of quantum sensing units at a device-level based on computational modeling, this

work can deliver practical insights for potential designs of sensing units with electron spins in Si devices.
1 Introduction

Electron spins in silicon (Si) have been regarded as a strong
physical mechanism for encoding quantum bits (qubits) since
their coherence time is known to be able to reach up to several
hundred milliseconds in well puried Si28 wafers,1–3 and due to
the potential advantage that classical control hardware can be
easily integrated with industrial-standard lithographical
processes. Since the concept of controllable logic operations with
electron spins in electrically controlled quantum dot (QD) struc-
tures was proposed by Loss and DiVincenzo,4 experimentalists
have put signicant efforts to realize logical building blocks for
quantum computing in a Si QD system, such that today's single-
qubit rotations can be conducted in ∼100 nanoseconds (ns) with
a delity larger than 99.9%.2,5,6 Fast 2-qubit gating blocks are also
available so SWAP, controlled-Z (CZ), and controlled-X (CNOT)
logic have been demonstrated with a delity larger than 98%.7–10

Fully programmable processors have been also reported with Si
QD systems,11–13 where the most up-do-date technical progress
involves a 6-qubit quantum processing unit (QPU)13 that is a little
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behind in terms of qubit sizes compared to the world-leading
status achieved with transmon qubits in superconductors14,15

and trapped-ion qubits.16,17

As a different class of applications from computations, qubits
can be used for sensing operations, i.e. to detect or measure
unknown physical quantities. According to a seminal review
article written by Degen et al.,18 the most broad denition of
quantum sensors includes devices that use quantum objects (e.g.
characterized by quantized energy levels) to measure physical
quantities (Type-I), so this may not necessarily limit the scope of
quantum sensors to the cases that use qubits (III–V quantum dot
photodetectors19,20 belong to the Type-I sensors though they do
not control qubits to detect light of a certain characteristic
wavelength). In a narrower sense, the Type-II class of quantum
sensors indicate devices that use quantum coherence of qubits.
With no doubt, the most relevant example of Type-II quantum
sensors should be nitrogen-vacancy centers in diamonds,21,22

which employ temporally created superposition states for
coherent sensing of magnetic and electric elds.23–25 The most
strict denition of quantum sensors applies to the Type-III class.
Having the potential to outperform classical sensors pushing the
measurement accuracy to the Heisenberg limit,26,27 Type-III
devices use entangled qubits as a sensing source and has been
mainly carried with photonic and cold-atom systems.26,28–31 In
contrast to its extensive employment for quantum computations,
however, the Si QD platform have been rarely employed for
sensing devices though electron spins in well puried Si28 are
suitable to implement sensing states due to their long coherence
time.1,32 In a broad perspective of the sensing application, QDs in
RSC Adv., 2025, 15, 12067–12075 | 12067
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Fig. 1 (a) The Si DQD structure that is used as a simulation target. The
system controls confinement of electron spins in the middle (8 nm-
thick) Si layer with DC biases imposed on top electrodes. Since the
device is normally quite long along the Z-direction, we adopt a 2D
simulation domain assuming the structure is periodic along that
direction. The laterally inhomogeneous magnetic field, which is
generated from a micromagnet in reality, is incorporated into the
device Hamiltonian. (b) The charge stability diagram modeled at (VB,
VM) = (200 mV, 400 mV). As we increase VL and VR, spin states in QDs
continue to shift lower in energy and, eventually, the ground state of
each QD becomes occupied with an electron. Once the ground state
is filled, the potential valley disappears due to electron screening. At
(VL, VR) = (540 mV, 570 mV) (Bias pt. B), both QDs are filled with an
electron and the device is initialized to a 2-qubit jYYi state satisfying
the symmetric biasing condition.
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Si so far have been mainly studied to design spin-readout proto-
cols,33,34 whose focal functionality is to detect the spin-induced
variation in currents using electron states conned to phos-
phorus dopants. So, sensing units based on manipulation of
quantum information created with electron spins in Si QDs still
remain in a conceptual level, motivating studies for systematic
operations to ascend to a device application level.

Accordingly, here we investigate the feasibility of the Si QD
system to implement a simple Type-II sensing protocol for
magnetic elds. The sensing operation of a realistically sized Si
double QD (DQD) system based on a Si/Si-germanium (SiGe)
heterostructure is rigorously studied with device simulations
that use electronic calculations with a parabolic effective mass
model and bulk physics in a multi-scale manner.35–37 Through
a self-consistent determination of bias-dependent electric elds
and corresponding time-responses of electron spins, we secure
a set of control signals with which a sensing source can be
prepared and evolve to the nal state containing the informa-
tion of target quantities to be detected, and computationally
conrm that sensing operations generally produce fairly nice
results even when the target device suffers from non-negligible
charge noise that exists in any solid structures and is in prin-
ciple hard to be suppressed.38–40 Though this work is purely
computational, the presented modeling results are solid
enough to demonstrate that electrically dened QDs in Si can
serve as a sound physical platform to develop quantum sensors,
delivering practical guidelines for potential device designs.

2 Methods
2.1 Target system and device simulation

Fig. 1(a) shows the Si DQD device that we target to study in this
work. Taking the system reported by Zajac et al.41 as a reference, we
model a Si/Si0.7Ge0.3 heterostructure where the conned electron
spins reside in the 8 nm-thick middle Si layer. Here, the vertical
(along the Y-direction) connement is naturally created with band-
offsets among Si and SiGe layers but the lateral (along the X-
direction) one is electrically controlled by imposing DC biases to
the ve electrodes on top of the system. Starting with an initial
potential prole, the charge calculation is conducted in two ways.
The electron density prole in the middle Si layer where electron
spins are expected to reside is determined with electronic struc-
ture calculations based on the effectivemass approximation, while
the rest region that has almost no free carriers is handled with
bulk physics to save computing power. Once the charge prole is
determined, a 2D nonlinear Poisson solver is used to compute the
new potential prole that will be used as an input for charge
calculation in the next step. This self-consistent loop is conducted
iteratively until the potential prole converges. In reality, the DQD
device has a horseshoe-shaped local micromagnet to generate the
laterally inhomogeneous magnetic eld (BZ).41 As it is hard to
directly include the micromagnet in the simulation domain, we
take the spatial distribution of BZ computed by Neumann and
Schreiber42 and modify diagonal elements of the effective mass
Hamiltonian. We note that more detailed description for device
simulations can be found from one of our previous works.35 In
reality, the electrostatic potential energy and corresponding spin
12068 | RSC Adv., 2025, 15, 12067–12075
connement in Si QDs can be non-negligibly affected by size
mismatches that happen during lithographical processes or
atomistic natures like random atom distributions in SiGe
layers.43,44 But here we do not include such factors in modeling,
assuming that the DQD system is perfectly symmetric and does
not suffer from undesirable atomistic effects.

Fig. 1(b) shows the charge stability diagram that is calculated
when the barrier gate bias (VB) = 200 mV and the middle gate
bias (VM) = 400 mV. When the le (VL) and right gate (VR) bias
are low, the spin states in the middle layer are not occupied, so,
for example, both QDs are empty when (VL, VR) = (525 mV, 555
mV) (the bias point A in the diagram). As we increase VL and VR,
however, the spin states shi lower in energy and, eventually,
the lowest down-spin (jYi) state of each QD will be occupied by
an electron. The right subgures of Fig. 1(b) show the potential
energy distributions in the middle Si layer at two bias points in
the diagram. At the bias point A where both QDs are empty, the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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potential prole has two clear valleys where electrons can be
conned. At the bias point B where VL and VR reach 540 and
570 mV, respectively, both jYi states are lled and potential
valleys do not exist any more due to electron screening. At this
point, the DQD system is initialized to a 2-qubit jYYi state. In
particular, we note the bias point B satises the symmetric
biasing condition (i.e. the lateral potential prole in the middle
Si layer becomes symmetric) that is known to be helpful to make
spin operations robust to charge noise.39

2.2 DQD sensing protocol

The sensing protocol we would like to model with a Si DQD
platform is based on the Ramsey interferometry measure-
ment.18,45,46 For a 2-qubit system, the process for sensing externally
given static magnetic eld can be started by generating a super-
position state jjSi with the initial state jYYi as shown in eqn (1).

jjSi ¼
1

2
� ðjYYi þ jY[i þ j[Yi þ j[[iÞ

¼ ðH5HÞ � jYYi;
(1)

where H and 5 are a single-qubit Hadamard logic and a tensor
product operation, respectively. Once the sensing source jjSi is
prepared, we let jjSi evolve during time T in a native DQD
system where the spin in each QD can be controlled indepen-
dently (i.e. the exchange energy between two spins is zero). That
is,

jjTi = exp(−iHDQDT) × jjSi, (2)

where HDQD is the quantum Heisenberg model Hamiltonian for
a 2-spin chain system whose elements are calculated with
results of device simulations. Now, we conduct the post-
operation against jjTi to get the measurable state jjMi as
shown in eqn (3).

jjMi = (I 5 H) × CNOT × jjTi, (3)

where I is a single-qubit identity operation ((H, I) are conducted
to the (control, target) qubit, respectively). HDQD in eqn (2) is
given by

HDQD ¼ SL$BL þ SR$BR þ J �
�
SL$SR � 1

4

�
; (4)

where (SL, SR) are the electron spin in the le & right QD, J is the
exchange interaction between spins, and (BL, BR) are magnetic
elds that two electron spins see. If (BL, BR) are static and
oriented along the Z-direction,HDQD in eqn (4) can be expressed
as a 4 × 4 matrix with a set of {jYYi, jY[i, j[Yi, j[[i} basis,

HDQD ¼

0
BBBBBBBBBBBB@

�EZþ
2

0 0 0

0
EZ�
2

� J

2

J

2
0

0
J

2
�EZ�

2
� J

2
0

0 0 0
EZþ
2

1
CCCCCCCCCCCCA

; (5)
© 2025 The Author(s). Published by the Royal Society of Chemistry
where EZ+ = EZR + EZL and EZ− = EZR − EZL (EZR and EZL are the
Zeeman-splitting energy of the spin in the right and the le QD
of the DQD system, respectively). If two electron spins are
perfectly isolated (i.e. J= 0),HDQD in eqn (5) becomes a diagonal
matrix, and the 2-qubit states jjTi and jjMi in eqn (2) and (3)
can be rewritten as eqn (6) and (7),

jjTi ¼
1

2
exp

�
i
EZþ
2

T

�
jYYi þ 1

2
exp

�
�i

EZ�
2

T

�
jY[i

þ1

2
exp

�
i
EZ�
2

T

�
j[Yi þ 1

2
exp

�
�i

EZþ
2

T

�
j[[i;

(6)

jjMi ¼
1ffiffiffi
2

p cos

�
EZþ
2

T

�
jYYi þ iffiffiffi

2
p sin

�
EZþ
2

T

�
jY[i

þ 1ffiffiffi
2

p cos

�
EZ�
2

T

�
j[Yi þ iffiffiffi

2
p sin

�
EZ�
2

T

�
j[[i;

(7)

and we compute EZ+ and EZ− by getting the state probabilities of
jYYi and j[[i as a function of T, from which the quantity of BL
and BR can be extracted.
3 Results and discussion
3.1 Conduction of pre- & post-operation

In the Section 2.1 and Fig. 1(b), we described how the DQD
system can be initialized to a jYYi state. The next step for
designs of a sensing protocol is to dene control signals that are
necessary to conduct elementary gate operations to generate
jjSi from the initial state (pre-operation), and jjMi from jjTi
(post-operation). As shown in eqn (1) and (3), the pre- and post-
operation require a single-qubit H and a 2-qubit CNOT gate. In
the DQD system, any single-qubit logics must be driven in the
regime where two electron spins weakly interacts so the spin in
one QD can be manipulated independently of the spin in the
other QD, while entangling gates generally require the regime
where the interaction is strong. To secure biasing points that
place the DQD system in these regimes, we rst examine how
the exchange interaction energy J between two QD spins is
controlled with the bias VM of the DQD system. Fig. 2(a) shows J
as a function of VM that is simulated at (VL, VR, VB) = (540 mV,
570 mV, 200 mV). In general, the spin interaction becomes
stronger with a higher value of VM as it lowers the potential
barrier between two QDs. In particular, here we choose the
point of VM = 400 mV as a weak interaction mode where J
remains in the order of kHz (75.64 kHz), and the point of VM =

408.1 mV as a strong interaction mode where J reaches 19.27
MHz.

The H logic, which requires the DQD system to be in a weak
interaction mode at VM = 400 mV, can be completed with
a sequential conduction of a RZ(+p) and a RY(+p/2) operation
where RY and RZ indicate the rotation of a single electron spin
around the Y- and the Z-axis, respectively. Since the RZ logic can
be conducted instantly with soware in reality,11,41 here we only
need to discuss how the RY logic can be conducted to each spin
in the DQD system. To rotate a single electron spin around the
Y-axis, we need an additional time-varying magnetic pulse that
is oriented along the Y-direction (BY(t)), and the magnitude of
RSC Adv., 2025, 15, 12067–12075 | 12069
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Fig. 2 (a) The sensitivity of J to VM that is simulated at (VL, VR, VB) =
(540 mV, 570 mV, 200 mV). Here we choose two basing points (VM =

400 mV and 408.1 mV where J = 75.64 kHz and 19.27 MHz, respec-
tively) such that the first one can be used for individual qubit
addressing while the other is for implementation of entangling logics.
(b) Time-responses of spins in the DQD system that are calculatedwith
VM = 400 mV and a small time-varying magnetic pulse BY(t) whose
driving frequency is set to the Zeeman-splitting energy of the electron
spin in the left (top) and the right QD (bottom). In this condition, spins
rotate along the Y-direction, completing the Pauli-Y (RY(p)) logic in
100.5 ns and 99.7 ns for the left and the right QD, respectively. (c) (i)
The multi-step implementation of a CNOT gate based on a sequential
conduction of RY(−p/2) / CZ / RY(+p/2), and (ii) the real-time
control of VM needed for the multi-step CNOT operations and cor-
responding time-responses of QD spins. The RY logic can be imple-
mented with VM = 400 mV where spins weakly interact. The CZ logic
needs a strong interaction mode (VM = 408.1 mV), and can be
implemented with no time-varying pulses.
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BY(t) should be small enough not to affect the electrostatic
properties of the DQD system that are determined self-
consistently with device simulations. Aer incorporating BY(t)
= Bo × cos(uDt) into HDQD in eqn (4), where Bo of 5.0 MHz is
much smaller than the Zeeman-splitting energy of each QD spin
that is determined by BZ from the local magnet (Fig. 1(a)), we
solve a time-dependent Schrödinger equation with an initial
state jYYi, and show results in Fig. 2(b). The time-response in
the upper subgure, which is obtained with uD equal to the
Zeeman-splitting energy of the spin in the le QD (18.31 GHz),
show that only the spin in the le QD oscillates, completing the
Pauli-Y logic (RY(+p)) in ∼100.5 ns. When uD is set to the
Zeeman-splitting energy of the spin in the right QD (18.45 GHz),
only the spin in the right QD oscillates and the RY operation is
a bit faster than the case of the le QD as the lower subgure of
Fig. 2(b) shows. For both QDs, the secured Pauli-Y logic shows
a 99.98% delity in a noise-free condition.

The post-operation that is necessary to get the measurable
state jjMi must involve a CNOT logic. While Zajac et al.
demonstrated its successful implementation with a single time-
12070 | RSC Adv., 2025, 15, 12067–12075
varying magnetic pulse in the Si DQD system,41 one of our
previous works shows the implementation based on a sequen-
tial conduction of RY and CZ gates makes the CNOT logic more
robust to charge noise with little sacrice in gating speed.36 This
multi-step implementation of a CNOT logic is described in
Fig. 2(c(i)), for which we need to apply BY(t) for RY(±p/2) gating.
The CZ gate that serves as an entangling step requires a strong
interaction mode but can be achieved with no time-varying
elds since the term exp(−iHDQDT) in eqn (2) with HDQD in
eqn (4) becomes a Ising ZZ (RZZ) coupling logic in the adiabatic
regime.36,47 The real-time control of VM for this multi-step CNOT
gating and corresponding time-response of spins are shown in
Fig. 2(c(ii)) where we assume switching VM takes 0.1 ns. Results
indicate the overall CNOT operation can be completed in
∼128.0 ns including two switching times (sTR) with a noise-free
delity of 99.07%. For RY with positive angles, we use BY(t) as it
is given in the previous paragraph. For negative angles,
however, we need to introduce a phase shi to BY(t) and BY(t) =
Bo × cos(uDt + p).
3.2 Detection of unknown magnetic eld

Since H & CNOT gating can be secured as described in the
Section 3.1, the pre- & post-operation shown in eqn (1) and (3)
can be done, and the focus of discussion now becomes the
operational feasibility of a sensing protocol. For this purpose,
we rst present a conceptual scheme of the sensing process in
Fig. 3(a), which will be simulated to examine how the detection
of unknown external magnetic elds can be done with the Si
DQD system. Here, the full process to be modeled consists of
the three steps: (i) the pre-operation step is conducted in
a weak-interaction mode under the magnetic eld BZ that stems
from the local magnet (we denote this local magnetic eld as
BZ(Local)). (ii) Once the sensing source jjSi is obtained from the
step (i), we let it evolve during the time T in the DQD system,
which still needs to be in a weak-interaction mode to secure
jjTi. The external magnetic eld (the sensing target, BZ(-
External)), being static and oriented along the Z-direction, is
presented during this period, and the state evolves under the
static eld of BZ(Local) + BZ(External). (iii) The post-operation is
conducted against jjTi under BZ(Local) and we get jjMi. In
Fig. 3(b), we describe a circuit-level description of the sensing
process and the real-time control of biases that is required to
complete the entire process (VB = 200 mV & the transition time
of VM = 0.1 ns). Simulation results based on this bias control
reveal the pre-operation time (sSTEP01) becomes ∼50.0 ns that is
almost determined by the time needed to complete the RY(+p/2)
logic against the spin in the le QD. The post-operation, which
involves the multi-step CNOT logic, requires∼178.0 ns (sSTEP03),
so, in the modeling perspective, we recognize the sensing
process can be nished in∼(232 + T) nsec (considering the time
required to complete the step (ii) (sSTEP02 = T)), and the opera-
tion would not be quite limited by the spin coherence time in
DQD systems based on well puried Si wafers if sSTEP02 is not
too large.

With the secured controls for the pre- & post-operation, now
we can simulate the measurable state jjMi to get its state
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 (a) The DQD-based sensing protocol involves the following
steps: (i) after initialization of the DQD system, the pre-operation is
conducted and jjSi is secured. Here, the sensing target (BZ(External)) is
not given yet, and the operation is conducted under the field gener-
ated from a local magnet (BZ(Local)) of the DQD system. (ii) BZ(-
External) is given, and jjSi evolves to jjTi under a static field of
BZ(External) + BZ(Local) in a weak interaction mode. (iii) The post-
operation is done under BZ(Local) to get jjMi, where the CNOT gating
is implemented with the multi-step control shown in Fig. 2(c(i)). (b)
Description of the sensing process in a circuit-level and the real-time
control of electrical biases that is required to complete the process
with the DQD system.
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probability of jYYi and j[[i (PjYYi and Pj[[i) as a function of
sSTEP02, during which jjSi evolves to jjTi under the sensing
target. To examine the functionality of the DQD sensing
protocol for spatially homogeneous elds, we simulate jjMi
with a constant BZ(External) of−650mT where the negative sign
indicates BZ(External) is aligned in reverse of the direction of
BZ(Local), and present the computational results in Fig. 4(a). As
discussed in the Section 3.1 with Fig. 2(b), (EZL, EZR) = (18.31
GHz, 18.45 GHz) with BZ(Local), so the elds seen by the le
(BZL) and the right QD (BZR) become +655.30 mT and +660.41
mT, respectively. With a BZ(External) of −650 mT, the new (BZL,
BZR) should be (5.30mT, 10.41mT) and corresponding (EZL, EZR)
= (148.32 MHz, 291.28 MHz) in a theoretical perspective. From
eqn (7), we know that the oscillation frequencies of PjYYi and Pj
[[i are EZ+ and EZ−, respectively, and, by taking the Fast Fourier
Transform (FFT) against simulated PjYYi and Pj[[i, we obtain
the dominant frequency at 0.425 GHz for PjYYi and 0.142 GHz
for Pj[[i, whose deviations with respect to their theoretical
values are just ∼3.3% for EZ+ (=439.60 MHz) and ∼0.7% for EZ−
(=142.96 MHz).
© 2025 The Author(s). Published by the Royal Society of Chemistry
Another case that we would like to computationally examine
is the feasibility of the sensing protocol for spatially inhomo-
geneous elds. For this purpose, we assume that BZL and BZR
driven with BZ(External) are different, and present the results
simulated with a sensing target of (BZL, BZR) = (−650 mV, −634
mV) in Fig. 4(b). In this case, the new theoretical values of EZL
and EZR with BZ(External) become 148.32 MHz and 739.16 MHz,
respectively, since the state evolution in the step (ii) of the
sensing process is done under (BZL, BZR) = (5.30 mV, 26.41 mV).
FFT-driven dominant frequencies of the simulated state prob-
abilities turn out to be 0.872 GHz and 0.581 GHz for PjYYi and
Pj[[i, respectively, deviating by ∼1.7% (PjYYi) and ∼1.6% (Pj
[[i) from their theoretical values. We note that all the FFT
results shown in Fig. 4 have a DC term since, from eqn (7),
PjYYi and Pj[[i of jjMi can be written as

PjYYiðTÞ ¼ 1

2
cos2

�
EZþ
2

T

�
¼ 1

4
ð1þ cosðEZþTÞÞ; (8)

and

Pj[[iðTÞ ¼ 1

2
sin2

�
EZ�
2

T

�
¼ 1

4
ð1� cosðEZ�TÞÞ; (9)

so both of them have a constant term of 1/4.
Once we secure the values of EZ+ and EZ− from PjYYi and Pj

[[i of jjMi, the quantities of BZL and BZR introduced by BZ(-
External) can be easily determined since we know the quantities
of BZL and BZR driven with BZ(Local) that is generated from the
micromagnet). To investigate the performance of the DQD-based
sensing protocol in amore general manner than what is shown in
Fig. 4, we conduct simulations withmore diverse conditions, and,
for spatially homogeneous sensing targets, we consider BZ(-
External) (= BZL= BZR) ranging from−650mT to−50mTwith an
incremental step of 50 mT, presenting corresponding computa-
tional results in Fig. 5(a). Here in general, the accuracy of EZ+ &
EZ− values determined from simulated jjMi is fairly nice, and the
deviation from their theoretical values becomes just 0.49± 0.83%
for EZ+'s and 0.090 ± 0.21% for EZ−'s. Simulation results also
indicate that the detected BZL's and BZR's represent their given
quantities quite well, revealing their associated inaccuracies
mark −5.72 ± 0.47 mT and 4.49 ± 0.46 mT for BZL's and BZR's,
respectively. Performance of the sensing protocol is also exam-
ined with spatially inhomogeneous sensing targets where BZR is
again varied from −650 mT to −50 mV with a step of 50 mV.
Computational results in Fig. 5(b) show that simulation-driven
EZ+'s and EZ−'s still solidly follow their theoretical values when
BZ(External) is spatially inhomogeneous, though they generally
become less accurate than the cases of homogeneous targets
(6.70± 3.81% and 2.20 ± 0.41% for EZ+'s and EZ−'s, respectively).
Similarly, detected BZL's and BZR's represent given values well, but
their inaccuracies turn out to be −10.02 ± 1.35 mT for BZL and
−7.00 ± 5.27 mT for BZR, being worse than the results obtained
with homogeneous sensing targets.

Although the performance of sensing operations shows
a non-negligible dependency on the sensing target, we claim the
general pattern of detected elds shown in Fig. 4 and 5 is solid
enough to support the feasibility of the Si DQD platform as
a sensing protocol for magnetic elds, particularly including
RSC Adv., 2025, 15, 12067–12075 | 12071
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Fig. 4 (a) The probability of jYYi and j[[i of the measurable state jjMi (PjYYi and Pj[[i) that are obtained as a function of sSTEP02 with the
spatially homogeneous sensing target BZ(External) = −650 mT. Results of the Fast Fourier Transform (FFT) show the dominant frequency of
PjYYi and Pj[[i that are very close to the theoretical values of EZ+ and EZ−, supporting the solid feasibility of the DQD system as a sensing
protocol for homogeneous fields (b) PjYYi and Pj[[i simulated with the spatially inhomogeneous BZ(External) that marks −650 mT and −634
mT at the spot of the left QD (BZL) and the right QD (BZR), respectively. FFT-driven dominant frequencies of Pj[[i and PjYYi also supports the
solid operation of the sensing protocol for inhomogeneous fields. Note that all the FFT results given in this figure show a zero-frequency
component, because PjYYi and Pj[[i always have a constant term.
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spatially inhomogeneous ones that are in principle impossible
to be detected with a single QD device. All the computational
results driven with simulations so far, however, are noise-free
Fig. 5 (a) Performance of the DQD sensing protocol when the sensing
External) (=BZL = BZR) that varies from −650 mT to −50 mT with an incr
feasibility of the sensing protocol, so the inaccuracies of EZ+'s & EZ−'s deri
theoretical values, and, accordingly, the detected BZL's & BZR's deviate
respectively. (b) Computational results driven with spatially inhomogeneo
from −650 mT to −50 mT with a step of 50 mV. As similarly to the cas
quantities. While the accuracies generally become worse than the case o
−10.02 ± 1.35 mT, and BZR's: −7.00 ± 5.27 mT), simulation results are
inhomogeneous sensing targets.

12072 | RSC Adv., 2025, 15, 12067–12075
so, in the Section 3.3, we discuss how the sensing perfor-
mance is affected when the Si DQD system is exposed to noisy
conditions.
target is constant (spatially homogeneous). Being secured with BZ(-
emental step of 50 mT, simulation results well confirm the operational
ved from simulated jjMi are just 0.49± 0.83% & 0.090± 0.21% of their
by −5.72 ± 0.47 mT and 4.49 ± 0.46 mT from their given quantities,
us BZ(External) that is considered with BZL = −650 mV and BZR varying
e of homogeneous targets, detected values here solidly follow given
f homogeneous targets (EZ+'s: 6.70 ± 3.81%, EZ−'s: 2.20 ± 0.41%, BZL's:
fair enough to claim the operational feasibility of the protocol under

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 (a) The sensitivity of sensing operations to charge noise simu-
lated with a constant sensing target of −650 mT. Even in the worst
case where the noise strength (s) reaches 5.0 meV, the average
quantities of detected BZL's and BZR's differ by just−3.07 mT and −1.37
mT from their noise-free values, respectively. (b) The operational
sensitivity examined for an inhomogeneous target (BZL = −650 mT,
BZR = −634 mT). The stability of sensing operations here is also well
supported since the average difference between noisy and noise-free
quantities at s = 5.0 meV become 0.08 mT for BZL and −3.48 mT for
BZR.
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3.3 Sensitivity of sensing operation to charge noise

In reality, any quantum logic operations in Si QD systems must
be affected by noise. The reason why highly puried Si28 wafers
are required for designs of solid QPUs is also noise since
nuclear spins in natural Si29 serve as a noise source, affecting
the coherency of electron spins where qubits are encoded.
Though it costs substantial money, however, this spin noise can
be hugely suppressed by pushing the concentration of Si29

atoms in Si wafers below 50 ppm (0.005%),1 and nowadays
highly puried 300 mm Si28 wafers are also available.48 Another
type of noise inherent to Si is unintentionally uctuating elec-
tric eld, which is known as charge noise since electric eld and
charge distribution inuence each other. Though there is the
known rule of thumb for suppression of the spin noise in Si, no
absolute ways to suppress Si charge noise are known so far up to
our knowledge. There are studies reporting that the sensitivity
of spin qubits to charge noise in Si can be reduced with fast
measurements38 or controls of electrical biases,36,39 but they are
not the ways to directly suppress charge noise. Accordingly, it
becomes crucial to explore how the sensing protocol behaves
under charge noise of substantial magnitudes.

To computationally investigate sensing operations under
noisy conditions, we conduct the same set of simulations as
those employed to drive the results in Fig. 4, but here we
effectively consider the effect of charge noise on the electronic
structure of the Si DQD system by introducing random uctu-
ation to the potential energy distribution that is self-
consistently determined with device simulations. The poten-
tial uctuation is generated in every grid of the 2D simulation
domain with a zero-mean Gaussian distribution. The standard
deviation (s) of this random potential energy, which indicates
the strength of charge noise, is chosen in the range from 10−3

meV to 5.0 meV, where the maximal value of s well reects the
strength of charge noise reported for physical Si devices.38 For
each value of considered s's, a total of 200 simulations are
conducted to incorporate the random nature of noisy potential
energy into sensing operations. In Fig. 6(a), we show the results
obtained when a constant eld of BZL = BZR = −650 mT is given
as a sensing target. The noise-free values of detected BZL and BZR
are −655.34 mT and −645.17 mT, respectively, and the effect of
charge noise on these values is not quite remarkable when s #

0.1 meV. Stronger noise, however, obviously affects the sensing
operation, and, in the worst case when s= 5.0 meV, detected BZL
and BZR become −658.41 ± 2.71 mT and −646.54 ± 1.34 mT,
respectively. Simulation results given in Fig. 6(b), which are
obtained with an inhomogeneous target of (BZL, BZR) =

(−650 mV, −634 mV), also indicate the noise-free detected
quantities (BZL = −655.22 mT, BZR = −629.35 mT) are not quite
affected by charge noise when s # 0.1 meV, but BZL and BZR
reach −655.14 ± 6.20 mT and −632.83 ± 3.95 mT, respectively,
when s = 5.0 meV.

Although the results shown in Fig. 6 clearly indicate the
absolute truth that a sensing protocol device designed with the
Si DQD system cannot be free from charge noise, the sensitivity
of sensing operations is not quite strong in general so the
averages of detected BZL's and BZR's with s = 5.0 meV differ by
© 2025 The Author(s). Published by the Royal Society of Chemistry
just 0.47% (−3.07 mT) and 0.21% (−1.37 mT) in magnitude
from their noise-free values under a homogeneous target. The
noise-sensitivity of operations does not change much with an
inhomogeneous sensing target, such that the average difference
between noisy and noise-free results at s = 5.0 meV becomes
0.01% (0.08 mT) for BZL and 0.55% (−3.48 mT) for BZR, sup-
porting the operational stability of the DQD-based sensing
protocol.
4 Conclusions

In this work, we computationally examined the operational
feasibility of a sensing protocol for static magnetic elds that is
designed with electron spins in the electrically controlled
silicon (Si) quantum dot (QD) platform. With an empirical
description of electronic structures augmented by bulk physics,
we rigorously simulate a realistically sized double QD (DQD)
RSC Adv., 2025, 15, 12067–12075 | 12073
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device that can have up to two electron spin quantum bits
(qubits), securing control signals required for initialization of
the DQD system and implementation of single- & two-qubit
gates that are essential for sensing operations. End-to-end
operations of the protocol whose logic is based on the simple
Ramsey interferometry measurement, are extensively tested
against spatially homogeneous and inhomogeneous elds.
Although the performance becomes generally better for detec-
tion of homogenous elds, the overall results are fairly good
enough to support the feasibility of the Si QD platform as
a sensing device even when the process is under substantial
charge noise. The protocol studied in this work uses a super-
position state as a sensing source (a Type-II quantum sensor
according to the classication scheme reported by Degen et
al.18), so its superiority in performance to classical sensors is
somewhat ambiguous unlike the case where entangled states
act as sensing sources. Another point that is not studied with
modeling is the measurement process that would be a source of
errors in reality. Nevertheless, the design & engineering details
that this work presents can contribute to expanding the appli-
cation scope of electron spins in Si whose main application so
far is quantum computation.
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