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for hours-ahead forecasts of
urban air concentrations of oxides of nitrogen from
univariate data exploiting trend attributes

David A. Wood

The extraction of multiple attributes from past hours in univariate trends of hourly oxides of nitrogen (NOx)

recorded at ground-level sites substantially improves NOx hourly forecasts for at least four hours ahead

without assistance from exogenous-variable inputs. The method proposed is evaluated with public datasets

of hourly NOx data, compiled from 2017 to 2021, for local sites from multiple cities in central England. The

datasets for each urban or roadside site considered include more than 40000 NOx hourly recordings. The

period covered straddles the COVID-19-related lockdowns of 2020, associated with lower vehicle

emissions that impacted NOx trends at all the studied sites extending into 2021. Fifteen trend attributes are

extracted from the recorded NOx trends relating to the previous twelve hours of recorded data. The

attributes considered are easily calculated and include seasonal components, recent-past-hour NOx values,

averages of several past hours, and differences and rates of change between selected past hours. A multi-

linear regression (MLR) and three machine-learning (ML) models are trained and cross-validated for various

yearly intervals within the 2017 to 2021 period. The trained models are then applied to predict up to four

hours ahead for 2020 and 2021 as separate testing subsets. The models substantially outperform

autoregressive and moving average (MA) methods in their hours-ahead forecasts. Feature importance

analysis extracted from the MLR and ML models reveals the flexibility with which the models can give more

weight to certain trend attributes depending upon the t + x hour being predicted.
Environmental signicance

Oxides of nitrogen (NOx) primarily enter the atmosphere as a result of fossil fuel combustion. Once in the atmosphere NOx reacts with other gases and
contributes to ozone formation. Atmospheric NOx and ozone have negative impacts on the biosphere and biodiversity, including respiratory issues for animals
and chemical changes to soils. NOx air concentrations vary seasonally and diurnally and uctuate from hour to hour, resulting from complex anthropogenic and
meteorological inuences. These complexities make short-term atmospheric NOx predictions unreliable when based solely on environmental variables.
However, hour-ahead forecasts of atmospheric NOx levels are required to provide local warnings to individuals at risk. A set of easily calculated attributes to the
local hourly univariate NOx trend, with the assistance of machine learning methods, can provide more reliable short-term NOx forecasts. Such forecasts
outperform those made by autoregressive or moving average methods, or those relying on exogenous variables.
1. Introduction

Anthropogenic contributions to air pollution worldwide are of
major concern.1 The adverse impacts on human health,
ecosystems, and crop yields of particulate matter (PM), oxides of
sulphur (SOx), oxides of nitrogen (NOx), ozone (O3), and carbon
monoxide (CO), in particular, are well documented.2–6 Nitrogen
dioxide (NO2) and nitrous oxide (NO) are released into the
atmosphere as primary emissions from the burning of fossil
fuels. Once in the atmosphere, NO reacts with ozone and vola-
tile organic compounds (VOC) to form secondary NO2, with
some ozone also generated by photochemical degradation of
CO and VOC by interactions with NO2.7,8 It is therefore
w@dwasolutions.com

the Royal Society of Chemistry
appropriate to record atmospheric levels of both NO and NO2

expressed as NOx.9 Since the 1990s, NOx anthropogenic emis-
sions have declined substantially in most parts of Europe,10

However, that is not the case in Asia or much of the developing
world.1 Moreover, planned increases in the combustion of
hydrogen in power plants could lead to future NOx emissions
increasing.11 The ability to monitor and detect major anthro-
pogenic NOx sources by satellite has added a new dimension to
NOx monitoring in recent years.12

Diesel-fuelled engines are responsible for a substantial
proportion of NOx emissions in urban areas.13,14 However,
during urban driving, NOx emissions from diesel engines are
substantially nonlinear as vehicles move at various speeds.15

This leads to highly uctuating roadside NOx levels as traffic
densities vary,16 making it important to monitor both roadside
Environ. Sci.: Adv., 2023, 2, 1505–1526 | 1505
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and urban background NOx air concentrations.10 The combi-
nation of seasonal and diurnal environmental and meteoro-
logical variations, coupled with peak and off-peak traffic
volumes and power demand varying across each days, hourly
recorded NOx concentrations tend to be quite volatile on an
hour-by-hour basis, particularly at roadside sites. This makes
accurate short-term forecasting of hourly NOx trends extremely
challenging, even though such predictions are important to
provide advanced warning of impending NOx peaks to vulner-
able individuals.

Early prediction studies applied regression and autocorre-
lation methods to predict hourly NOx in urban air from mete-
orological data, particularly wind speed and direction.17 Various
machine learning (ML) and deep learning methods have been
applied to NOx air quality time series in attempts to provide
more accurate short-term and long-term forecasts.18 Li et al.
applied several ML models,19 nding the random-forest model
to be the most accurate, for predicting hourly roadside NOx
levels in Hong Kong based on meteorology, traffic emissions,
and background pollution input. A random forest model
combined with data partitioning was used to model NOx levels
in Wrocław (Poland) based on meteorology and traffic-ow
inputs.20

To reduce the complexity of meteorological and environ-
mental variations some studies focus on developing ML
models specically for predicting wintertime NOx peaks.21

Applying autoregressive integrated moving average (ARIMA)
models to univariate NOx time series can avoid the use of
additional input variables and provide short-term predictions
achieving moderate accuracy.22–24 Typically, ARIMA predic-
tions can be improved upon by applying ML and/or deep
learning methods.25 Another approach is to apply signal
decomposition to the univariate NOx time series. Liu et al.
achieved this by applying a wavelet transform to extract high-
and low-frequency signals as input for a long short-term
memory network to predict hourly NOx and other pollutants
in Tianjin (China).26 Univariate time-series decomposition
strategies are also appealing because they avoid the need for
exogenous data and the uncertainties of its inuences on NOx
air concentrations.

This study adapts the recently proposed trend-attribute time-
series analysis applied to predict hourly ozone air levels to
generate ML models for short-term NOx predictions at urban
recording sites in eight cities in Central England from 2017 to
2021.27 It compares the distinct NOx prediction requirements of
urban background and roadside recording sites and the impact
of reduced NOx concentrations in 2020 and 2021 related to
COVID-19 lockdowns. The relative importance of specic trend
attributes calculated with data from the prior twelve hours to
NOx forecasts for specic hours ahead is also established.

2. Materials

Hourly-recorded NOx data, made available by UK Air, from
urban recording sites in eight different cities located in Central
England was compiled for short-term prediction analysis.28 The
sites are:
1506 | Environ. Sci.: Adv., 2023, 2, 1505–1526
Coventry Allesley (urban background ID: UKA00592)
https://uk-air.defra.gov.uk/networks/site-info?site_id=COAL
Leeds Centre (urban background ID: UKA00222)
https://uk-air.defra.gov.uk/networks/site-info?site_id=LEED
Leicester University (urban background ID: UKA00573)
https://uk-air.defra.gov.uk/networks/site-info?site_id=LECU
Lincoln Cannick Road (urban traffic ID: UKA00561)
https://uk-air.defra.gov.uk/networks/site-info?site_id=LIN3
Nottingham Centre (urban background ID: UKA00274)
https://uk-air.defra.gov.uk/networks/site-info?site_id=NOTT
Sheffield Barnsley Road (urban traffic ID: UKA00622)
https://uk-air.defra.gov.uk/networks/site-info?site_id=SHBR
Sheffield Devonshire Green (urban background ID:

UKA00575)
https://uk-air.defra.gov.uk/networks/site-info?site_id=SHDG
York Fishergate (urban traffic ID: UKA00524)
https://uk-air.defra.gov.uk/networks/site-info?site_id=YK11
The three sites designated “urban traffic” have the air-quality

recording station positioned at a roadside location. These eight
city locations were selected because they are distributed across
the eastern region of Central England, and the hourly NOx
recordings were collected from 2017 to 2021. Two sites were
selected from Sheffield, one urban background and one urban
traffic, to provide an indication of the NOx concentration
differences that occur between these two types of sites in
a specic city. The data from each site should only be consid-
ered representative of the recording location, not of the city as
a whole. It would require averaging data from multiple
recording sites from individual cities to be able to make even
tentative claims that the NOx recorded data trends at the
studied sites are representative of their respective cities as
a whole. Table 1 provides a statistical summary of the recorded
hourly NOx value distributions at each site for different inter-
vals within the 2017–2021 period for each site. As should be
expected, the mean recorded NOx values are higher at the three
urban traffic recording stations than at the urban background
sites.

It is apparent from Table 1 that the NOx values recorded at
each city were substantially lower in 2020 and 2021 than in 2017
to 2019. The reduced road traffic movements and industrial
activity due to the COVID-19 pandemic lockdowns and subse-
quent economic recession, coupled with increased home
working, are the most likely explanations for such trends. Fig. 1
displays the 15 days rolling average NOx values for each of the
studied city sites (with extended data recording gaps at some
sites plotting as zero). The seasonal variations in the NOx value
trends recorded at each location are clear; with lower readings
in the summer months; and, higher readings in the winter
months. The trends at most sites are punctuated by frequent
short-lived peaks (spikes) throughout the year, which are more
extreme in terms of NOx uctuations at the urban traffic sites
than at the urban background sites. Periodic variations in traffic
ows at those sites are the most likely explanation, implying
that anthropogenic inputs, particularly related to emissions
from road vehicles contribute more to NOx concentrations
recorded at those sites than at the urban background sites.
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Summary statistics for the hourly NOx air quality data distributions recorded at eight city sites from Central England between 2017 and
2021. These data highlight the higher mean and standard deviation values of the three roadside recording sitesa

Statistical summary of NOx air quality hourly recorded data processed with 15 attributes from twelve prior hours for eight UK city recording stations

NOx in mg m−3 2017 to 2021 2017 to 2019 2017 to 2020 2020 2021

Coventry Allesley Hours available 36 488 21 735 28 649 6914 7839
Minimum 1.13 1.20 1.13 1.13 1.43
Maximum 697.09 697.09 697.09 420.66 285.67
Mean 29.57 29.57 31.53 23.82 22.42
Standard deviation 36.58 41.28 39.38 31.45 22.31

Leeds Centre Hours available 41 764 25 314 33 603 8289 7161
Minimum 1.01 2.48 1.11 1.11 1.01
Maximum 827.64 827.64 827.64 401.19 420.61
Mean 42.04 49.22 44.56 30.33 29.95
Standard deviation 40.89 45.43 42.83 29.43 27.00

Leicester University Hours available 40 387 25 184 33 122 7938 7265
Minimum 1.09 1.44 1.09 1.09 1.70
Maximum 642.81 642.81 642.81 390.56 378.83
Mean 33.91 37.55 35.10 27.31 28.51
Standard deviation 34.87 37.42 36.17 30.58 27.60

Lincoln Canwick Rd Hours available 40 908 25 074 33 288 8214 7620
Minimum 0.43 1.19 0.43 0.43 0.77
Maximum 1151.68 1151.68 1151.68 1149.34 518.12
Mean 83.19 97.99 83.19 61.99 57.34
Standard deviation 99.97 112.05 106.05 79.22 60.82

Nottingham Centre Hours available 40 923 24 873 32 925 8052 7998
Minimum 1.64 1.91 1.64 1.64 2.54
Maximum 899.16 899.16 899.16 662.11 513.65
Mean 38.98 45.29 40.86 27.17 31.22
Standard deviation 39.32 42.99 41.23 31.49 29.00

Sheffield Barnsley Rd Hours available 37 768 23 831 30 527 6696 7241
Minimum 0.58 0.58 0.58 1.22 1.21
Maximum 1268.25 1268.25 1268.25 778.40 671.21
Mean 86.39 92.57 87.94 71.44 79.86
Standard deviation 84.40 90.83 87.73 73.33 68.25

Sheffield Devonshire Green Hours available 34 372 23 568 32 006 8438 2366
Minimum 1.32 1.57 1.32 1.32 1.92
Maximum 1157.22 1157.22 1157.22 657.94 478.48
Mean 33.86 36.70 34.06 26.67 31.20
Standard deviation 43.49 45.68 43.80 37.06 38.98

York Fishergate Hours available 36 955 21 014 28 652 7638 8303
Minimum 0.87 1.08 0.87 0.87 1.05
Maximum 835.38 835.38 835.38 444.35 395.85
Mean 48.48 58.71 52.44 35.17 34.82
Standard deviation 48.11 53.85 50.93 36.68 33.31

a Total hours from 1st Jan 2017 to 31st Dec 2021 were 43 824.
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Fig. 2 displays the full hourly recorded NOx data together
with the 15 days rolling averages for two representative sites:
Coventry Allesley (urban background) and Lincoln Canwick
Road (urban traffic). These graphs highlight the short-lived
nature of high-magnitude NOx concentration spikes at both
types of locations, with most high-magnitude spikes occurring
in the winter months. At both sites displayed in Fig. 2, the
magnitude of the spikes in 2021 is substantially lower than
those recorded in 2017 to 2020. This is somewhat surprizing as
the most severe COVID-19-driven lockdowns occurred in 2020.

Fig. 3 plots the percentile values of the NOx hourly recorded
data distributions at the Coventry and Lincoln sites for
© 2023 The Author(s). Published by the Royal Society of Chemistry
different time intervals in the 2017–2021 period, at both sites,
all the percentile values are distinctly higher for the 2017–2019
period. Also, at both sites, all the percentiles up to 80% (dis-
played as 0.8 in Fig. 2) are slightly higher for 2021 than for
2020. On the other hand, for the percentiles $80% the values
are higher for 2020 than 2021. This suggests that although the
NOx peaks were lower in 2021 than 2020 at both sites, the
background NOx values recorded at these sites were lower in
2020 than 2021, which is what would be expected based on the
severity of the COVID-19 lockdowns for those two years. These
characteristics are representative of the NOx trends at all eight
sites studied.
Environ. Sci.: Adv., 2023, 2, 1505–1526 | 1507
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Fig. 1 15 days rolling averages of hourly NOx air quality data recorded at eight city sites in Central England between 2017 and 2021. These are raw
data trends including periods where no data was recorded (data gaps). See Appendix A for annual displays of this data. The trends identify lower
NOx peaks in 2020 and 2021 compared to 2017 to 2019.
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3. Method
3.1 Trend attributes to characterize NOx hourly records

On an hour-to-hour basis, NOx concentrations at urban sites are
strongly inuenced by anthropogenic (traffic ow, commercial
and industrial) activity, in addition to meteorological and
seasonal factors. This makes it very difficult to predict short-
term hourly NOx air-quality concentrations in the short term
(i.e., the coming few hours) based on hourly recorded meteo-
rological and environmental variables. It is therefore useful to
develop and apply univariate predictionmethods that rely solely
on the information that can be gleaned from the NOx trend
recorded in the recent past. A recently developed univariate
trend-attribute method has successfully been developed and
applied to multi-year hourly ozone concentrations to predict
hours-ahead ozone concentrations in city air.27 This approach is
adapted in this study to predict hours-ahead NOx concentra-
tions. NOx hourly trends in city air tend to be more spiky than
those recorded for ozone because anthropogenic inuences
have more immediate impacts. This makes univariate hourly
prediction analysis more challenging for NOx than for ozone.

The trend-attribute method captures information from the
previous twelve hours (t − 12 to t − 1) of the univariate NOx
recorded concentrations. It then appends that information as
specic trend attributes to the current hour (t0) recorded NOx
value. In an hours-ahead prediction conguration, the calculated
trend attributes become the independent variables used in
a supervised learning context to initially predict the hourly NOx t0
values across a year or multiple years. Due to annual uctuations
in climatic, environmental, and anthropogenic inputs to NOx
trends, it is necessary to understand NOx trends at specic city
locations in a multi-year context. Once the t0 prediction models
are trained validated and tested on a multi-year basis, it is rela-
tively straightforward to adapt them to predict further ahead
using the t− 1 to t− 12 independent variables for supervision. In
this study, models are developed to predict NOx hours t0, t + 1
1508 | Environ. Sci.: Adv., 2023, 2, 1505–1526
(two hours ahead of the available recorded information), and t + 3
(four hours ahead of the available recorded information).

Fieen trend attributes are calculated for the hourly data
compiled for each of the eight city sites. These attributes are
dened in Table 2, with the abbreviation used for each attribute
displayed in column 1 of that table, and the source or calcula-
tion method included in the other columns.

Attributes S and SD (Table 1) capture hourly information
relating to the seasonality uctuation of the NOx hourly trends.
S is extracted from the time series using the Statsmodel
seasonal decompose Python-coded function.29 SD then calcu-
lates the change/hour of S between t − 12 and t − 1. Fig. 4
displays the hourly SD NOx values associated with the Coventry
and Lincoln sites, which are representative of the urban-
background and urban-traffic sites studied, respectively. The
scale range for Lincoln (Fig. 4B) is three times greater than for
Coventry (Fig. 4A), but the relative difference between summer
and winter SD values is greater for the urban background than
the urban traffic site. This is consistent with greater inuence of
environmental and climatic contributions to the urban back-
ground site, compared to greater anthropogenic contributions,
in the form of vehicle emissions, at the urban traffic site.

Three trend attributes consider hourly NOx values from the
three hours (t − 1 to t − 3) before t0. The other attributes are
calculated by applying simple mathematical averages, differ-
ences, and rates between recorded NOx concentrations at
specic hourly intervals in the range of t − 12 to t − 1.

Other trend attributes could be calculated from the recorded
hourly NOx datasets. However, the objective of this study is to
demonstrate the value of the trend-attribute method for short-
term hours ahead NOx predictions using relatively simple and
easy-to-calculate attributes from a limited prior hour interval
(t − 12 to t − 1). Future studies are planned to evaluate the
inuence of other attributes and longer prior-hour intervals
(t − 24 to t − 1; t − 36 to t − 1) on NOx hour-ahead prediction
accuracy.
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Hourly NOx recorded data at two city sites from Central England from 2017 to 2021: (A) Coventry Allesley (typical of urban background
recordings); (B) Lincoln Canwick Road (typical of urban roadside recordings). The trends displayed highlight that both types of recording site
display multiple short-lived NOx peaks (spikes) with higher background and peak values occurring at the roadside site.
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3.2 Prediction models applied to hourly trend-attribute NOx
datasets

The results of four prediction models applied to the trend-
attribute congured hourly NOx air quality concentration
datasets are reported in this study. The models are multi-linear
regression (MLR), K-nearest neighbour (KNN), support vector
regression (SVR) and extreme-gradient boosting (XGB). Several
other widely used machine learning methods were also trialled
with the datasets, including adaptive boosting, decision tree,
extreme-learning machine, multi-layer perceptron neural
network, and random forest. However, those models did not
improve upon the range of predictions generated by the MLR,
© 2023 The Author(s). Published by the Royal Society of Chemistry
KNN, SVR and XGB models and existed with customized
Python-coded SciKit Learn functions.30

Regression-based prediction models assume linear rela-
tionships between N independent (XN) and the dependent
variable (Y).31 They also commonly minimize errors by applying
a least-squares-t method. Various multi-linear regression
(MLR) models are available applying simple or more complex
error-minimization routines and/or error-penalty functions
with or without regularization terms.31 The MLR model applied
in this study uses a simple least-squares optimization. More
complex MLR models such as Ridge, Lasso and ElasticNet were
trialled with the compiled NOx dataset but did not improve
upon the prediction accuracy obtained by the basic MLRmodel.
Environ. Sci.: Adv., 2023, 2, 1505–1526 | 1509
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Fig. 3 Hourly distributions of NOx air quality measurements for 2017–
2019, 2020, and 2021 at two Central England sites: (A) Coventry
Allesley (urban background site); and, (B) Lincoln Canwick Road (urban
roadside site). The distributions for 2020 and 2021 at both sites display
distinctly lower NOx hourly recordings than for 2017 to 2019, partic-
ularly at the roadside site.
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KNN is a data-matching algorithm that, based on combined
differences between the independent variable values, estab-
lishes the closest matching (nearest neighbour) data records to
the data record being predicted.32 SVR establishes optimum-
support vectors by translating the variables into multi-
dimensional hyperspace.33 This study applies SVR with
a radial basis function (RBF) kernel suitable for datasets with
multiple non-linear relationships.34 XGB employs an ensemble
of decision trees that it optimizes with a gradient-boosting
function.35

The MLR model involved no dataset-specic control
parameters to be tuned. However, the three ML models
considered do require control parameter tuning and the tuned
control parameters applied are listed in Table 3. These control
1510 | Environ. Sci.: Adv., 2023, 2, 1505–1526
parameter values were determined by trial-and-error tests, the
grid-search technique, and/or a Bayesian optimization
approach in the case of others.36,37 The appropriate percentage
splits of data records between training and validation subsets
used for all four prediction models were determined by the
multi-k-fold cross-validation method.38 This was conducted by
applying the MLR model to each city dataset incorporating all
hourly data records for 2020 and 2021 in separate analyses for
those two years. Using appropriate percentage splits helps to
improve prediction accuracy, reduce the standard deviations of
predictions made by multiple random data selections, and
minimize the effects of model overtting.
3.3 Data pre-processing

Data-recording gaps are characteristic ofmost hourly recorded air
quality datasets that predictionmodels need to contendwith. The
“hours available” documented for each period of recorded data at
each of the eight city sites studied are listed in Table 1 and
exclude the data gaps (i.e., all hours for which valid NOx data was
not recorded). At some city sites the data gaps are spread rela-
tively evenly across 2017 to 2021, e.g., Coventry Allesley (Fig. 5A),
whereas at other locations larger data gaps occur in specic years,
e.g., Lincoln Canwick Road (Fig. 5B). However, the data gaps at
the city sites selected represent a small percentage of the total 43
824 hours covered from 2017 to 2021, i.e., for the Coventry and
Lincoln sites the missing NOx recorded hours represent 2.51%
and 2.55% of the total hours respectively. The city sites most
impacted by NOx data gaps are the two in Sheffield, with the
Barnsley Road site suffering 9.84% data gaps and the Devonshire
Green site suffering 18.26% data gaps. However, as the results
presented will show, the NOx prediction accuracy achieved at
those sites is not unduly impaired by such data gaps.

There are alternative methods for dealing with such data gaps.
For some analysis, it is appropriate to ll those gaps withmean or
rolling average NOx values for a specied number of prior hours.
However, replacingmissing values with such estimates is likely to
unduly smooth the data trends, so that approach was not adop-
ted. For this prediction study, all missing data periods were
excluded from the data sets evaluated by the prediction models.
Moreover, as the trend attributes are derived from the prior
twelve hours of recorded NOx data, for any hour of missing data
the following twelve hours also have to be removed from the
dataset to ensure that each data record modelled has the attrib-
uted calculated from the correct t − 12 to t − 1 data period.
Hence, pre-processing of the datasets required identifying and
removing the data gaps and ltering out those data records
missing the full t − 12 to t − 1 associated data records.

Each ltered city-site dataset is then congured, in relation
to its dependent variable (NOx) in three ways so the t − 12 to t −
1 attributes are assigned to: (1) the t0 NOx recorded values; (2)
the t + 1 NOx recorded values; and, (3) the t + 3 NOx recorded
values. Datasets of type (1) are modelled to predict NOx t0,
whereas datasets of type (2) and (3) are modelled to predict NOx
t + 1 and NOx t + 3 as the dependent variable, respectively.

The dataset variables from 2017 to 2021 are all normalized
(eqn (1)) prior to prediction modelling to value ranges from −1
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Trend-attributes calculated from the univariate NOx air-quality trend recorded from the previous twelve hours (t− 12 to t− 1). These are
the variables used as inputs for the NOx prediction models

Variable reference Attributes extracted from hourly oxides of nitrogen (NOx) Attribute source/calculation

S Seasonal component S calculated by Statsmodel
SD Derivative of seasonal component (t − 12 to t − 1) (S(t − 1) less S(t − 12))/11
NOx (t − 1) NOx for period (t − 1) Measured NOx for hour t − 1
NOx (t − 2) NOx for period (t − 2) Measured NOx for hour t − 2
NOx (t − 3) NOx for period (t − 3) Measured NOx for hour t − 3
ANOx(−1 to −3) NOx average (t − 1) to (t − 3) Sum NOx (t − 1 : t − 3)/3
ANOx(−1 to −6) NOx average (t − 1) to (t − 6) Sum NOx (t − 1 : t − 6)/6
ANOx(−1 to −12) NOx average (t − 1) to (t − 12) Sum NOx (t − 1 : t − 12)/12
DNOx(−2 to −1) NOx difference (t − 2) to (t − 1) NOx (t − 2) less NOx (t − 1)
DNOx(−3 to −1) NOx difference (t − 3) to (t − 1) NOx (t − 3) less NOx (t − 1)
DNOx(−6 to −1) NOx difference (t − 6) to (t − 1) NOx (t − 6) less NOx (t − 1)
DNOx(−12 to −1) NOx difference (t − 12) to (t − 1) NOx (t − 12) less NOx (t − 1)
RNOx(−3 to −1) Rate of change NOx (t − 3) to (t − 1) (NOx (t − 3) less NOx (t − 1))/2
RNOx(−5 to −1) Rate of change NOx (t − 5) to (t − 1) (NOx (t − 5) less NOx (t − 1))/4
RNOx(−8 to −1) Rate of change NOx (t − 8) to (t − 1) (NOx (t − 8) less NOx (t − 1))/7

Fig. 4 Seasonal derivative (t − 12 to t − 1) (SD) calculated from hourly NOx air quality datasets from 2017 to 2021 for two example recording
stations in Central England Cities: (A) Coventry Allesley (urban background site); and, (B) Lincoln Canwick Road (urban roadside site). This trend-
attribute variable captures a dimension of seasonality that can be used effectively by the NOx prediction models.
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to +1. This normalization is necessary to avoid introducing any
variable-related scaling biases into the models.

X*
i ¼ 2� ½ðXi � XminÞ=ðXmax � XminÞ� � 1 (1)

where Xi is the i
th data point within the variable X distribution to

be normalized. Xmin, Xmax and X*
i are the minimum, maximum
© 2023 The Author(s). Published by the Royal Society of Chemistry
and calculated normalized values relating to the variable X
distribution.
3.4 Statistical measures of prediction error monitored

Three commonly used statistical metrics were calculated to
assess hourly MLR prediction errors. These metrics are:
Environ. Sci.: Adv., 2023, 2, 1505–1526 | 1511
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Table 3 Control-parameter values applied to the machine learning methods used to predict hourly recorded NOx air quality values for the
short-term hours ahead (t0 to t + 3) from 2017 to 2021 in eight cities from central England based on trend attributes. These values are optimized
to suit the datasets evaluated

Regression/machine learning algorithms Algorithm hyperparameter values applied

K Nearest Neighbour (KNN) Neighbours considered (K)= 15; weighted byManhattan distance (p= 1)
Linear Regression (LR) None
Support Vector Regression (SVR) Kernel = rbf; C = 1100; gamma = 0.5; epsilon = 0.001
Extreme Gradient Boosting (XGB) Number of estimators = 2000; maximum depth = 10; eta = 0.01;

subsample = 0.7; columns sampled per tree = 0.8
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Root mean squared error

RMSE ¼
"
1

n

Xn

i¼1

ððXiÞ � ðYiÞÞ2
#1
2

(2)

where Xi = recorded NOx value for data record i; Yi = predicted
NOx value for data record i; and, n refers to the number of data
records included in the data subset assessed.
Fig. 5 Data gaps in recorded hourly NOx air quality data from 2017 to
Coventry Allesley (urban background site); and, (B) Lincoln Canwick Roa
data gaps at both sites but those gaps are more evenly spread for the C

1512 | Environ. Sci.: Adv., 2023, 2, 1505–1526
Mean absolute error

MAE ¼ 1

n

Xn

i¼1

jXi � Yij (3)

For some purposes the MAE divided by the NOx value range
is used to clarify the context of the MAE magnitude with respect
to specic datasets.
2021 for two example recording stations in Central England Cities: (A)
d (urban roadside site). The time period evaluated involves about 2.5%
oventry site compared with the Lincoln site.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Correlation coefficient squared

R2 ¼

2
66664

Pn
i¼1

ðXi � XmeanÞðYi � YmeanÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ðXi � XmeanÞ2
Pn
i¼1

ðYi � YmeanÞ2
s

3
77775

2

(4)

where Xmean and Ymean are means of recorded and predicted
NOx values, respectively, for the data subset assessed. This is
a useful metric for determining the dispersion and offset of
predicted versus measured NOx data in relation to an Y = X line
passing through the (X = 0, Y = 0) point.
Fig. 6 Heat maps of Pearson (R) and Spearman (p) correlation coeffic
univariate NOx (t0) data, and the same recorded univariate data adjust
(urban background site); and, (B) Lincoln Canwick Road (urban traffic sit
blue equate to R and p values from +0.43 to +1, and R and p values bet
shades. There are poorer correlations between NOx and the attribute
datasets.

© 2023 The Author(s). Published by the Royal Society of Chemistry
4. Results
4.1 NOx recorded data and calculated trend attribute
relationships

Fig. 6 displays, as heat maps, Pearson and Spearman correlation
coefficients between each of the trend attributes and recorded
NOx for two representative city sites (Fig. 6A Coventry Allesley,
urban background; Fig. 6B Lincoln Canwick Road, urban traffic)
for time periods t0, t + 1 and t + 3.

It is meaningful to compare Pearson and Spearman corre-
lation coefficient values, because the former makes parametric
assumptions about the data distributions it compares, whereas
ients between NOx calculated trend attributes and recorded hourly
ed to t + 3 hours ahead of the trend attributes: (A) Coventry Allesley
e). Shades of red equate to R and p values from−1 to +0.34, shades of
ween +0.34 and +0.43 are associated with white to grey background
s for the t + 3 datasets at both sites compared to the t0 and t + 1

Environ. Sci.: Adv., 2023, 2, 1505–1526 | 1513
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the latter does not.39 Where there is good agreement between
the two types of correlation coefficient it is indicative that the
variable distributions are approximately consistent with para-
metric assumptions. From Fig. 6 it is apparent that for many of
the trend attributes the distribution relationships with recorded
NOx value distributions Pearson and Spearman correlation
coefficient values are not in close agreement. This suggests that
there are non-parametric and, in some cases at least, non-linear
relationships between the distributions. The existence of
multiple non-parametric relationships between NOx and the
inuencing variables has an impact on the ability of MLR and
ML models to predict those trends.

Comparing Fig. 6A and B reveals that the range of correlation
coefficient values between the trend-attribute variables and NOx
is quite similar at both sites for each of the periods considered.
For time period t0 (1 hour ahead of the closest hourly period for
which prior data is available) the highest correlation coeffi-
cients occur between NOx t0 and NOx (t− 1), close to 0.9 at both
sites. High correlation coefficient values (>0.6) also exist for the
Table 4 Cross validation results for the eight cities studied using the
validation and testing subsets applied to predict 2020 and 2021 hourly
evaluated generate comparable prediction accuracy for a specific site b

Multi-fold cross validation analysis applying the MLR algorithm to hourly

NOx recording station Cross-fold validation

2020 (t0)

MAE

Mean St.D

Coventry Allesley 4-fold (75 : 25) 5.32 0.1
5-fold (80 : 20) 5.31 0.1
10-fold (90 : 10) 5.31 0.2
15-fold (∼93 :∼7) 5.30 0.3

Leeds Centre 4-fold (75 : 25) 6.90 0.2
5-fold (80 : 20) 6.90 0.1
10-fold (90 : 10) 6.90 0.3
15-fold (∼93 :∼7) 6.90 0.4

Leicester University 4-fold (75 : 25) 7.17 0.1
5-fold (80 : 20) 7.16 0.2
10-fold (90 : 10) 7.15 0.3
15-fold (∼93 :∼7) 7.15 0.4

Lincoln Canwick Road 4-fold (75 : 25) 20.34 0.3
5-fold (80 : 20) 20.36 0.5
10-fold (90 : 10) 20.34 0.8
15-fold (∼93 :∼7) 20.33 1.0

Nottingham Centre 4-fold (75 : 25) 6.37 0.2
5-fold (80 : 20) 6.36 0.1
10-fold (90 : 10) 6.34 0.3
15-fold (∼93 :∼7) 6.34 0.4

Sheffield Barnsley Road 4-fold (75 : 25) 19.43 0.3
5-fold (80 : 20) 19.43 0.4
10-fold (90 : 10) 19.42 0.6
15-fold (∼93 :∼7) 19.41 0.9

Sheffield Devonshire Green 4-fold (75 : 25) 7.69 0.2
5-fold (80 : 20) 7.70 0.3
10-fold (90 : 10) 7.68 0.4
15-fold (∼93 :∼7) 7.67 0.5

York Fishergate 4-fold (75 : 25) 10.04 0.2
5-fold (80 : 20) 10.02 0.3
10-fold (90 : 10) 10.02 0.5
15-fold (∼93 :∼7) 10.02 0.5

1514 | Environ. Sci.: Adv., 2023, 2, 1505–1526
period hour t − 2, hour t − 3, and the three average attributes
spread over the past twelve hours with NOx t0. Moderate
correlation coefficient values (between 0.4 and 0.6) for most of
the other attributes with NOx t0. At both sites, the lowest
correlation coefficients are between DNOx(−2 to −1) and NOx
t0. Higher correlation coefficient values exist between
DNOx(−12 to −1) and RNOx(−8 to −1) and NOx t0 at the
Lincoln site than at the Coventry site.

The correlation-coefficient values for attributes versus NOx t
+ 1 show similar relative variations but with slightly lower values
than those with NOx t0. The generally high correlation coeffi-
cient values between the attributes and NOx t0 and NOx t + 1
suggest that those attributes should be relatively easy for MLR
and ML models to exploit in generating relatively accurate NOx
predictions for those periods.

The correlation coefficient values between the attributes and
NOx t + 3 are substantially lower, in most cases than those
recorded for periods NOx t0 and NOx t + 1 and are more evenly
valued for attributes covering the entire t − 12 to t − 1 periods.
MLR model to compare different splits of the data between training,
data. RMSE and MAE values are expressed in units of mg m−3. All folds
ut that accuracy varies from site to site

NOx air-quality data recorded at eight city sites from Central England

2021 (t0)

RMSE MAE RMSE

ev Mean St.Dev Mean St.Dev Mean St.Dev

1 10.21 0.44 6.41 0.20 12.12 0.68
4 10.20 0.54 6.42 0.20 12.13 0.82
7 10.16 0.94 6.41 0.26 12.08 1.22
7 10.10 1.45 6.42 0.36 12.06 1.48
0 12.10 0.73 7.55 0.27 13.43 1.04
9 12.10 0.70 7.54 0.31 13.43 1.04
3 12.07 1.11 7.53 0.38 13.40 1.34
5 12.03 1.46 7.53 0.46 13.36 1.55
8 12.73 0.73 7.17 0.21 12.00 0.84
5 12.71 1.13 7.16 0.23 12.01 0.73
3 12.65 1.39 7.16 0.42 11.96 1.25
3 12.60 1.71 7.16 0.46 11.93 1.49
4 36.14 0.98 18.20 0.43 29.24 0.68
3 36.15 1.63 18.20 0.37 29.24 0.87
8 36.06 2.89 18.19 0.71 29.21 1.59
7 36.01 3.31 18.19 0.84 29.18 2.01
1 12.40 1.28 7.08 0.18 13.35 0.64
9 12.33 1.36 7.07 0.20 13.35 0.65
4 12.21 2.07 7.06 0.30 13.30 1.16
4 12.18 2.36 7.06 0.46 13.18 1.96
6 31.70 1.17 21.77 0.55 34.16 1.44
8 31.68 1.30 21.78 0.48 34.19 1.43
3 31.62 2.24 21.76 0.76 34.12 2.12
1 31.57 2.92 21.76 1.01 34.09 2.55
5 16.93 1.43 9.41 0.33 20.89 2.95
2 16.96 1.62 9.41 0.56 20.81 3.32
6 16.83 2.40 9.40 0.89 20.50 4.85
4 16.74 2.74 9.38 1.07 20.30 5.58
3 16.74 0.69 9.81 0.26 16.22 0.60
7 16.71 0.75 9.81 0.32 16.22 0.75
1 16.68 1.21 9.81 0.46 16.18 1.27
8 16.65 1.54 9.80 0.55 16.16 1.48

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Nevertheless, a substantial number of the attributes display
correlation coefficient values with NOx t + 3 with values >0.2
(eight attributes do so for the Coventry site, whereas thirteen
attributes do so for the Lincoln site). The roadside site has
somewhat higher correlation coefficient values with NOx t + 3
for the attributes involving periods in the t − 12 to t − 6 interval
than the urban background site. These relationships suggest
that MLR and ML models will nd it more difficult to predict
NOx t + 3 than NOx t + 1 or NOx t0 from these attributes but are
more likely to make more use of the attributes involving periods
in the t − 12 to t − 6 interval.

4.2 Multi-K-fold cross-validation analysis

The multi-K-fold cross-validation technique was applied to each
city dataset to establish the most suitable random data splits to
employ between training and validation data subsets to
Fig. 7 Multi-fold cross validation errors for the MLRmodel applied to the
2020; and (B) 2021. The mean prediction error (RMSE and MAE) results fo
in Table 4 are all displayed and in almost all cases overlie each other fo
roadside recording sites generate substantially higher NOx prediction er

© 2023 The Author(s). Published by the Royal Society of Chemistry
maximize prediction accuracy and consistency and minimize
the risk of overtting the datasets.38 This involved performing 4-
fold, 5-fold, 10-fold, and 15-fold analyses, each repeated three
times, and the mean and standard deviation of the MAE and
RMSE metrics were calculated for each fold. This analysis was
performed with the MLR model because that model involved
the shortest execution time and multiple cases needed to be
evaluated (e.g., the 15-fold analysis run three times involves 45
runs for each dataset). Two t0-time-period datasets were evalu-
ated for each city site: one involving all the pre-processed
available hourly records for 2020; and the other all the hourly
records for 2021. Table 4 presents the multi-K-fold cross-
validation results.

It is apparent from Table 4 that the MLR models generate
distinctive prediction errors for each city dataset for 2020 and
2021. As to be expected, the roadside sites (Lincoln Canwick
NOx air-quality hourly data for eight cities fromCentral England for: (A)
r 4-fold, 5-fold, 10-fold and 15-fold cross-validation analysis presented
r the dataset recorded at specific cities. The Lincoln and Sheffield BR
rors than the other sites.
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Road, Sheffield Barnsley Road, and York Fishergate) generate
higher mean prediction errors than the urban background sites.
However, the range of prediction-error standard deviations of
error is similar for all city sites. All folds studied generate
credible and comparable prediction results for specic sites,
with the 15-fold analysis generating the highest standard devi-
ations of errors for each specic city site, and the 4-fold analysis
the lowest standard deviations of errors.

Fig. 7 displays RMSE versus MAE the MLR multi-K-fold
analysis results, with each city plotting in distinct positions for
2020 (Fig. 7A) and 2021 (Fig. 7B). At the scale displayed all four
K-fold values for a specic city overlie each other in Fig. 7. This
suggests that random dataset splits between 75% : 25% and
93% : 7% (training : testing) should all provide similar mean
NOx t0 prediction results, with the 75% : 25% and 80% : 20%
Table 5 Hourly NOx air quality prediction performances of four supervi
data to predict the testing subset comprising of the 2020 data. Themode
execution times (seconds) are also provided. The results reveal that the SV
predictions for each sitea

Oxides of nitrogen univariate hourly predictions for period t0 based on 

NOx recording station
Machine learning
algorithm

Period 2017 to 2019

Training
subset (80%)

RMSE MAE R

Coventry Allesley MLR 16.39 8.55 0
KNN 0.00 0.00 1
SVR 13.44 7.04 0
XGB 2.96 2.13 0

Leeds Centre MLR 18.48 10.79 0
KNN 0.00 0.00 1
SVR 15.31 9.19 0
XGB 4.40 3.25 0

Leicester University MLR 16.65 9.20 0
KNN 0.00 0.00 1
SVR 11.38 6.25 0
XGB 3.65 2.65 0

Lincoln Canwick Road MLR 50.36 30.54 0
KNN 0.00 0.00 1
SVR 41.61 23.18 0
XGB 11.67 8.39 0

Nottingham Centre MLR 18.70 10.24 0
KNN 0.00 0.00 1
SVR 16.23 8.92 0
XGB 4.34 3.19 0

Sheffield Barnsley Road MLR 40.86 25.00 0
KNN 0.00 0.00 1
SVR 34.93 20.86 0
XGB 9.69 7.13 0

Sheffield Devonshire Green MLR 19.13 9.41 0
KNN 0.00 0.00 1
SVR 15.87 7.83 0
XGB 3.60 2.59 0

York Fishergate MLR 24.73 15.73 0
KNN 0.00 0.00 1
SVR 20.78 12.70 0
XGB 5.39 3.96 0

a (1) RMSE and MAE values are expressed in units of mg m−3; (2) MLR a
execution times do not.

1516 | Environ. Sci.: Adv., 2023, 2, 1505–1526
splits generating the lowest error standard deviations. Based on
these results, 80% : 20% splits were used for the random
sampling MLR and ML modelling conducted for this study.

4.3 Training, validation and testing results for four NOx t0
prediction models

The MLR, KNN, SVR and XGB models were each applied to
predict hourly NOx t0 for 2020 datasets for each of the city sites
(testing subset) based on models trained and validated using
hourly NOx t0 for 2017 to 2019. The results are displayed in
Table 5.

From Table 5 results for the training, validation, and testing
subsets, it is apparent that the SVR and XGB models generate
fewer NOx t0 prediction errors (MAE and RMSE) than the MLR
and KNN models for all eight city sites. Although the MLR and
sed machine learning models trained and validated with 2017 to 2019
ls are applied to the datasets from eight cities in Central England. Model
R and XGBmodels outperform the MLR and KNNmodels in their 2020

een attributes calculated from preceding periods t − 1 to t − 12

Period 2017 to 2019 Period 2020 Execution

Validation
subset (20%)

Testing
subset (100%) Time

2 RMSE MAE R2 RMSE MAE R2 Seconds

.84 15.89 8.81 0.88 10.31 5.71 0.82 6.10

.00 17.09 8.32 0.85 9.60 5.29 0.84 56.46

.89 15.13 7.81 0.89 9.14 4.70 0.86 279.07

.99 14.94 7.87 0.89 9.23 5.04 0.85 90.10

.83 21.90 11.39 0.81 13.16 8.48 0.80 5.99

.00 19.86 10.58 0.82 12.15 7.59 0.83 77.84

.88 18.43 10.01 0.86 11.12 6.52 0.86 383.73

.99 17.88 9.97 0.85 11.50 6.87 0.85 116.00

.80 16.95 9.25 0.82 12.84 7.64 0.82 6.06

.00 15.48 8.72 0.84 12.02 7.11 0.85 74.35

.86 15.45 8.10 0.85 11.38 6.25 0.86 354.23

.99 15.08 8.31 0.84 11.88 6.66 0.85 127.72

.80 50.46 30.34 0.80 37.97 24.63 0.77 12.49

.00 47.32 25.94 0.82 34.30 19.20 0.81 65.47

.86 46.86 24.72 0.83 31.15 17.55 0.85 348.82

.99 46.01 24.62 0.83 32.61 18.38 0.83 127.15

.81 21.18 10.34 0.77 12.70 7.24 0.84 6.38

.00 19.12 9.82 0.81 12.48 6.98 0.84 76.92

.86 15.34 8.94 0.88 12.05 6.01 0.85 347.95

.99 17.79 9.52 0.83 12.09 6.48 0.85 106.99

.80 41.01 25.56 0.79 31.71 19.62 0.81 5.97

.00 38.84 23.06 0.81 30.80 18.78 0.82 89.28

.85 39.36 22.68 0.80 28.46 16.99 0.85 315.67

.99 37.73 22.48 0.82 29.52 17.83 0.84 119.08

.82 23.01 9.76 0.76 17.10 8.06 0.79 5.84

.00 21.07 9.02 0.78 16.38 7.44 0.80 68.95

.88 18.16 8.24 0.85 14.96 6.53 0.84 310.16

.99 17.71 8.28 0.85 15.12 6.82 0.83 99.78

.79 24.84 15.58 0.80 18.22 12.64 0.75 6.82

.00 22.44 13.73 0.82 16.46 10.89 0.80 62.17

.85 22.08 13.24 0.84 15.17 9.33 0.83 267.54

.99 21.42 13.19 0.84 15.75 9.88 0.82 103.12

nd KNN execution times include 5-fold cross-validation, SVR and XGB

© 2023 The Author(s). Published by the Royal Society of Chemistry
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KNN models provide consistent NOx to prediction results for
2020, trained and validated with 2017–2019 hourly data, and are
executed relatively rapidly for these data subsets (MLR in about
6 to 13 seconds; KNN in about 57 to 90 seconds) their prediction
capabilities are inferior to the SVR and XGB models.

For the eight cities evaluated the SVR and XGB models
generated quite similar NOx t0 prediction results for 2020
(Table 5) based on models trained with 2017–2019 hourly data.
However, in the case of all cities, the MAE and RMSE values for
the 2020 subset are slightly lower for the SVR model. However,
with these relatively large datasets, the SVR models involve
substantially longer execution times (about 268 to 384 seconds)
to perform the training, validation, and testing than the XGB
models (about 90 to 128 seconds).

The relative values of the MAE and RMSE NOx t0 (2020)
prediction errors generated for each of the cities by the MLR
and ML models are consistent with the K-fold cross-validation
results, as shown by a comparison of the Table 5 results with
the error values displayed in Fig. 7. As expected, the roadside
recording sites (Lincoln Canwick Road and Sheffield Barnsley
Road) generate substantially higher NOx t0 (2020) errors than
the other city sites. The Table 5 results justify the preferential
application of the SVR and XGB models to conduct hourly NOx
predictions using subsets covering various periods within the
2017 to 2021 compiled dataset.
Table 6 Hourly NOx prediction results for 2020 and 2021 using different
eight cites evaluated fromCentral England. For most cities, MLmodels tra
errors than those models trained with data from just one year. The result
slightly more accurate predictions than models trained with data from a

Oxides of nitrogen univariate hourly predictions for period t0 using differen
preceding periods t − 1 to t − 12

NOx recording station
Machine learning
algorithm

2017_19
trained model

20
m

Predict 2020
(100%)

Pr
(1

RMSE MAE RM

Coventry Allesley SVR 9.14 4.70 9
XGB 9.23 5.04 9

Leeds Centre SVR 11.12 6.52 11
XGB 11.50 6.87 12

Leicester University SVR 11.38 6.25 12
XGB 11.88 6.66 12

Lincoln Canwick Road SVR 31.15 17.55 38
XGB 32.61 18.38 38

Nottingham Centre SVR 12.05 6.01 13
XGB 12.09 6.48 14

Sheffield Barnsley Road SVR 28.46 16.99 30
XGB 29.52 17.83 31

Sheffield Devonshire Green SVR 14.96 6.53 21
XGB 15.12 6.82 21

York Fishergate SVR 15.17 9.33 16
XGB 15.75 9.88 16

a RMSE and MAE values are in units of mg m−3. b Execution time refers
predict the 2021 subset (∼8000 hourly records).

© 2023 The Author(s). Published by the Royal Society of Chemistry
4.4 NOx t0 predictions for 2020 and 2021 from different
training periods

Table 6 displays the prediction error results for the SVR and
XGB models trained and validated with hourly data from
different periods to predict testing subsets for 2020 and 2021.
The 2020 predictions are made separately with models trained
and validated with a 2017–19 subset (already shown in Table 5)
and with a 2021 subset. The 2021 predictions are made sepa-
rately with models trained and validated with a 2017–20 subset
and with a 2020 subset. For most cities, the models trained and
validated with data from multiple years generate slightly lower
prediction errors than for models trained with data from single
years. This justies the use of multi-year data subsets for model
training and validation.
4.5 NOx prediction results looking further forward to hours t
+ 1 and t + 3

Although SVR provides marginally lower NOx prediction errors
than XGB, the results of the two models are consistent and
comparable when plotted on scales able to display the prediction
errors associated with all eight city sites studied. The analysis
presented for predicting NOx t + 1 andNOx t + 3 data for 2020 and
2021 using models trained hours from several previous years is
displayed for the XGB model. The XGB model is selected in
preference to the SVR model for this purpose for two reasons: (1)
training periods for the SVR and XGB machine-learning models for the
inedwith the longer time periods generate just slightly lower prediction
s reveal that the models trained with data from multiple years generate
single yeara

t training and testing periods based on een attributes calculated from

21 trained
odel

2017_20
trained model

2020 trained
model

Execution
timesb (seconds)

edict 2020
00%)

Predict 2021
(100%)

Predict 2021
(100%)

SE MAE RMSE MAE RMSE MAE

.33 4.71 12.05 5.81 11.95 6.02 31.42

.52 4.97 11.86 6.03 12.27 6.16 28.63

.46 6.40 13.13 7.32 14.32 7.43 49.82

.07 6.72 13.27 7.51 14.33 7.62 48.81

.03 6.42 11.62 6.60 12.69 7.00 47.79

.79 6.95 11.68 6.86 12.84 7.20 39.37

.67 18.16 27.05 16.67 27.80 16.73 49.69

.24 18.81 27.56 17.12 28.08 17.15 43.98

.77 5.95 12.76 6.59 13.84 6.76 53.40

.39 6.43 13.08 6.90 14.39 7.04 40.14

.72 17.72 33.12 20.24 35.53 21.16 31.21

.92 18.49 33.42 20.37 35.63 21.38 35.53

.08 7.49 22.05 8.97 22.71 9.23 48.51

.03 7.93 22.17 9.28 21.15 9.26 36.04

.13 8.98 15.57 9.28 17.10 9.45 45.23

.42 9.34 15.88 9.61 16.92 9.57 36.50

to the 2020 trained/validated model (∼8000 hourly records) applied to

Environ. Sci.: Adv., 2023, 2, 1505–1526 | 1517
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it executes substantially more quickly than the SVR model for
trained and validating multi-year, hourly data; and (2) because it
more readily yields information relating to the relative inuence
of each trend attribute on the solutions it generates.

Table 7 and Fig. 8 display the results for the XGB models
applied to predict NOx t + 1 and NOx t + 3. Except for the
Leicester University site, all the other sites generate higher
prediction errors for NOx t + 1 (2020) compared to NOx t0 (2020).
The 2020 prediction errors are substantially higher for the two
roadside NOx recording sites for the t + 1 versus t0 predictions
compared to the other sites. This is also the case for the 2021 t +
1 predictions. For each city, the NOx t + 3 predictions are
associated with substantially higher prediction errors for 2020
and 2021 datasets compared to the NOx t + 1 predictions,
particularly for two of the two roadside recording stations
(Fig. 8).

Despite the increase in errors associated with the NOx t + 1
and NOx t + 3 predictions for the 2020 and 2021 periods
compared to those for NOx t0, in the context of the recorded
NOx range at each site (Table 7) for those periods the prediction
errors remain quite low. This is apparent from the MAE/NOx
range ratios displayed in Table 7. For the NOx t + 1 predic-
tions (2020 and 2021) the MAE/range ratio is less than 3% for
each city site, apart from Lincoln Canwick Road, Sheffield
Barnsley Road, and York Fishergate. The Nottingham Centre
site generates the lowest MAE/range ratios (<2%) for its 2020
Table 7 Hourly NOx prediction results for periods t + 1 and t + 3 apply
datasets for the eight cites evaluated from Central England. XGB is applie
with large datasets and reveals the relative influence of each trend attr
inferior prediction accuracy of the t + 3 datasets particularly in terms of

Oxides of nitrogen univariate hourly predictions from period t + 1 and t +

NOx recording station
Machine learning
algorithm

Trained model 2017–19

NOx range

2020 test subset (10

RMSE MAE R2

NOx predicted hourly period for t + 1
Coventry XGB 419.53 18.02 9.36 0.67
Leeds XGB 400.08 18.03 11.33 0.62
Leicester XGB 389.47 9.33 5.47 0.91
Lincoln XGB 1148.91 49.38 28.19 0.61
Nottingham XGB 660.47 18.04 10.09 0.67
Sheffield B Rd XGB 777.17 43.75 26.97 0.64
Sheffield DG XGB 656.62 23.65 11.09 0.59
York XGB 443.48 23.66 15.51 0.58

NOx predicted hourly for period t + 3
Coventry XGB 419.53 24.58 13.85 0.38
Leeds XGB 400.08 25.74 17.21 0.24
Leicester XGB 389.47 24.91 15.72 0.34
Lincoln XGB 1148.91 66.47 42.37 0.30
Nottingham XGB 660.47 24.67 14.81 0.39
Sheffield B Rd XGB 777.17 58.58 38.83 0.36
Sheffield DG XGB 656.62 31.07 16.18 0.30
York XGB 443.48 32.02 22.89 0.24

a (1) RMSE and MAE values are in units of mg m−3; (2) XGB execution time
fold cross-validation.

1518 | Environ. Sci.: Adv., 2023, 2, 1505–1526
and 2021 NOx t + 1 predictions. For the NOx t + 3 predictions
(2020 and 2021) the MAE/range ratio is substantially less than
5% for each city site, apart from Lincoln Canwick Road, Shef-
eld Barnsley Road, and York Fishergate. Once again, the Not-
tingham Centre site records the lowest MAE/range ratios for
2020 and 2021 NOx t + 3 predictions.

These results indicate that the trend attributes calculated
from the t − 12 to t − 1 hourly recorded NOx data, can for the
majority of hours recorded, provide predictions with meaning-
ful accuracy for short-term forecasts up to t + 3 (four hours
ahead of the last available hourly recording). However, it is
apparent from Table 7 that the R2 values for the t + 3 predictions
are very low in comparison with the t0 and t + 1 forecasts. These
low R2 values are primarily a consequence of the t + 3 model
predictions under-estimating the values of many of the NOx
recorded peaks, which substantially weakens the correlations
between predicted and measured NOx values. This highlights
that there is substantial room for improvement concerning the t
+ 3 period NOx forecasts.

4.6 Relative inuence of the trend attributes on the XGB
NOx predictions

The XGB algorithm determines the relative importance of each
independent variable in the prediction solutions provided by
each of the component decision trees it generates. It does this
by quantifying the extent to which each variable contributes to
ing the XGB machine learning models applied to the 2020 and 2021
d in preference to SVR because it executes more quickly when trained
ibute on the optimum solutions. The results highlight the somewhat
R2 due to many peak values being underestimateda

3 een attributes from periods t − 1 to t − 12

Trained model 2017–20

Execution time
(seconds)

0%)

NOx range

2021 test subset (100%)

MAE/range RMSE MAE R2 MAE/range

2.2% 284.24 16.11 8.77 0.48 3.1% 145.74
2.8% 419.60 19.39 11.43 0.57 2.7% 168.02
1.4% 377.13 17.17 10.30 0.61 2.7% 161.41
2.5% 517.36 39.59 25.01 0.58 4.8% 150.69
1.5% 511.11 17.77 9.89 0.62 1.9% 142.61
3.5% 670.00 46.15 29.24 0.54 4.4% 146.86
1.7% 476.55 30.67 13.55 0.38 2.8% 149.10
3.5% 394.79 22.67 14.31 0.54 3.6% 139.34

3.3% 284.24 20.35 12.48 0.16 4.4% 124.21
4.3% 419.60 25.78 16.11 0.23 3.8% 171.61
4.0% 377.13 22.85 14.54 0.31 3.9% 152.93
3.7% 517.36 53.29 36.64 0.24 7.1% 149.66
2.2% 511.11 22.78 13.64 0.38 2.7% 137.96
5.0% 670.00 59.31 39.38 0.25 5.9% 124.76
2.5% 476.55 35.59 18.75 0.15 3.9% 143.81
5.2% 394.79 29.41 19.52 0.23 4.9% 144.25

s are for 2017_2020 training and testing 2021 hourly data. It excludes 5-

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Hourly NOx air quality prediction errors generated by XGB
models applied to periods t0, t + 1, and t + 3 compared for eight cities
fromCentral England for (A) 2020 predicted using amodel trainedwith
2017 to 2019 data; and (B) 2021 predicted using a model trained with
2017 to 2020 data. The urban roadside recording sites (Lincoln Can-
wick Road and Sheffield Barnsley Road) generate the highest predic-
tion errors for each t0, t + 1, and t + 3. The cities evaluated display
similar prediction error relationships for 2020 and 2021.
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the division of data records at each specic decision-tree node.
For the NOx hourly prediction models generated, such infor-
mation usefully distinguishes the extent to which each of the
trend attributes contributes to the XGB solutions. These feature
importance measures for the Coventry and Lincoln sites are
compared in Fig. 9 for the t0, t + 1, and t + 3 predictions made by
the trained XGB models for the periods 2017–2019, 2020, and
2021. It is apparent from Fig. 9 that all 15 trend attributes make
some contribution to the XGB model NOx prediction solutions
for all periods considered.

For the NOx t0 predictions at the Coventry site (Fig. 9A), the
attribute NOx t − 1 makes the largest fractional contribution
(>0.5) to the XGB solution for each time interval considered. The
attribute ANOx(−1 to −3) also makes a substantially higher
fractional contribution (>0.1) than the other attributes. These
two trend attributes also make important contributions to t0
XGB solutions for the Lincoln site (Fig. 9B). However, the second
most important attribute (>0.1) for the Lincoln site t0 solutions is
DNOx(−12 to −1). These relative inuences are consistent with
the relative magnitudes of the correlation coefficients between
the attributes and NOx t0 at those two sites (Fig. 6).
© 2023 The Author(s). Published by the Royal Society of Chemistry
For the NOx t + 1 predictions at the Coventry (Fig. 9C) and
Lincoln (Fig. 9D) sites the attribute NOx t − 1 continues to make
the largest fractional contribution (>0.3). At the Coventry site, the
ANOx(−1 to −3) attribute continues to make the second highest
fractional contribution (>0.1) than the other attributes. On the
other hand, at the Lincoln site the attributes the DNOx(−12 to
−1), DNOx(−3 to −1) and RNOx(−3 to −1) make higher relative
contributions than the ANOx(−1 to −3) attribute to the NOx t + 1
XGB solutions. This relative order of importance of the attributes
at the Lincoln site for the XGB NOx t + 1 solutions is not in direct
agreement with the correlation coefficients (Fig. 6), as the
ANOx(−1 to−3) attribute displays the second highest correlation
coefficients with NOx t + 1 at that site.

For the NOx t + 3 predictions ANOx(−1 to −3) attribute
represents the second most inuential attribute at both sites. At
the Coventry site, the attribute ANOx(−1 to −12) is the most
important, which is explainable in terms of its correlation
coefficients (Fig. 6). On the other hand, at the Lincoln site, the
DNOx(−12 to−1) attribute is themost inuential for the NOx t +
3 XGB solutions, which is not consistent with the correlation
coefficient distributions for that site (Fig. 6).

In broad terms, it is apparent at both sites displayed, and the
other studied city sites, that as the predictions move further
forward in time from t0 to t + 13, the attributes including
information relating to the interval t − 12 to t − 3 make greater
relative contributions. This is particularly so for the roadside
NOx recording sites.
4.7 Alternative prediction models applied to the NOx air
quality datasets

It is appropriate to place the NOx predictions presented based
on trend attributes with alternative methods of univariate
forecasting methods. For t0 forecasting relatively straightfor-
ward methods to apply are the so-called näıve forecast and
a rolling average. The näıve forecasts simply take the t − 1 value
as the t0 prediction. Rolling averages involving different ranges
in the t − 12 to t − 1 available data were tested with the 8-city
NOx datasets, the two-period (t − 2 to t − 1) rolling averages
generated the lowest moving-average prediction errors of the
intervals tested. Näıve and two-period rolling average forecasts
are shown for NOx to 2020 and 2021 predictions in Table 8.

The trend-attribute derived NOx t0 2020 and 2021 predic-
tions (Tables 5 and 6) generate substantially lower errors than
the two-period rolling average t0 predictions for all of the cities
studied. This is also mostly the case for the NOx t0 näıve
predictions, except for the Nottingham site for 2020 (for MAE
only) and the Coventry site for 2021 (for both MAE and RMSE)
for which the näıve forecasts are slightly better than the XGB
forecasts. An explanation for this outcome for those two sites is
proposed in the Discussion. The näıve forecast and two-period
rolling average predictions for NOx t + 1 and t + 3 (not shown)
generated substantially higher errors for all periods and all
cities compared to the MLR and ML models.

Another alternative short-term prediction method that is
widely used to generate forecasts from univariate NOx time
series is the ARIMA method.22,23 Table 9 displays the results of
Environ. Sci.: Adv., 2023, 2, 1505–1526 | 1519
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Fig. 9 Fractional feature importance of individual trend attributes to XGB model predictions of NOx air quality for the Coventry Allesley site: (A)
t0; (C) t + 1; (E) t + 3; and the Lincoln Canwick Road site: (B) t0; (D) t + 1; (F) t + 3. The models rely on contributions from features to a different
extent depending on the periods forecast. Also, the roadside sites exploit the difference and rate of change trend attributes to a greater extent
than the urban background sites.
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an ARIMA(1,0,0) model for the Coventry and Lincoln sites for
NOx t0, t + 1, and t + 3 forecasts for 2020 and 2021 compared to
the XGB model results. Higher-order ARIMA models with p$ 1,
d$ 0, and q$ 1 (p adjusts the autoregressive element, d adjusts
the seasonal-differencing element, and q adjusts the moving
1520 | Environ. Sci.: Adv., 2023, 2, 1505–1526
average element) failed to converge for any of the city datasets
studied due to the “spikiness” of the time series. It is apparent
from Table 9 that the trend-attribute-based XGB models
generate substantially lower errors than the ARIMA models for
all cities and periods considered.
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 8 Näıve and moving average NOx air quality forecasts for
period t0 applied to the 2020 and 2021 datasets for the eight cites
evaluated fromCentral England. It is useful to compare this values with
the trend-attribute prediction errors for these time periods displayed
in Tables 5 and 6

NOx recording station
(mg m−3)

Näıve forecast
2-Period moving
average

RMSE MAE RMSE MAE

2020 t0 2020 t0
Coventry 14.34 6.33 17.38 7.76
Leeds 13.12 6.97 15.71 8.45
Leicester 14.20 7.19 17.04 8.69
Lincoln 40.13 20.39 47.28 24.24
Nottingham 13.59 6.40 15.93 7.60
Sheffield B Rd 35.26 19.87 41.16 23.56
Sheffield DG 18.17 7.27 20.69 8.62
York 19.24 10.36 22.06 12.19

2021 t0 2021 t0
Coventry 11.37 5.83 13.50 7.09
Leeds 14.31 7.71 16.76 9.18
Leicester 12.80 7.21 15.04 8.49
Lincoln 31.27 18.39 36.04 21.26
Nottingham 13.90 7.08 15.76 8.26
Sheffield B Rd 37.14 22.42 43.22 26.36
Sheffield DG 22.22 9.34 25.39 10.94
York 17.60 10.11 20.62 11.97

Table 9 ARIMA and XGB NOx air quality forecasts compared for
periods t0, t+ 1 and t+ 3, applied to the 2020 and 2021 datasets for the
eight cites evaluated from Central England. The prediction errors
generated by the XGB trend-attribute models are substantially lower
than the ARIMA predictions for all hours ahead forecast

NOx air quality prediction comparisons for hours ahead

t0, t + 1, t + 3 (mg m−3)

ARIMA (1, 0, 0) XGB

RMSE MAE RMSE MAE

Coventry Allesley
t0 2020 15.38 6.86 9.23 5.04
t1 2020 25.35 10.71 18.02 9.36
t3 2020 41.16 15.22 24.58 13.85
t0 2021 11.67 6.17 11.86 6.03
t1 2021 17.91 9.43 16.11 8.77
t3 2021 26.43 12.97 20.35 12.48

Lincoln Canwick Road
t0 2020 41.64 21.54 32.61 18.38
t1 2020 63.77 32.60 49.38 28.19
t3 2020 101.12 45.57 66.47 42.37
t0 2021 31.89 19.19 27.56 17.12
t1 2021 47.87 27.95 39.59 25.01
t3 2021 86.87 39.11 53.29 36.64
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A comparison of the ARIMA and XGB results is displayed in
Fig. 10. These results indicate that the trend-attribute-based
NOx short-term prediction models, particularly those gener-
ated by SVR (not shown) and XGB models, provide more accu-
rate and reliable short-term forecasts than those generated by
other commonly used univariate prediction methods.
© 2023 The Author(s). Published by the Royal Society of Chemistry
5. Discussion

The results presented demonstrate that accurate hourly
predictions of NOx based on univariate recorded hourly trends
at various city sites within the same geographic region are quite
difficult to generate with MLR and MLmodels for periods much
more than four hours ahead of the latest recorded data (t + 3).
Not only does the magnitude of the NOx air concentrations vary
quite rapidly from hour to hour with multiple short-lived spikes
at each site, but it also varies substantially between the city sites
studied. Fig. 11 illustrates the typical NOx recorded trends of an
urban background (e.g., Coventry) and an urban roadside site
(Lincoln) expressed on a 15 days moving average.

Undoubtedly, short-term weather conditions, including wind
speed, relative humidity, air pressure, and precipitation, have
some impacts on the hour-by-hour uctuations in NOx levels at
specic sites. For two of the years studied (e.g., 2020 and 2021) the
magnitude of NOx air concentrations is lower with smaller peaks
than in other years. Both sites displayed in Fig. 11 show broad
declining trends from 2017 to 2021. However, the NOx air quality
concentrations were substantially inuenced by the reduced
urban traffic ow and reduced industrial activity associated with
COVID-19-driven lockdowns in 2020. Reduced traffic ows also
persisted in 2021 due in part to more individuals working from
home and continued reduced industrial activity in 2021. Hence, it
is unwise to assume that under improved economic conditions
NOx air concentrations in the studied cities will sustain the low
levels recorded in 2020 and 2021 or that downward trends in NOx
concentrations will persist in future years.

Fig. 11 also highlights that the spikiness of the NOx hourly
data is much greater at the three roadside recording sites than
at the urban background sites. This is to be expected as varying
traffic volumes at contrasting times of the day and during
weekdays versus weekends have a greater inuence on NOx
concentrations at the roadside recording site. A more detailed
analysis of the magnitude of the spikiness in the recorded NOx
data at the eight city sites reveals that this characteristic plays
a relatively signicant role in determining how easily and
accurately short-term hourly forecasts of NOx air concentrations
can be generated. Table 10 presents the mean absolute
magnitude of hourly change (spikemean), which is equivalent to
the näıve forecast MAE value (Table 8), and the maximum
absolute magnitude of hourly change (spikemax) in NOx
concentrations recorded for different intervals in the 2017 to
2021 period, for each of the eight city sites studied.

It is apparent from Table 10 that the roadside recording sites
are associated with substantially higher spikemean and spikemax

values than the urban background sites. Moreover, the urban
recording sites associated with the smoothest data (lowest
spikemean values) are Coventry Allesley and Nottingham Centre.
In particular, the period 2020 at the Nottingham and Coventry
sites and 2021 at the Coventry site are associated with some of the
smoothest data of all the sites and periods evaluated. It is
considered to be of no coincidence that these periods for these
specic sites are predicted with similar or slightly lower errors by
the näıve forecasts than by the trend-attribute-based ML models.
Environ. Sci.: Adv., 2023, 2, 1505–1526 | 1521
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Fig. 10 ARIMA and XGBNOx air quality prediction errors compared for time periods t0, t+ 1 and t+ 3 for the Coventry Allesley site: (A) 2020; and,
(B) 2021; and the Lincoln Canwick Road site: (C) 2020; and, (D) 2021. The XGB trend-attribute models outperform ARIMA models for the urban
background and roadside sites evaluated.
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However, such relatively smooth NOx hourly trends are quite
unusual, making the näıve forecasts unreliable for NOx t0
predictions over multiple years.

The results presented justify the use of trend-attribute-
supported univariate NOx forecasts up to four hours ahead
involving attributes calculated for the available hourly data
from the previous hours t − 12 to t − 1. Future studies are
required to see whether it is possible to improve the t0 to t + 3
NOx forecasts by (1) using additional or alternative trend attri-
butes; (2) segregating the data into separate months to focus on
specic seasonal inuences; and (3) segregating the data into
distinct weekday and weekend groups to distinguish the diverse
types of anthropogenic activities inuencing those specic
days. Moreover, the timing and duration of short-lived NOx
spikes are highly likely to be inuenced to varying extents by
prevailing weather conditions. Hence, future studies are also
recommended to evaluate combining the trend-attribute
method with various meteorological variables to see if the
prediction of the NOx spike values, particularly for the t + 3
period, could be improved.

NOx hourly air concentration trends at most sites do experi-
ence diurnal uctuations, caused by changes in traffic volumes
and industrial activity. Whereas this study focuses on trend
attributes extracted from data recorded over the past twelve
hours, it is worth considering trend attributes from the past
twenty-four hours or longer in attempts to capture more of the
diurnal component in the NOx hourly recorded trends. It is
possible that such longer-range attributes could provide
1522 | Environ. Sci.: Adv., 2023, 2, 1505–1526
improved NOx predictions for t + 3 to t + 12 hours ahead.
However, further studies are required to conrm that possibility.

As the world strives to achieve net-zero emissions, possibly
moving towards more hydrogen-based energy supply the
monitoring of NOx air quality trends will become even more
important than they are today. Contrary to the statements made
by some corporations, combusting hydrogen in power plants is
not emission-free. Although doing so avoids carbon dioxide
emissions it has the potential to substantially increase NOx
emissions.40 Hydrogen is a small atom that leaks easily into the
atmosphere causing the formation of water, methane, and
ozone, which may also have impacts locally on NOx trends.11

Hence, the ability to monitor NOx trends at city sites and reli-
ably predict NOx air concentrations for the hours ahead at
specic city sites is an important aspiration making trend-
attribute prediction analysis a worthwhile approach to develop.
6. Summary of findings and
conclusions

Trend attributes can be usefully extracted from oxides of
nitrogen (NOx) air-concentration time series to predict using
machine learning (ML) models hours-ahead NOx without
recourse to exogenous data related to meteorology, traffic
movements, or background air pollution data. Fieen trend
attributes, including seasonality components and simple
differences between NOx levels in the past twelve hours (t − 12
to t − 1), are extracted from the hourly recorded NOx trends
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 11 15 days moving averages of recorded NOx hourly air quality
values compared for: (A) Coventry Allesley (urban background recording
site); and (B) Lincoln Canwick Road (urban roadside recording site). Both
the urban background and roadside sites studied display distinctive
annual and seasonal trends for the 2017 to 2021 period.
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from 2017 to 2021 for eight city recording stations in Central
England (ve in background locations and three at roadside
locations). These trend attributes capture subtleties in the NOx
trends of the past few hours that regression ML models can
exploit for prediction purposes. The city datasets capture
reduced NOx emission trends in 2020 and 2021 related to
reduced traffic-related and industrial activity due to the COVID-
19 lockdown and associated economic recession.

The datasets are evaluated, on a supervised basis, with four NOx
prediction models: multi-lateral regression, K-nearest neighbour
Table 10 Magnitude of change in hourly recorded NOx air quality value
2017 to 2021. The mean hourly change in NOx is greater at the roadside

Absolute hourly change in recorded NOx air quality

Recording stations

2017–2019 2020

Mean (mg m−3) Maximum (mg m−3) Mean

Coventry Allesley 9.06 311.72 6.34
Leeds Centre 11.27 434.80 6.98
Leicester University 9.43 445.65 7.19
Lincoln Canwick Road 31.21 613.16 20.39
Nottingham Centre 10.53 441.83 6.41
Sheffield Barnsley Road 26.09 733.37 19.85
Sheffield Devonshire Green 9.50 532.00 7.28
York Fishergate 16.94 440.93 10.35

© 2023 The Author(s). Published by the Royal Society of Chemistry
(KNN), support vector regression (SVR), and extreme gradient
boosting (XGB). The SVR and XGB models provide the most
accurate NOx predictions as they are better able to cope with the
non-parametric relationships betweenmany of the trend attributes
and NOx. These two models also typically outperform näıve fore-
casts, moving averages, and autoregressive prediction methods
with the compiled city datasets. For t0 (one hour ahead of the latest
recorded NOx data), the SVR and XGBmodels trained with 2017 to
2019 data to predict 2020 hourly NOx data or trained with 2017 to
2020 data to predict 2021, do so with mean absolute errors (MAE)
ranging between 5 and 7 mg m−3 for urban background sites and
between 9 and 20 mg m−3 for urban roadside recording sites.
Similar errors are generated using models trained with 2021 data
to predict 2020 hourly NOx, and vice versa. This indicates that the
trend-attribute method can accommodate substantial uctuations
in NOx concentrations from one year to another and still provide
NOx hourly predictions with consistent levels of accuracy.

For t + 1 (two hours and four hours ahead of the latest recorded
NOx data, respectively), XGBmodels trained with 2017 to 2019 data
to predict 2020 hourly NOx data or trained with 2017 to 2020 data
to predict 2021, do so with mean absolute errors (MAE) ranging
between 6 and 14 mg m−3 for urban background sites and between
14 and 29 mg m−3 for urban roadside recording sites. For t + 3 the
same conguration of XGB, predictions generate mean absolute
errors (MAE) ranging between 14 and 18 mg m−3 for urban back-
ground sites and between 20 and 42 mg m−3 for urban roadside
recording sites. For t + 1 forecasts, the MAE range equates to
between 2%and 4%of the recordedNOx value ranges for 2020 and
2021 at the eight city sites. Whereas, for t + 3 forecasts, the MAE
range equates to between 2% and 7% of the recorded NOx value
ranges for 2020 and 2021 at the eight city sites. Such error
magnitudes indicate that the trend attribute model provides NOx
hourly forecasts with reasonable accuracy at least four hours ahead
of the available recorded data. However, the low correlation coef-
cients between predicted and measured NOx t + 3 values, due
mainly to the peak values being underestimated by the prediction
models, indicate that there is substantial room for improvement
when predicting four hours ahead using this univariate method.
Future studies are required to evaluate whether the combination of
trend attributes with selected meteorological variables would
improve the t + 3 peak NOx prediction accuracy.
s at eight city sites from Central England during different periods from
site than the urban background sites for all time intervals considered

2021

(mg m−3) Maximum (mg m−3) Mean (mg m−3) Maximum (mg m−3)

270.80 5.83 222.38
159.40 7.71 228.65
260.12 7.21 185.48
551.80 18.38 255.55
340.57 7.09 231.00
496.13 22.40 399.73
416.33 9.31 295.61
405.39 10.10 226.81

Environ. Sci.: Adv., 2023, 2, 1505–1526 | 1523

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3va00010a


Environmental Science: Advances Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

2 
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

7/
02

/2
6 

02
:4

7:
40

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
The method evaluated offers a exible, transparent, and reli-
able way to provide near-term, hour-ahead NOx forecasts at local
sites avoiding the complication of using exogenous weather-
related or environmental variables. However, it is considered
likely that the combination of the trend attribute with certain
meteorological variables would improve the prediction accuracy
of the NOx peaks, particularly for t + 3 forecasts.

Analysis of the spikiness of the NOx hourly trends at the
eight city sites reveals that those recorded at the urban back-
ground sites are noticeably smoother (much fewer peaks of
whatever magnitude) than the urban roadside sites. This is
consistent with greater inuences from traffic emissions at the
roadside sites and explains why NOx trends at the roadside sites
generate higher prediction errors than urban background sites.

Feature importance analysis provided by the XGB models
indicates the t − 1 attribute is the single most important attri-
bute in the NOx t0 predictions at both background and roadside
sites. For t + 1 predictions the t − 1 attribute still dominates but
the ANOx(−1 to −3) also has a substantial inuence at the
background sites, whereas the DNOx(−12 to −1), RNOx(−3 to
−1), and DNOx(−3 to −1) attributes exert substantial inuence
at the roadside sites. For t + 3 predictions, the t − 1 attribute
becomes the second most inuential attribute with ANOx(−1 to
−12) dominating at the background sites, whereas the
DNOx(−12 to −1) dominates at the roadside sites. These results
suggest that the XGB NOx hourly prediction models make more
use of the attributes involving information from t − 12 to t − 3
as the prediction target moves forward from t0 to t + 3. In most
cases, the variable inuences of the trend attributes on hourly
NOx predictions are consistent with their Pearson and
Spearman correlation coefficients with recorded NOx.

The ndings of this study conrm the ability of trend attri-
butes calculated from recorded t− 12 to t− 1 NOx data to assist in
the prediction of NOx up to four hours ahead (t0 to t + 3) of the
recorded data. This provides sufficient encouragement for future
studies to evaluate the prediction contributions of trend attributes
extending back beyond t − 24 to capture more of the diurnal
variations in hourly NOx data. Moreover, dividing the datasets
into monthly subgroups and weekday versus weekend subgroups
is also worthy of further evaluation with the trend-attribute
method as this may also improve hourly NOx prediction accuracy.
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Appendix A

The ve graphs (A) to (E) displayed here are included to
complement the multi-year trends shown in Fig. 1 by displaying
that data on an annual basis. The data displayed represents 15
days rolling averages of hourly NOx air quality data recorded at
1524 | Environ. Sci.: Adv., 2023, 2, 1505–1526
eight city sites in Central England for years 2017, 2018, 2019,
2020, and 2021. These are raw data trends including periods
where no data was recorded (data gaps).
© 2023 The Author(s). Published by the Royal Society of Chemistry
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