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ble quantitative relative reactivity
model for nucleophilic aromatic substitution (SNAr)
using simple descriptors†

Jingru Lu, Irina Paci * and David C. Leitch *

We report a multivariate linear regression model able to make accurate predictions for the relative rate and

regioselectivity of nucleophilic aromatic substitution (SNAr) reactions based on the electrophile structure.

This model uses a diverse training/test set from experimentally-determined relative SNAr rates between

benzyl alcohol and 74 unique electrophiles, including heterocycles with multiple substitution patterns.

There is a robust linear relationship between the experimental SNAr free energies of activation and three

molecular descriptors that can be obtained computationally: the electron affinity (EA) of the electrophile;

the average molecular electrostatic potential (ESP) at the carbon undergoing substitution; and the sum

of average ESP values for the ortho and para atoms relative to the reactive center. Despite using only

simple descriptors calculated from ground state wavefunctions, this model demonstrates excellent

correlation with previously measured SNAr reaction rates, and is able to accurately predict site selectivity

for multihalogenated substrates: 91% prediction accuracy across 82 individual examples. The excellent

agreement between predicted and experimental outcomes makes this easy-to-implement reactivity

model a potentially powerful tool for synthetic planning.
Introduction

Making reliable predictions about the reactivity of organic
molecules under specic conditions is the cornerstone of
organic synthesis.1 Every organic chemist learns to qualitatively
predict and/or rationalize reactivity based on the properties of
functional groups and substituents, and to use these predic-
tions in designing effective syntheses.2,3 Quantitative predic-
tions of reactivity and selectivity are generally more challenging
to achieve, and rely on sufficient experimental data to build
structure-reactivity correlations, extensive theoretical calcula-
tions, or a combination of the two.4–9 Recent advances in this
area combine techniques such as high-throughput experimen-
tation, descriptor generation, multivariate statistical analysis,
and machine learning to generate robust quantitative structure-
reactivity relationships (QSRR) and/or quantitative structure-
selectivity relationships (QSSR) for specic reactions.10–22

However, many signicant challenges remain, including reli-
able data collection for a large enough set of chemical space,
broad applicability of the resulting models beyond the specic
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training/test sets examined, and deployment in complex mole-
cule synthesis planning and design.23–25

One class of organic reactions for which accurate predictive
models would be invaluable is nucleophilic aromatic substitu-
tion (SNAr). SNAr is one of the most important and well-studied
transformations in organic synthesis.26–29 It is extensively used
in total synthesis of natural products,30–37 medicinal chemistry
and agrochemistry,38–43 and manufacturing of active pharma-
ceutical and agrochemical ingredients.44–48 For example, SNAr
reactions are particularly powerful for the synthesis and func-
tionalization of N-heterocycles, which are among the most
ubiquitous structural components in active pharmaceutical
ingredients.49–51

Because of its importance in synthesis, designing efficient
and highly selective SNAr reactions involving complex molecules
is crucial. Substantial research over the past 100 years has been
devoted to understanding the operative reaction mechanisms,
whether stepwise or concerted,26,52–54 and in collecting experi-
mental reactivity and selectivity data for myriad substrate
combinations. For example, Hammett55 and/or Mayr parame-
ters4 are oen used as mechanistic probes and to correlate/
predict SNAr reactivity (Fig. 1A).56–62

Theoretical and computational methods have been used to
develop predictive models for specic subsets of SNAr chemistry
(Fig. 1B). Early work focused on stability of the s-complex
intermediates using Ip-repulsion theory,63,64 or frontier molec-
ular orbital considerations65 to explain and predict regiose-
lectivity.66 Baker and Muir67,68 as well as Brinck, Svensson, and
Chem. Sci., 2022, 13, 12681–12695 | 12681
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Fig. 1 Approaches to developing quantitative structure-reactivity relationships (QSRR) for SNAr reactions. (A) Empirical parameters derived from
experimental data. (B) Calculated descriptors from DFT analysis (FMO= frontier molecular orbital theory; TS= transition state). (C) Recent hybrid
DFT/ML approach. D) Bottom-up approach combining new experimental data with simple calculated descriptors.
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co-workers69–71 have published several works on predicting
regioselectivity for SNAr reactions using DFT-calculated transi-
tion state energies and/or stability of the s-complex interme-
diates (SS).71

Quantum chemical transition state calculations are unde-
niably a powerful tool to explore reaction mechanisms and
provide theoretical evidence to support experimental ndings;
however, the computational cost of performing transition state
analyses remains high, and the complexity and nuance of these
calculations make them beyond the expertise of many synthetic
research groups. More desirable from an end-user perspective
are models built from easily obtained molecular descriptors. In
addition to established electronic and steric descriptors,55,72,73

in 2016 Brinck and co-workers introduced the local electron
attachment energy (analogous to the local electron affinity) as
a molecular descriptor for electrophilicity,74 and have applied it
toward reactivity/selectivity predictions for SNAr reactions.75

While this descriptor correlates well with sets of experimental
rates, and is able to provide qualitative selectivity predictions in
multihalogenated systems, there is a need for new and more
varied data and descriptor sets as foundations to build broadly
applicable models for synthetic planning.

Recently, Jorner, Brinck, Norrby, and Buttar reported the use
of a hybrid DFT/machine learning (ML) approach to predicting
experimental activation energies (Fig. 1C).21 This important study
collates more than 440 SNAr reaction rates from the existing
literature, and uses 34 ground state and transition state
descriptors as the training/test set. Notably, DFT-calculated
transition state energies are a crucial descriptor in the best-
performing model. This hybrid approach is demonstrably
powerful, able to generate a broadly applicable and accurate
model; however, the existing experimental rate data contains key
gaps, such as an overemphasis on nitroarenes, and relatively few
heterocyclic electrophiles. The hybrid DFT/ML approach also
12682 | Chem. Sci., 2022, 13, 12681–12695
requires transition state calculations for maximum accuracy,
especially if relatively few data points are available.

In this work, we consider the following three aspects of
a predictive model to have equal importance: (1) the prediction
accuracy the model provides, especially for new (external)
predictions; (2) the breadth of applicability the model affords
across chemical space; and (3) the ease and simplicity of applying
the model to new systems. In the previously described examples,
reaction rate/selectivity data used to train and validate the QSRR/
QSSR models are taken from literature values, skewing the
chemical space coverage toward well-studied systems. To
complement the existing SNAr rate data from the literature, we
measured relative reaction rates for 74 individual electrophiles –
includingmany nitrogen heterocycles relevant to pharmaceutical
synthesis – using a competition experiment approach, which is
commonly used to generate univariate Hammett plots.76–81

Having control over the composition of our training set gives us
the exibility to have a varied and balanced distribution of
structural features, which is necessary to ensure both accuracy
and applicability in making new predictions. To make the model
easy to implement, and to reduce the computational cost
required, we combined simple and easy-to-obtain ground state
molecular descriptors with our own experimentally determined
SNAr rates. From this combination of factors, we have con-
structed a QSRR model for SNAr reactions with excellent perfor-
mance in predicting reactivity trends and site selectivity for many
different electrophiles, including for multiple external test sets
with signicantly different molecular structures (Fig. 1D).
Results and discussion
Creating the training/test set

An efficient approach to collect a large and diverse data set of
reaction rates is critical to our bottom-up approach. To
© 2022 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2sc04041g


Fig. 2 Experimental approach to collecting free energies of activation for 74 SNAr reactions; Bn = benzyl. (A) Touchstone reaction progress
analysis under pseudo first order conditions. (B) Competition experiments to establish relative rates across electrophile library. (C) Representative
primary data for determining DDG‡

SNAr from competition experiments. (D) Quantitative reactivity scale for representative electrophiles.
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determine a large number of reaction rates in a timely manner,
we followed a workow of high-throughput competition exper-
imentation shown in Fig. 2. This experimental approach can be
summarized in three steps: rst, we monitored the reaction
progress of three touchstone reactions under pseudo rst order
conditions. We determined absolute rate constants and free
energies of activation (DG‡

SNAr) for SNAr between benzyl
alkoxide and 2-chloropyridine, 2-chloro-6-methylpyridine, or 2-
chloro-5-methoxypyridine as the electrophile (Fig. 2A). Next, we
determined relative rate constants for the electrophile substrate
library by a series of 94 individual competition experiments
under analogous conditions (Fig. 2B and Table S2†).
© 2022 The Author(s). Published by the Royal Society of Chemistry
Competition reactions were conducted under pseudo rst-order
conditions by having two electrophiles in excess but equal
amount to compete with one nucleophile. The reaction solu-
tions were quantitatively analyzed using UPLC. For each
competition experiment, chromatograms were recorded for the
reaction solutions at two time points: the start of the reaction
(t0) and completion of the reaction (tend). The ratio between the
two SNAr rates is obtained from the relative concentrations of
the two remaining substrates at tend. This method of quanti-
cation avoids the need to obtain relative response factors
between all 74 new SNAr products and the internal standards.
All experimental details of competition experiment set-up, LC
Chem. Sci., 2022, 13, 12681–12695 | 12683
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method parameters, and experimentally determined relative
rates for the entire array of 74 electrophiles are detailed in the
ESI.

Finally, we calibrated these relative rate constants using the
touchstone reactions, giving absolute rate constants and the
corresponding DG‡

SNAr values for the entire array of SNAr reac-
tions (Table S3†). We used the absolute DG‡

SNAr value for the 2-
chloropyridine touchstone reaction (88.8 kJ mol−1) as the cali-
bration point, with the other two touchstone reactions (2-
chloro-6-methylpyridine, and 2-chloro-5-methoxypyridine) used
to conrm the validity of the competition determined DG‡

SNAr

values. We obtain a percent difference between the competition
values and touchstone values of <2% (Fig. S3†). In addition, we
determined independent DG‡

SNAr values for 17 substrates using
multiple competition experiments, giving an estimate of the
error for the relative DG‡

SNAr values; the difference between the
average DG‡

SNAr value and the individual measurements is
between 0.2 – 1.7 kJ mol−1 (Table S5†).

Using this competition approach, we were able to rapidly
build a reliable and self-consistent data set from a library of 74
(hetero)aryl halides. This includes 6-membered aromatic elec-
trophiles with many different substitution patterns – electron
donating/withdrawing groups in all possible positions, multiple
substituents, and several heterocycle classes – and thus a variety
of electronic effects. The reactivity of these substrates crosses
a broad range, with the reaction rates spanning 6 orders of
magnitude; a quantitative reactivity scale for several represen-
tative electrophiles is shown in Fig. 2D. As an initial check on
Fig. 3 Quantitative model generation and performance. (A) Molecula
contribution determined by min/max normalization. (B) All data linear
accompanying statistics (MAE = mean absolute error); linear correlation
validations, with accompanying statistics. (D) Predicted versus residuals
outlier is identified (jRj > 5 kJ mol−1, red point with accompanying struc

12684 | Chem. Sci., 2022, 13, 12681–12695
the validity of our data set, we assessed the general reactivity
trends against the known features of SNAr reactivity. As ex-
pected, electron-decient arenes react much faster than
electron-rich ones; furthermore, the reactivity of the halides
leaving groups follows the established trend, with rates
decreasing as Ar–F >> Ar–Cl ∼ Ar–Br.82 We also constructed
Hammett plots for four sets of 2-X-pyridine substrates (X = Cl,
Br), giving linear correlations with rho values of ∼4–5 (Fig. S4–
S7†). Finally, we have prepared and isolated 5 representative
SNAr products (compounds S1-S5), and conrmed their struc-
tures using NMR spectroscopy and high-resolution mass spec-
trometry (Fig. S8–S17†).
Model generation and performance

Based on the known aspects of SNAr reaction mechanisms, and
our prior work83 in applying ground state molecular descrip-
tors84 to reactivity predictions, we built a quantitative structure-
reactivity model for SNAr electrophiles using only three
descriptors. These include a global descriptor in the electron
affinity (EA) of the electrophile, and two local descriptors based
on average molecular electrostatic potentials (ESP).85–88 In
addition to the ESP at the carbon undergoing substitution
(ESP1), we also discovered that the sum of ESP values for the
ortho and para ring atoms is required for accurate predictions
(ESP2) (Fig. 3A).

By building a multivariate linear correlation between these
three ground state descriptors and our experimentally obtained
r descriptors used in multivariate regression analysis, with percent
regression analysis for experimental versus predicted DG‡

SNAr with
uses non-normalized descriptors. (C) One of five 60/40 training/test
plot for the 74 data points, with accompanying box plot (right); one
ture).

© 2022 The Author(s). Published by the Royal Society of Chemistry
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DG‡
SNAr values, we have established a unied structure-reactivity

model able to accurately predict SNAr rates for electrophiles with
various structural features and leaving groups under our reaction
conditions. There is an excellent linear correlation between the
predicted and actual DG‡

SNAr values (R2 = 0.92) and a mean
absolute error (MAE) of only 1.8 kJ mol−1 (0.43 kcal mol−1)
(Fig. 3B). Performing a min/max normalization of the descriptors
reveals their percentage contribution to the model, with ESP1
being most important (50%), followed by ESP2 (35%), and nally
only a modest contribution from the EA (15%). We note that
including steric-based descriptors was not necessary to obtain
good correlations for our data set; adding substituent A-values as
an additional factor in our multivariate regression led to no
change in the model, and a very small coefficient for the A-value
term (Table S7†). Further work to explore steric effects in a wider
range of SNAr reactions is ongoing.

We have assessed the robustness of the model using cross-
validation with ve different random 60/40 training/test set
data splits (Fig. 3C and S20–24†) and one structured split
(Fig. S25†). All of these regression analyses give essentially
identical results, with excellent correlation statistics as indi-
cated by the range of Q2 values89 from 0.86 to 0.93, and MAE
values from 1.6 to 2.3 kJ mol−1 for the test sets. We also eval-
uated the 95% prediction intervals for the 29 members of the
test set in Fig. 3C, giving a range of �5.1 kJ mol−1 to �5.5 kJ
mol−1 (Fig. S20†). Finally, we also assessed the model perfor-
mance by analysing the distribution of residuals across the data
set, and identifying any possible outliers. As shown in Fig. 3D,
the residuals are randomly distributed, almost exclusively in the
range−5 to +5 kJ mol−1 (i.e. within an order of magnitude of the
experimental rate). A box plot reveals only one signicant
outlier (jresidualj > 5 kJ mol−1): 2-(N-methylcarboxamide)-4-
chloropyridine.

The selection of these specic molecular descriptors was
guided by the mechanistic features of nucleophilic aromatic
substitution, as well as our previous work on a multivariate
model for oxidative addition with (hetero)aryl halides.83 We also
carried out an iterative renement of the included descriptors
based on our experimental observations and model perfor-
mance (Table S5†). The following discussion provides more
detail on creation and renement of the model and its mech-
anistic basis.

A classic approach to describing nucleophile/electrophile
reactivity involves frontier molecular orbital (FMO) theory.90,91

At a basic level, a lower LUMO energy for the electrophile leads
to smaller HOMO–LUMO gap between nucleophile and elec-
trophile. This results in a lower energy transition state, and
therefore a faster reaction. On the other hand, this simple
connection between electrophilicity and LUMO energy is not
necessarily valid for every system: in one recent example, Zipse,
Oal, and Mayr have demonstrated poor correlation between
LUMO energy and electrophilicity for a series of Michael
acceptors.92 This is attributed to substituent effects that
increase p-conjugation (lowering LUMO energy), but decrease
electrophilicity. Nevertheless, we considered including LUMO
energies as a potential molecular descriptor for SNAr reactivity.
© 2022 The Author(s). Published by the Royal Society of Chemistry
As a substitute for LUMO energies, we initially used calcu-
lated electron affinity (EA) values for each electrophile, since EA
is a physical observable that can be experimentally measured.
Conceptually, EA and LUMO energy are related according to the
Koopmans's theorem approximation (that the LUMO energy is
the negative of the EA),93,94 enabling an intuitive analogy to be
made to FMO treatments. To conrm this analogy for the
substrate set under study, we compared our calculated EA
values to LUMO energies obtained via DFT (B3LYP/def2-TVZPD,
Fig. S26†), revealing a strong linear correlation (R2 = 0.94). We
also investigated an operationally simpler approach to calcu-
lating LUMO energies using Entos Envision,95 an open online
interactive platform for molecular simulation and visualization
that performs rapid semi-empirical calculations using GFN1-
xTB.96 Comparing these semi-empirical LUMO energies to our
EA calculations also reveals a strong linear correlation (R2 =

0.88, Fig. S28†). In addition, using either set of LUMO energies
in lieu of EA values gives nearly identical linear regression
models to that in Fig. 3B (Figs. S27 and S29†). While we retained
the EA values for our subsequent validation and external
predictions, LUMO energies from DFT or semi-empirical
calculations could certainly be a rapid and easy to calculate
alternative for synthesis-focused research groups.

To account for substituent effects beyond those on FMO
energies, we used average molecular ESP at individual aromatic
ring atoms as a local descriptor.85–88 The extent of electron de-
ciency at the reactive carbon is a key factor in determining SNAr
rates, and the corresponding ESP is a quantitative descriptor of
this molecular feature. Previously, we observed excellent corre-
lation between ESP-based descriptors and rates of Ar–X oxidative
addition to Pd(0),83 which shares mechanistic aspects with SNAr
reactivity.97 All ESP calculations were performed using the freely
available Multiwfn application (version 3.7).98,99

We initially constructed a bivariate linear model using just
two descriptors: EA and ESP1 (at the carbon undergoing
substitution) (Fig. 4A). This model gives good predictions for
halogenated pyridines and quinolines; however, it signicantly
underestimates the reactivity of halogenated pyrimidines, and
overestimates the reactivity of several non-heterocyclic haloar-
enes. The nature of these outliers led us to consider the elec-
tronic structure of the Meisenheimer intermediate and SNAr
transition state more generally. During substitution, the excess
negative charge in the intermediate/TS‡ is distributed via reso-
nance to the ortho and para positions relative to the reactive site;
the degree to which these atoms can stabilize this negative
charge should therefore affect the reaction rate. Thus, we
included the ESP2 descriptor to account for these additional
electronic effects, giving the superior model shown previously
in Fig. 3B (vide supra).

To highlight the importance of ESP2 in making accurate
predictions for multiple electrophile classes, we examined the
two largest outliers from the bivariate model on either side of
the distribution. We paired these two outliers with halopyr-
idines that have very similar ESP1 values, but signicantly
different observed DG‡

SNAr (Fig. 4B). In the rst case, the faster
than predicted outlier 4-chloro-6-morpholinopyridine has very
similar EA and nearly identical ESP1 values to 4-chloro-2-
Chem. Sci., 2022, 13, 12681–12695 | 12685
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Fig. 4 Importance of ESP2 descriptor in predicting DG‡
SNAr for multiple substrate classes. (A) Bivariate model incorporating only EA and ESP1

descriptors, with two sets of outliers highlighted. (B) Comparison of substrate pairs with very similar EA and ESP1 values but significantly different
DG‡

SNAr values, revealing the importance of ESP2 in differentiating reactivity. ESP maps for each substrate structure are shown, with colour
gradient indicating local ESP (red = maximum positive; green = 0; blue = maximum negative).

Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
 2

02
2.

 D
ow

nl
oa

de
d 

on
 0

1/
11

/2
5 

22
:4

8:
38

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
methylpyridine; however, these two electrophiles have
a DDG‡

SNAr = 10.9 kJ mol−1 (∼100 fold rate difference at 298 K).
These substrates have strikingly different ESP2 characteristics,
with the pyrimidine exhibiting a substantially larger negative
value due to the additional nitrogen in the ring. The same
situation is observed for the slower than predicted outlier 1-
bromo-3,5-bis(triuoromethyl)benzene and 2-chloro-5-
(triuoromethyl)-pyridine (DDG‡

SNAr = 11.3 kJ mol−1): both
substrates have nearly identical EA and ESP1 descriptor values,
but a more than 120 kJ mol−1 difference in ESP2.
Site selectivity in multihalogenated heterocycles

One of the most powerful applications of quantitative models in
synthesis is to predict selectivity for one product over another.
Many prior efforts in SNAr reactivity prediction focused on
exactly this problem, developing qualitative and quantitative
models for site selectivity involving multihalogenated
electrophiles.21,63–71,74,75,100 Within our 74-member substrate
training library are several electrophiles with multiple reactive
positions. The reactivity of these substrates provides an
opportunity to test the model's applicability for quantitative
12686 | Chem. Sci., 2022, 13, 12681–12695
selectivity predictions, despite not being explicitly trained for
this purpose. Importantly, the major contributors to the model
(ESP1 and ESP2) are local descriptors, which is key to enabling
differential predictions for each reactive site.101

For the 13 multihalogenated substrates in our library, we
determined the experimental site selectivity and compared the
resulting DDG‡

SNAr to that predicted by our descriptor-based
model. We also calculated DDG‡

SNAr values for 5 of the
substrates from DFT analysis of the corresponding transition
states (Fig. 5). In every case, using the three-descriptor model
from Fig. 3B to independently predict DG‡

SNAr for each site
correctly identies the most reactive position, with reasonable
quantitative accuracy that is comparable to that obtained via
transition state analysis; however, the model-predicted
DDG‡

SNAr between sites does appear to be systematically low
(i.e. selectivity is consistently underestimated).

To identify possible reasons for this systematic underesti-
mation, we considered that our global EA descriptor may not be
optimal in these cases, and chose the rst three substrates from
Fig. 5 for further investigation. To assess the FMOs involved in
these specic regioselective SNAr reactions, we examined the
symmetries of the LUMO and LUMO + 1 orbitals of the
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 FMO analysis of SNAr selectivity with 2,4-dichloropyridine,
revealing orbital symmetry effects in the substrate (LUMO versus
LUMO+1) and transition states (HOMO contributions from ortho and
para sites).

Fig. 5 Site selectivity in multihalogenated heterocycles that are part of
the training set. LUMO+1 energies are approximated by subtracting the
LUMO/LUMO+1 energy gap from the EA value for the substrate.
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substrates, and calculated the structures and energies of the
SNAr transition states (Fig. 6 and S30–S39†). In each case, we
could not locate a Meisenheimer-type intermediate along the
reaction coordinate, but did locate transition states consistent
with concerted SNAr reactions.29,53,54,102 As shown for 2,4-
dichloropyridine in Fig. 6, the relevant electrophile FMO for
attack at C4 is the LUMO, whereas for attack at C2 it is the
LUMO+1; this is evident from the LUMO/LUMO+1 symmetries
of the substrate, and the HOMO symmetries of two transition
states. Subtracting the calculated LUMO/LUMO+1 gap from the
EA as a correction when applying the model from Fig. 3B for C4
versus C2 predictions of the rst three substrates does give
increased accuracy, with errors of 0.3–1.5 kJ mol−1 forDDG‡

SNAr.
© 2022 The Author(s). Published by the Royal Society of Chemistry
External case study #1: SNAr rate correlations

With our three descriptor model performance validated against
internal data, we sought to assess its performance and gener-
ality when applied to new predictions beyond the training set.
To challenge the scope of applicability to SNAr reactions with
different solvents and/or nucleophile classes, we rst examined
several correlations between predicted DG‡

SNAr values from the
model and three sets of experimental DG‡

SNAr values from the
literature (Fig. 7).56,103-105 In these experimental data sets,
a variety of (hetero)aromatic halides (F, Cl, and Br as leaving
groups) are reacted with either alkoxide (Fig. 7A) or amine
(Fig. 7B and C) nucleophiles. While the absolute DG‡

SNAr values
from the prediction model are specic to the reaction condi-
tions of the training set, we do obtain good to excellent corre-
lation between the predicted DG‡

SNAr and experimental DG‡

values (R2= 0.72–0.99). This is remarkable considering only two
of the 34 electrophiles from these data sets are included in our
training data (compounds 3B and 4B in Fig. 7B), and these
reactions are conducted with different nucleophiles, solvents,
and temperatures. We do note the diminished performance for
set 7B, which may be because our model is predominantly
trained using substrates with Cl or Br leaving groups, whereas
the 7B set contains several substrates with F leaving groups.

Notably, we are able to account for solvation effects on
electrophile reactivity during descriptor generation. In data set
C (Fig. 7C), there are several substrates containing acidic or
basic functional groups where the initial correlation between
experimental and predicted reactivity is poor (Fig. 7C,
substrates 4C, 11–13C, red points). Given that these functional
groups will hydrogen-bond with the piperidine solvent,
Chem. Sci., 2022, 13, 12681–12695 | 12687
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Fig. 7 Model validation through assessing correlations between experimental DG‡ values and predicted DG‡
SNAr for three external data sets. (A)

SNAr between chlorobenzene derivatives and methoxide; experimental data from ref. 56 and 103 (B) SNAr between (hetero)aryl chlorides/
fluorides and piperidine; experimental data from ref. 105 (C) SNAr between substituted 1-bromo-2-nitrobenzenes and piperidine; experimental
data from ref. 104.
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signicantly altering the electronics of the substrate, we
included one explicit solvent molecule and recalculated the
ESP descriptors for these four electrophiles.75 Using these
revised ESP values, we obtain excellent linear correlation
across the entire substrate set.

In addition to the success in applying the ESP/EA model
beyond the training set, and in identifying solvation effects on
reactivity, we can also identify potential experimental outliers. For
example, the data set in Fig. 7C contains one signicant outlier
12688 | Chem. Sci., 2022, 13, 12681–12695
(6C). In this case, 6C has two potentially reactive positions (Ar–Br
and Ar–F). We have experimentally conrmed that reacting 6C
with piperidine leads to a mixture of the two SNAr products, in
a 1.5 : 1 ratio, slightly favouring Ar–Br substitution (Fig. S40†).
External case study #2: site selectivity predictions

To further examine the potential applicability of our ESP/EA
model beyond the training set, we assessed 63 external exam-
ples of site selectivity in SNAr reactions under a variety of
© 2022 The Author(s). Published by the Royal Society of Chemistry
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conditions. We rst applied predictions to three data sets
previously used as a testing ground for site selectivity predic-
tions using other approaches (Fig. 8–10).69–71,75 These data sets
also contain experimentally-determined rates, providing an
additional opportunity to test the model's performance.

The rst data set involves 7 multiply uorinated arenes
undergoing substitution with ammonia, where 5 substrates
have potential for regioisomer formation (Fig. 8).106 In each
case, the predicted major site based on the ESP/EA model
matches the experimental site. Furthermore, the predicted
DG‡

SNAr values correlate well with the experimental ln (k)
values for these 5 substrates (R2 = 0.95). Notably, ln (k) for
substrates 8b and 8d do not correlate; this exact situation was
noted by Stenlid and Brinck, who also observed these two
substrates as signicant outliers when correlating ln (k) with
the local electron attachment energy.75 While these authors
attributed this discrepancy between prediction and experi-
ment to steric effects, there may be a different underlying
reason considering the small size of both the nucleophile
(ammonia) and the cyano group in 8d.

The second data set also involves multiply uorinated are-
nes, this time undergoing SNAr with the methoxide anion as the
nucleophile in methanol solvent (Fig. 9).107 Across these 10
substrates, 5 have the potential to form regioisomers. In each of
these cases, the ESP/EA model correctly predicts the major site
Fig. 8 Site selectivity predictions and rate correlation for SNAr
between fluorinated arenes and ammonia. Experimental data from
ref. 99

© 2022 The Author(s). Published by the Royal Society of Chemistry
of reaction. For substrate 9d, the predicted secondmost reactive
site is incorrect (C2) based on experimental observation (C3);
however, for 9e the predicted reactivity order from rst to third
site is correct. While we again observe an underestimation of
selectivity based on predicted DG‡

SNAr values, we do observe
excellent linear correlation with experimental ln (k) across the
entire substrate set. This is notable in the context of Stenlid and
Brinck's prior work with local electron attachment energy,
where the experimental ln (k) for 9g-j does not correlate with
that descriptor. Here, the ESP/EA model correctly predicts that
these four substrates should have similar SNAr rates (within
a factor of 10 of each other).

The third data set contains 18 multiply uorinated nitrogen
heterocycles undergoing SNAr with ammonia, with 15 examples
where regioisomers can be formed (Fig. 10).106,108,109 In every
case ESP/EA model correctly predicts the major site of reaction,
and in all but one case (10l) it also predicts the second site of
reaction. The quantitative selectivity predictions are also much
closer to the experimental values within this data set. We again
observe excellent linear correlation between experimental ln (k)
and predicted DG‡

SNAr. Note that substrate 10r, which has a rate
“too fast . to measure”,109 is estimated to have an ∼105-fold
Fig. 9 Site selectivity predictions and rate correlation for SNAr
between fluorinated arenes and methoxide. Experimental data from
ref. 100

Chem. Sci., 2022, 13, 12681–12695 | 12689
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Fig. 10 Site selectivity predictions and rate correlation for SNAr
between fluorinated heterocycles and ammonia. Experimental data
from ref. 99, 101, and 102.
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larger rate constant than 10d; this estimated data point is not
included in the linear correlation.

Finally, to challenge the qualitative accuracy of the model,
we applied it toward a series of more complex SNAr examples
with a wider variety of nucleophiles (Fig. 11). Sets A–D were
previously collated and categorized by Brinck, Svensson, and co-
workers and categorized depending on the nature of the
nucleophile/electrophile pairing.70,109–127 Using only the struc-
ture of the electrophile, our ESP/EA model is able to correctly
predict the major site of reaction in 26 of the 32 cases. Within
sets A and C – (hetero)aryl halides reacting with anionic
nucleophiles – the two incorrect predictions are for relatively
non-polar uorinated arenes. For sets B and D, which employ
neutral nucleophiles, the incorrect examples all involve
12690 | Chem. Sci., 2022, 13, 12681–12695
secondary amine nucleophiles. In these cases, steric effects
appear to play a signicant role in overriding the electronic
nature of the electrophile; for example, pentachloropyridine
reacts preferentially at C4 (as predicted) with alkoxide or
ammonia nucleophiles, but switches to C2 selectivity with
diethylamine. We also applied predictions to 6 mixed halide
electrophiles reacting with a variety of nucleophiles in set E,
drawn from examples in medicinal/agrochemical
discovery.128–133 The model is able to correctly identify the
major site of reactivity for each example, except for a case where
the predicted site is at an Ar–F, and the observed reactivity is at
a 2-Cl-pyridine site.
External case study #3: complex molecule synthetic planning

As a test of the ESP/EA model's potential utility in real-world
synthetic planning, we sought to validate its predictions
against SNAr reactions used to prepare clinical candidate active
pharmaceutical ingredients (APIs). These include recent reports
on branebrutinib,134 an EGFR T790 M inhibitor,135 a Nav1.7
inhibitor,136 a tyrosine kinase inhibitor,137 an SRI/5-HT2A

antagonist,138 an RoRg inverse agonist,139 and merestinib140

(Fig. 12).
The rst four examples concern site selective SNAr to

generate a variety of targets from structurally complex
substrates. In each of these cases, the ESP/EA model is able to
predict the correct reactive site. Thus, applying these predic-
tions during synthetic design would help pharmaceutical
process chemists to proceed with condence that selective
substitution is feasible. In fact, the chemists at Pzer used an
internal prediction tool (based on Fukui indices) to help guide
their synthetic planning toward the EGFR T790 M inhibitor
(2nd example in Fig. 12).135

A particularly powerful aspect of in silico reactivity predic-
tions is the ability to evaluate multiple options in substrate
design before committing experimental resource. We have
examined three examples where the substitution pattern of the
SNAr electrophile affects the site selectivity or reactivity. In the
rst case, synthesis of the target SRI/5-HT2A antagonist
requires a site selective SNAr to install an aryl ether ortho to
a carbonyl functionality.138 This was initially performed using
an aldehyde moiety; however, the relatively poor site selectivity
meant column chromatography was required to purify the
intermediate. Further process developments identied an N-
methylamide as a more selective alternative that retained key
functionality for progressing to the target API. This improved
selectivity is predicted by the ESP/EA model. A second case
involves choice of either an Ar–F or Ar–Cl electrophile for SNAr
with an alkoxide nucleophile.139 Experimental evaluation of
each revealed that both substrates are viable, with the Ar–Cl
version requiring slightly higher reaction temperature than
the Ar–F analogue. The ESP/EA model predicts that the F for Cl
switch would result in a relatively modest reactivity decrease,
indicating both should be suitable substrates.

The nal example concerns an intramolecular SNAr to
generate an indazole en route to merestinib.140 The nal API
contains a methoxy group para to the indazole nitrogen;
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 11 Qualitative site selectivity predictions for combinations of (hetero)aryl halides with anionic (A and C) and neutral (B and D) nucleophiles,
and for mixed halide aromatics (E).
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however, attempts to perform the intramolecular SNAr with
this strong electron donating group para to the substitution
site were not successful. Instead, the researchers installed
a nitro group to enable the SNAr to proceed, but which would
require multiple functional group interconversions. The
substantial difference in reactivity between –OMe and –NO2

derivatives is conceptually obvious (and borne out by the ESP/
EA model); however, the orders-of-magnitude difference in
predicted rate between the two means that the more desirable
–OMe substrate could be ruled out earlier on in synthetic
development. Furthermore, additional hypothetical substrates
© 2022 The Author(s). Published by the Royal Society of Chemistry
that retain the required oxygen (such as a sulfonate) could be
evaluated using the prediction model (the –OMs derivative has
a predicted DG‡

SNAr halfway between the –NO2 and –OMe
derivatives).
Conclusions

We have demonstrated an effective bottom-up approach to
developing a quantitative structure-reactivity model for nucle-
ophilic aromatic substitution reactions. By curating a diverse
library of (hetero)aromatic electrophiles, and determining their
Chem. Sci., 2022, 13, 12681–12695 | 12691

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2sc04041g


Fig. 12 Example applications of SNAr predictions to route develop-
ment for investigational API synthesis, including regioselectivity for
specific substrates, and comparison of potential substrate regiose-
lectivity/reactivity.
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corresponding relative SNAr reaction rates through a series of
competition experiments, we rapidly assembled a reliable and
diverse data set as an experimental foundation. Pairing this set
of reactivity data with simple ground state molecular descrip-
tors – electron affinity and molecular electrostatic potentials –

results in a robust multivariate linear correlation between
relative rate and the molecular structure of the electrophile.

Importantly, even though the model was trained using only
one set of reaction conditions with a single nucleophile, it is
suitable for making correlations and predictions about SNAr
reactivity for a wide variety of nucleophiles, solvents, and
temperatures. These include a >90% success rate in predicting
the major reaction site for multihalogenated arenes (>80 cases),
and examples where substrate design for active pharmaceutical
12692 | Chem. Sci., 2022, 13, 12681–12695
ingredient synthesis can be informed by predicted reactivity.
Thus, this simple and easy-to-apply model can generate rapid
and accurate predictions for complex molecule targets. There
are still specic limitations to be addressed, including the
inability of the model to properly predict selectivity outcomes
for non-halogenated leaving groups (e.g. –NO2 or –OMe) and for
bulky nucleophiles (as shown in Fig. 11). Further work to build
additional targeted models for these effects in SNAr chemistry,
as well as for additional commonly-used organic reaction
classes is currently underway in our laboratories.
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relationships with the land continue to this day. We also
acknowledge funding from the New Frontiers in Research Fund
– Exploration (DCL) and NSERC Discovery Grant program (IP
and DCL). Supercomputing resources at Westgrid and Compute
Canada were integral to this work.

Notes and references

1 R. C. Larock, Comprehensive Organic Transformations: A
Guide to Functional Group Preparations; Wiley, 2018.

2 E. J. Corey and X.-M. Cheng, The Logic of Chemical Synthesis,
John Wiley & Sons, Nashville, TN, 1995.

3 The Art of Writing Reasonable Organic Reaction Mechanisms,
ed., R. B. Grossman, Springer: New York, NY, 2003.

4 H. Mayr and M. Patz, Angew. Chem., Int. Ed. Engl., 1994, 33,
938–957.

5 H. Mayr, B. Kempf and A. R. Oal, Acc. Chem. Res., 2003, 36,
66–77.

6 H. Mayr and A. R. Oal, Pure Appl. Chem., 2005, 77, 1807–
1821.

7 H. Mayr and A. R. Oal, J. Phys. Org. Chem., 2008, 21, 584–
595.

8 H. Mayr and A. R. Oal, Acc. Chem. Res., 2016, 49, 952–965.
© 2022 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2sc04041g


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
 2

02
2.

 D
ow

nl
oa

de
d 

on
 0

1/
11

/2
5 

22
:4

8:
38

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
9 H. Mayr and A. R. Oal, Pure Appl. Chem., 2017, 89, 729–744.
10 M. S. Sigman, K. C. Harper, E. N. Bess and A. Milo, Acc.

Chem. Res., 2016, 49, 1292–1301.
11 Z. L. Niemeyer, A. Milo, D. P. Hickey and M. S. Sigman, Nat.

Chem., 2016, 8, 610–617.
12 K. Wu and A. G. Doyle, Nat. Chem., 2017, 9, 779–784.
13 D. T. Ahneman, J. G. Estrada, S. Lin, S. D. Dreher and

A. G. Doyle, Science, 2018, 360, 186–190.
14 B. Maryasin, P. Marquetand and N. Maulide, Angew. Chem.,

Int. Ed., 2018, 57, 6978–6980.
15 O. Engkvist, P.-O. Norrby, N. Selmi, Y. Lam, Z. Peng,

E. C. Sherer, W. Amberg, T. Erhard and L. A. Smyth, Drug
Discov. Today, 2018, 23, 1203–1218.

16 A. F. Zahrt, J. J. Henle, B. T. Rose, Y. Wang, W. T. Darrow
and S. E. Denmark, Science, 2019, 363, eaau5631.

17 T. Toyao, Z. Maeno, S. Takakusagi, T. Kamachi, I. Takigawa
and K. Shimizu, ACS Catal., 2020, 10, 2260–2297.

18 E. N. Muratov, J. Bajorath, R. P. Sheridan, I. V. Tetko,
D. Filimonov, V. Poroikov, T. I. Oprea, I. I. Baskin,
A. Varnek, A. Roitberg, O. Isayev, S. Curtalolo,
D. Fourches, Y. Cohen, A. Aspuru-Guzik, D. A. Winkler,
D. Agraotis, A. Cherkasov and A. Tropsha, Chem. Soc.
Rev., 2020, 49, 3525–3564.

19 B. Mahjour, Y. Shen and T. Cernak, Acc. Chem. Res., 2021,
54, 2337–2346.

20 L. C. Gallegos, G. Luchini, P. C. St. John, S. Kim and
R. S. Paton, Acc. Chem. Res., 2021, 54, 827–836.

21 K. Jorner, T. Brinck, P.-O. Norrby and D. Buttar, Chem. Sci.,
2021, 12, 1163–1175.

22 M. Orlandi, M. Escudero-Casao and G. Licini, J. Org. Chem.,
2021, 86, 3555–3564.

23 Y. Shen, J. E. Borowski, M. A. Hardy, R. Sarpong, A. G. Doyle
and T. Cernak, Nat. Rev. Methods Primers, 2021, 1, 23.

24 I. O. Betinol and J. P. Reid, Org. Biomol. Chem., 2022, 20,
6012–6018.

25 W. Beker, R. Roszak, A. Wołos, N. H. Angello, V. Rathore,
M. D. Burke and B. A. Grzybowski, J. Am. Chem. Soc.,
2022, 144, 4819–4827.

26 J. Meisenheimer, Justus Liebigs Ann. Chem., 1902, 323, 205–
246.

27 J. F. Bunnett and R. E. Zahler, Chem. Rev., 1951, 49, 273–
412.

28 The SNAr Reactions: Mechanistic Aspects. in Modern
Nucleophilic Aromatic Substitution; Wiley-VCH Verlag:
Weinheim, Germany, 2013; pp pp 1–94.

29 S. Rohrbach, A. J. Smith, J. H. Pang, D. L. Poole, T. Tuttle,
S. Chiba and J. A. Murphy, Angew. Chem., Int. Ed., 2019,
58, 16368–16388.

30 D. A. Evans, M. R. Wood, B. W. Trotter, T. I. Richardson,
J. C. Barrow and J. L. Katz, Angew. Chem., Int. Ed., 1998,
37, 2700–2704.

31 D. A. Evans, C. J. Dinsmore, P. S. Watson, M. R. Wood,
T. I. Richardson, B. W. Trotter and J. L. Katz, Angew.
Chem., Int. Ed., 1998, 37, 2704–2708.

32 K. C. Nicolaou, S. Natarajan, H. Li, N. F. Jain, R. Hughes,
M. E. Solomon, J. M. Ramanjulu, C. N. C. Boddy and
M. Takayanagi, Angew. Chem., Int. Ed., 1998, 37, 2708–2714.
© 2022 The Author(s). Published by the Royal Society of Chemistry
33 K. C. Nicolaou, N. F. Jain, S. Natarajan, R. Hughes,
M. E. Solomon, H. Li, J. M. Ramanjulu, M. Takayanagi,
A. E. Koumbis and T. Bando, Angew. Chem., Int. Ed., 1998,
37, 2714–2716.

34 K. C. Nicolaou, M. Takayanagi, N. F. Jain, S. Natarajan,
A. E. Koumbis, T. Bando and J. M. Ramanjulu, Angew.
Chem., Int. Ed., 1998, 37, 2717–2719.

35 A. J. Zhang and K. Burgess, Angew. Chem., Int. Ed., 1999, 38,
634–636.

36 L.-J. Cheng, J.-H. Xie, Y. Chen, L.-X. Wang and Q.-L. Zhou,
Org. Lett., 2013, 15, 764–767.

37 K. Yamashita, Y. Kume, S. Ashibe, C. A. D. Puspita,
K. Tanigawa, N. Michihata, S. Wakamori, K. Ikeuchi and
H. Yamada, Chem.– Eur. J., 2020, 26, 16408–16421.

38 J. T. Bork, J. W. Lee and Y.-T. Chang, QSAR Comb. Sci., 2004,
23, 245–260.

39 D. G. Brown and J. Boström, J. Med. Chem., 2016, 59, 4443–
4458.

40 S. Preshlock, M. Tredwell and V. Gouverneur, Chem. Rev.,
2016, 116, 719–766.

41 C. N. Neumann and T. Ritter, Acc. Chem. Res., 2017, 50,
2822–2833.

42 J. Boström, D. G. Brown, R. J. Young and G. M. Keserü, Nat.
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