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Electron–phonon interaction and ultrafast
photoemission from doped monolayer MoS2

Neha Nayyar, Duy Le, Volodymyr Turkowski and Talat S. Rahman *

We have examined the effect of electron–phonon coupling on photoluminescence and ultrafast

response of electron doped monolayer MoS2, using a combination of density functional theory, time

dependent density functional theory, and many-body theory. For small doping (B1–3%) of interest here,

the electron–phonon coupling parameter is modest (B0.1–0.2) but its effect on the emissive properties

and response of the system to femtosecond (fs) laser pulses is striking. We find an ultrafast (fs) relaxation

of the electronic subsystem as well as a high fluence of visible light emission induced by electron phonon

interaction. Together with high carrier mobility, these features of monolayer MoS2 may be relevant for

optoelectronic technologies.

I. Introduction

Several properties of single-layer MoS2 make it attractive for
novel applications in nanoelectronics1,2 and nanooptics.3,4 Its
high electron mobility, room-temperature current on/off ratio
and ultralow standby power dissipation make it suitable for
field-effect transistors.5 Optical pumping with circularly polar-
ized light which leads to complete (nanosecond-long) dynamic
valley polarization5,6 invites applications. Furthermore, its
tuneable electronic structure and strong absorption and emis-
sion could be relevant for phototransistors7 and light emitting
devices operating in the visible region.8 Of course, what has
highlighted monolayer MoS2 is its enhanced luminescence,
which is several orders of magnitude larger than that of its bulk
counterpart.9,10 This increase in photoluminescence (PL) inten-
sity of the monolayer has been attributed to its direct band gap.
Experimental groups have reported the energy of the PL peak to
lie in the range 1.8–1.9 eV, depending on the sample used.9–14

The absorption spectrum of single layer MoS2 appears also
attractive from the technological point of view, since the optical
gap lies in the visible (B1.8 eV) and the spectrum demonstrates
peaks that correspond to strongly bound excitons9 and trions15 with
experimentally observed large binding energies of B0.2–0.4 eV9,10,12

and 20 meV,15 respectively, making these states suitable for room-
temperature applications. Theoretical studies of excitons using the
phenomenological Wannier equation, as well as many body GW/
Bethe–Salpeter equation (GW/BSE) approaches16,17 reproduce the
large binding energies, while a trial wave function method does so
for both the exciton and the trion bound states.18 Using a density
matrix based time-dependent density functional theory (TDDFT)

approach which is suitable for calculating properties of both
excitons and trions19 we also confirm that the binding energies of
these quasiparticles are much larger than what is expected in a
typical semiconductor (few meVs). These large binding energies
indicate the propensity of the excitons and trions to survive at
temperatures at which phonons effects are enhanced and electron–
phonon interactions impact the absorption and emission spectra,
which is part of the motivation for this work.

Another motivation for the present study comes from the
recent interesting experimental observations of strong emis-
sion in the ultrafast optical response,20 which stimulated
measurements of its ultrafast electron response,21–23 followed
by that of time-resolved femtosecond emission24,25 of a related
two dimensional material, graphene. Theoretical analyses26–28

confirm the main experimental conclusion that the ultrafast
electron response leads to an ultrafast emission, with dominant
electron–phonon scattering of hot electrons.26 Remarkable
carrier multiplication and Auger recombination were also pre-
dicted for excited states of graphene.27,28 Given its strong
absorptive and emissive properties, it is natural to expect
similar phenomena in excited states of monolayer MoS2.
Indeed, PL spectra and nonequilibrium response of the latter
are topics of active experimental studies.29–47 Note that the PL
spectrum is dominated by exciton peaks.34,35 For instance, the
spectrum includes one sharp PL peak at 640 nm and one broad
peak at 684 nm corresponding to the excitonic A (1.94 eV) and B
(1.81 eV) direct-gap optical transitions, respectively.35 Regard-
ing PL energies, it is important to bear in mind that there is a
possibility of (strong) ultrafast gap renormalization caused by
the presence of excited carriers, as recent time-resolved and
angle-resolved photoemission (TR-ARPES) data demonstrate.36

Moreover, combined experimental PL and theoretical analysis
showed37 there are two possible distinct channels of excitations
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in monolayer (1L) MoS2: an excitation above the band gap and
quasi-resonant excitonic states below the band gap, with a
much stronger (excitonic) emission in the former channel
(see also a review,38 in which details of exciton emission and
gap renormalization in excited 1L MoS2 are discussed).

Furthermore, ultrafast time-resolved photoemission experi-
ments at low temperatures on 1L MoS2 flakes29 show photo-
carrier recombination to occur on a few-picosecond timescale,
while a biexponential PL decay was observed when the tem-
perature was increased. In femtosecond pump–probe pulse
studies on few-monolayer MoS2,30 the carrier lifetime was
estimated to be B100 ps. Optical pump–probe spectroscopic
studies31,32 suggest that carrier cooling (dominated by phonon
scattering) occurs on the picosecond scale, with 500 fs electron
thermalization, followed by 1–100 ps31 defect-caused transient
processes, and by slower, B10 ns, recombination.32 On the other
hand, there are experimental indications of an ultrafast response
in the system: PL mapping pump–probe spectroscopy measure-
ments reveal a 50 fs hole transfer from MoS2 to WS2 layer in
photoexcited atomically thin MoS2/WS2 heterostructure.33 Theo-
retical modelling predicts a 100 fs phonon lifetime resulting from
electron–phonon scattering.48

Importantly, time-resolved PL data39 show a decrease of the
initial polarization (exciton emission decay time B4 ps) in 1L
MoS2 with increasing pump photon energy suggesting ultrafast
intervalley relaxation. The above observations are supported by
TR-PES and ARPES measurements for 1L MoS2 on a metallic
substrate40 which demonstrate ultrafast (50 fs) extraction of
excited free carriers via the metal, suggesting B50 fs dynamics
of the gap change. Similarly, fs-timescale for the PL decay of
excitons in the system has been reported.41 Thus, there are
several evidence of the ultrafast fs dynamics of free charges and
excitons in 1L MoS2. As we show in this work, electron–phonon
interaction also plays as important role in the ultrafast
dynamics of the system.

There are also interesting observations on 1L MoS2 on the
effect of the time-dependent electronic temperature on the
emission42,43 and fluence.43–47 For example, femtosecond
pump–probe spectroscopy found that electron–phonon scatter-
ing is responsible for an ultrafast redshift of the exciton
resonance energy observed after photoexcitation.42 The energy
from the cooling of hot carriers and from the formation of
bound states is transferred to the phonon subsystem within
2 ps, though some sub-ps emission dynamics was also
observed. Electron temperature-change and fluence dependent
studies43 imply that the dissociation of excitons leads to an
observed ultrafast bandgap renormalization. Analysis of exciton
generation and dynamics at different pump fluences found that
both ultrafast phenomena strongly depend on fluence.44 Simi-
larly, observed 100 fs dynamics of excited free carriers in 1L
MoS2 also depends strongly on pumped fluence.46,47

The results mentioned above are intriguing and call for a
microscopic understanding of the ultrafast response and PL of
monolayer MoS2. Such a theoretical analysis needs to consider
electron–phonon scattering processes, which may define the
dispersion and the lifetime of excited electrons and, hence, the

PL of the system. In this work, we first calculate electron–
phonon interaction in 1L MoS2 at small values of doping
(B1–3%) which we introduce by shifting the chemical potential
to the conduction band. This process is akin to the application
of an external voltage to the system. We then examine effects of
electron–phonon interaction on the absorption and emission
properties of this remarkable 2D material. In Section II, we
present some details of the calculations of the electron–phonon
coupling, which is followed in Section III by an analysis of the
absorption and emission properties. The ultrafast response of
the system is summarized in Section IV and our conclusions are
presented in Section V.

II. Electron–phonon coupling in
doped 1L MoS2

To calculate electron–phonon interaction one needs to first
obtain the electronic structure of the material (electron density
of states) and its phonon dispersion curves. Although the
electronic structure of the ground state of monolayer MoS2

has been calculated by a number of researchers, for complete-
ness and consistency we present here results of our calculations
for which we have applied the density functional theory (DFT)
based approach as embodied in the code Quantum Espresso.49

The model system consists of two planes of hexagonally
arranged S atoms covalently bonded to the layer of Mo atoms
sandwiched between the S layers (Fig. 1). The lattice parameter
was obtained through ionic relaxation of the system within the
Local Density Approximation (LDA) for the exchange–correla-
tion potential, using an energy cut-off of 60 Ry for the plane-
waves and a 15 � 15 � 1 k-point mesh for sampling of the
Brillouin zone (with Gaussian smearing with s = 0.004 Ry for
integration over the Brillouin zone). To avoid effects of the
interaction between images in the periodic unit cell, the lattice
parameter in the direction perpendicular to the monolayer
plane was chosen to be 15 Å (vacuum layer). The calculations
yielded a lattice parameter of 3.167 Å and Mo–S bond length of

Fig. 1 Top view (a) and side view (b) of monolayer MoS2. Blue and yellow
balls represent Mo and S atoms, respectively. The parallelogram in
(a) indicate a unit cell of MoS2.
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2.419 Å, in reasonable agreement with experimental values
3.15 Å and 2.414 Å, respectively.50,51

The calculated electronic density of states (DOS) of the
system, shown in Fig. 2, has a band gap of 1.8 eV in agreement
with prior DFT-LDA calculations,52,53 though it is smaller than
the experimental value of 2.15 eV.54 The theoretical value of the
gap increases when taking into account the GW correction
(though that leads to an overestimation as the gap is found
to be B2.8 eV55). On the other hand, the gap in the optical
absorption spectrum (from excitonic effects) is about 1.8 eV.
This good agreement between the DFT electronic gap and
experimental optical gap is fortuitous and reflects the large
excitonic binding energies, B0.2–0.4 eV (see ref. 19 and refer-
ences therein). These large binding energies are caused in part
by reduced screening of the electron-hole attraction in these
two-dimensional systems. Another consequence of the reduced
screening is a rather long (up to 1000 ps) exciton lifetime56,57

and a small (7–10 Å) exciton radius.58

To validate our DFT-LDA results, we repeated the calculation
of the electronic density of states of 1L MoS2 with the more
computationally intensive Heyd–Scuseria–Ernzerhof (HSE06)
hybrid functional.59,60 These hybrid functionals incorporate
the short range Hartree–Fock exchange interactions and typi-
cally provide band gap for transition metal dichalcogenides
that are in better agreement with experimental values.61 Com-
parison of the electronic DOS obtained with LDA and HSE06 in
Fig. 2 highlight two points. First, the band gap (B2.2 eV) is in
excellent agreement with experimental values. Second, despite

differences in the DOS, the bottom of conduction band, which
is the main quantity of interest here (see below), is virtually the
same, whether calculated with LDA or HSE06. We have
further elaborated the region near the Fermi energy in the
inset in Fig. 2 to point to the quantitative differences in N(eF)
that the two methods yield. For small doping (1–3%, i.e., 0.01–
0.03 electron per formula unit), the differences are within the
margin of error that is introduced by the smearing that is
necessary for calculations of the DOS. Given the computational
efficiency of LDA, and our interest is understanding the trends
in the behavior of the electron–phonon interaction, we will
proceed with LDA for the rest of this study, since we expect the
trends to be the same (our rationale is similar to that used in
ref. 61). Before we discuss the effects of the excitons on the
optical spectra of undoped and doped monolayer MoS2, we turn
to the description of the phonon dispersion curves of the
undoped system.

Fig. 3a shows the phonon energy dispersion curves. The
system has the symmetry of point group D3h. There are 9
branches of phonons, corresponding to 3 acoustic and 6 optical
modes. The acoustic modes labelled LA and TA, in Fig. 3, are in-
plane vibrations that have linear dispersion and have higher
energy than the acoustic mode labelled ZA which consists of
out-of-plane vibrations. The lowest-energy optical modes E0 and
E00 consists of in-plane vibrations, shown schematically in
Fig. 3b, both being degenerate at the G-point. The two E00

modes are vibrations with 2 sulphur atoms moving out-of-
phase while keeping the Mo atom static. The two E0 modes
are polar modes with Mo and S atoms moving out-of-phase with
respect to each other. A0 is a homopolar mode with two sulphur
atoms vibrating out-of-phase while the Mo atoms remain static,
and A00 is the highest energy optical mode with out-of-plane
vibrations in which the Mo and S atoms vibrate out-of-phase
with respect to each other.

The calculated phonon dispersion curves of monolayer
MoS2 presented in Fig. 3 are in agreement with experimental
Raman spectra for the optical modes frequencies at the

Fig. 2 Calculated electronic density of states of single-layer MoS2 with
LDA and HSE06 functionals. Zero energy level is set to the bottom of the
conduction bands. The inset shows the zoom-in view of the region near
the bottom of the conduction bands, in which the two vertical dashed
lines, blue and red, represent the Fermi level at 1% doping for the case of
LDA and HSE06 functionals parameter, respectively.

Fig. 3 Phonon dispersion curves (a) and schematic representation of the
optical phonon modes (b) for monolayer MoS2 obtained from DFT
calculations.
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G-point62–66 (B385 cm�1 for the E1
2g and 400–410 cm�1 for the

A1g mode), as well as with other DFT calculations.67–71

To calculate the electron–phonon coupling parameter we
have applied the Quantum Espresso post-processing software,
which uses the results for the ground state atomic and electro-
nic configurations, wave functions and phonon dispersion
curves to obtain the electron scattering probability coefficients

gqu k; i; jð Þ ¼ �h

2Moqn

� �1=2

ci;k

dVSCF

dûqn
� êqn

����
����cj;kþq

� �
; (1)

which correspond to the scattering of electron from state i
(momentum k) to state j (momentum k + q) due to absorption
(emission) of a phonon with mode index n and momentum
q(�q) (in calculation of physical quantities defined by creation
and annihilation of different electron and phonon states,
coefficients (1) are weighted by corresponding factors of the
electron and phonon distribution functions). In eqn (1), M is
the effective atomic mass, ci,k and cj,k+q are the electronic wave
functions for the initial and final states, respectively. dVSCF/dûqn

is the gradient of the self-consistent potential with respect to
the atomic displacements induced by the phonon mode (q,n)
with frequency oqn and polarization vector êqn (for a summary
on the Eliashberg formalism to study the effects of the elec-
tron–phonon interaction used in this work, see, e.g., ref. 72).

Next, from the above scattering function one can obtain the
phonon line widths:

gqn ¼ 2poqn

X
ij

ð
d3k

OBZ
gqu k; i; jð Þ
�� ��2d eq;i � eF

� �
d ekþq;j � eF
� �

;

(2)

where OBZ is the volume of the first Brillouin zone, eq,i is the
energy of the electron in the state (band) i and with momentum
q, and eF is the Fermi energy. We have neglected here the
change of the energy of the electron after scattering (quasi-
elastic assumption), since the energy of the absorbed/emitted
phonon is relatively small. In principle we can use gqn to further
define the electron–phonon coupling parameter lqn for the
phonon mode n with wave vector q and frequency oqn:

lqn ¼
gqn

p�hN eFð Þoqn
2

(3)

where N(eF) is the electron DOS at the Fermi level. Since these
parameters depend on the DOS at the Fermi level, to calculate
them for undoped semiconductors (with N(eF) = 0) we manually
shift the Fermi level to a point at which there is a non-zero DOS.
As stated above, this shifting of the chemical potential is akin
to doping the system with electrons. Instead of the phonon
mode specific parameter lqn, in this work we are interested in
calculating the average electron–phonon coupling constant. We
thus resort to the Eliashberg function given by

a2F oð Þ ¼ 1

2pN eFð Þ
X
qn

d o� oqn
� � gqn

�hoqn
: (4)

which describes the scattering of an electron, with fixed initial
energy and momentum, to all other states which differ in

energy by h�o (emission/absorption energy of the phonon that
takes part in the scattering process). The effective (averaged
over all phonon modes) electron–phonon coupling parameter l
then relates to the Eliashberg function as below:

l ¼ 2

ð
a2F oð Þ

o
do: (5)

In Table 1, we present the calculated values of l for 1L MoS2 for
three values of doping used in this work. Note that shift from
zero of the conduction band by 0.067 eV corresponds to
electron density nc B 1.15 � 1013 cm�2, i.e. 1% doping, which
is a reasonable value accessible in experiments. It is clear from
Table 1 that the coupling parameter depends on the doping
level. For the low concentrations considered here, the electron–
phonon coupling parameter increases as (nc).1/2 For low doping
(1%) our calculated value of 0.12 is in agreement with B0.1 that
was estimated in previous studies for the weakly doped case.73

Our results are also in agreement with those obtained Ge
and Liu74 for similar doping. For reasons discussed by Ge and
Liu74 there is a dramatic increase in l when doping is larger
than 5%. Such large values of l(B1) have been extracted from
the temperature dependence of the helium-atom scattering
(HAS) Debye–Waller factor75 in range 100–500 K. Since
Anemone et al.75 have discussed their findings within the
context of our results above (which had been posted in the
archives76) and those in ref. 75, there is no inconsistency in the
divergent values of l that have been reported. For small doping
(o5%) the electron phonon coupling parameter in 1L MoS2 lies
between 0.1 and 0.2. In the section below we use the values of l
from Table 1 to study the optical properties of the system.

III. The absorption and the
emission spectra

To study the absorption and emission properties, we calculate
the momentum-resolved spectral function A(k,o) (proportional
to the probability for an electron to occupy the state with energy
h�o and momentum k):

A k;oð Þ ¼ ImSðk;oÞj j
o� ek �ReSðk;oÞ½ �2 þ ImSðk;oÞ½ �2

; (6)

where ek is the electronic band dispersion in the absence of
interactions, S(k,o) is the complex self-energy that describes
the effects of many-body interactions, including coupling to
phonons. The effect of the self-energy on the ‘‘free’’ electron
spectrum is to renormalize its energy (real part) and produce a
finite lifetime (inverse of the imaginary part). The lifetime of
the electronic excitation of the interacting system (frequency o)

Table 1 Electron–phonon coupling constant for different values of dop-
ing in 1L MoS2

Doping (%) l

1 0.12
2 0.16
3 0.20
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can be estimated as: t(o) = �1/Im[S(o)]. In the lowest-order
quasi-elastic approximation, the phonon contribution to the
real and imaginary parts of the electron self-energy is defined
by the Eliashberg function as follows:

ReS E;Tð Þ ¼
ð1
�1

dn
ðomax

0

do0a2F E;o0ð Þ 2o0

n2 � o02
f n þ Eð Þ;

(7)

ImS E;Tð Þ ¼ p
ðomax

0

a2F oð Þ 1� f E � oð Þ þ f E þ oð Þ þ 2n oð Þ½ �do;

(8)

where f and n are the Fermi and Bose distribution functions,
respectively, and omax is the maxim phonon (cut-off) frequency.

A typical plot of the spectral function, calculated using
eqn (6) at 1%-doping, is presented in Fig. 4 (following the
results for the phonon spectrum in Fig. 3, we have chosen
omax = 0.0497 eV which is the (optical) phonon frequency). In
the insert of Fig. 4 we show the corresponding frequency
dependencies of the real and imaginary parts of the electron
self-energy. The values of the imaginary part of S at low
frequencies (B1 eV) suggest that one needs to consider femto-
second processes (scattering times B1/ImS) to properly
describe ultrafast dynamics in doped 1L MoS2. It must be noted
that the carrier lifetimes 1–100 ps, reported in the literature29–32

for the undoped excited system is most probably related to
exciton recombination times, which can be ascribed to various
processes (for example, charge or defect scattering). The doped
system may demonstrate dynamics faster than the above
because of enhanced electron–phonon interaction, as we show
in the following section.

Another pronounced feature in the electron self-energy in
Fig. 4 is the suppression of the imaginary part of S at frequen-
cies in the range of those of the phonons (o100 meV) see red

curve in the inset), because of electron–phonon scattering
processes. Also note the peaks in the real part of the self-
energy at higher frequencies on both sides of the Fermi level
(around +0.91 eV and �1.27 eV in the inset in Fig. 4), indicating
enhanced electron–phonon scattering processes. Interestingly,
similar frequency-dependence of the real and imaginary part of
the self-energy was predicted for graphene which resulted in a
kink in the electronic spectrum at frequencies close that of the
optical phonon (Einstein model).77

The absorption and emission spectra of the undoped system
are presented in Fig. 5. The absorption spectrum (inset in
Fig. 5) was calculated by including excitonic states within the
density-matrix TDDFT approach78 with the Slater exchange–
correlation kernel (see ref. 19 for calculational details). The
absorption spectrum shows two prominent features – one
corresponding to excitonic transition (binding energy
B1.0 eV) and the other to interband (valence-conduction)
excitations (only the lowest conduction band has been consid-
ered). The shape of the spectrum is in reasonable agreement
with experimental data.35,37,38 However, we needed to shift the
spectrum to the right by 1 eV to align it close to experimental
data (see above). The inset in Fig. 5 does not display the B
exciton, which is a limitation of the Slater exchange–correlation
kernel that we have used in the TDDFT calculations. It must be
noted that position of the exciton peak depends in general on
temperature,38 depiction of which requires combining TDDFT
with many-body phonon approaches that are beyond the scope
of this work.

We now turn to the emission spectrum in Fig. 5 which is
obtained from the absorption spectrum after inclusion of the
phonon correction to the electron self-energy obtained from
eqn (7). The effect of the electron–phonon coupling parameter
on the PL peak position is amply clear from Fig. 5: the peak
moves to higher energies with increasing l. As expected the
linewidth also increases with increasing l. The position of the

Fig. 4 The spectral function of monolayer MoS2 at doping 1%. Inset: The
corresponding real (black) and imaginary (red) parts of the electron self-
energy as function of frequency (both abscissa and ordinate scales have
units of eV).

Fig. 5 The emission spectrum of monolayer MoS2 at different values of l.
Inset: The corresponding absorption spectrum at l = 0.
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PL peaks for all three values of l lies in the range seen in
experiments29,30 (again, with renormalization of the bandgap).

IV. Ultrafast response of doped system

Finally, we present a simple analysis of the ultrafast response of
the system to an external laser perturbation. As mentioned in
the Introduction, ultrafast experimental studies of undoped MoS2

systems (flakes,29 few-monolayer,30 multilayer,31 monolayer32)
reveal picosecond response, with the general conclusion that
most probably this timescale is defined by the exciton recombi-
nation time. Indication of faster processes were found in experi-
ments of Hong et al.33 who report 50 fs hole transfer time from a
MoS2 to WS2 layer of the corresponding heterostructure, and in
theoretical works of Kaasbjerg et al.,48 who predicted phonon
lifetime of 100 fs in monolayer MoS2. On the other hand, there is
very little information on the ultrafast response of doped MoS2,
which would be interesting given the intriguing results already
obtained for graphene. Note that the femtosecond response in
doped graphene20 demonstrated that the electron relaxation
takes place in tens of femtoseconds, with a similar scale for the
consequent irradiance times. Since the electron–phonon cou-
pling parameter and several other characteristics of graphene
and monolayer MoS2 are similar, and the emissivity (undoped
case) is even stronger for MoS2, one might expect pronounced
emission and other ultrafast processes in the later as well.

To explore such a possibility, we begin by establishing the
timescales of the dynamics of the system when probed by
ultrafast pulses. For this, we consider the equilibration (ther-
malization) of the electronic subsystem because of electron-
phonon scattering using the Allen approximation,79 in which
the equation for the time dependence of the electronic tem-
perature Te has the following form:

dTe

dt
¼ I tð Þ þ gT TL � Teð Þ; (9)

where TL is the lattice (room) temperature, I(t) is the time-
dependent external pulse field and

gT ¼
3�hl oph

2
	 


pkBTe
(10)

is the relaxation rate (ho2
phi is the averaged square of phonon

frequencies). Since there are two parameters in the model,
electron–phonon coupling l and phonon frequency, we per-
formed calculations using the values for these parameters in
the range obtained from DFT reported above: the coupling
constant between 0.1 and 0.2 and phonon frequency between
0.01 eV and 0.06 eV. Note that our considerations here are
phenomenological and involved effective averaged frequencies
taken to understand trends in behaviour rather than quantita-
tive evaluations. The results for the calculated electronic tem-
perature plotted in Fig. 6 indicate that coupling to phonons
results in femtosecond dynamics for 1L MoS2. A similar fs
timescale was reported in experimental studies of the charge
dynamics in 1L MoS2.40,41

Since the time of relaxation of the electronic subsystem from
Te to room temperature TL defines the timescale for equili-
bration of the whole system, i.e., the time for all emission
processes, one can expect the phonon-stimulated radiation to
also occur in the femtosecond regime. We thus analysed the
energy dependence of the spectral fluence of the system (the
total radiant energy emitted in all directions per unit area per
photon energy) using the Planck formula:

F o;Tð Þ � teme oð Þo3h
e
o
T � 1

i ; (11)

where tem B 100 fs is the emission time (given by results of
Fig. 6), e(o) is the frequency-dependent emissivity, which needs
to be determined experimentally, and for which we use the
estimated value e B 0.1 for the visible range (obviously, the
absolute value for this quantity only leads to a renormalization
of the magnitude of the spectral fluence). In Fig. 7 we present
the energy dependence of the fluence at different electronic
temperatures of the system. From Fig. 6 and 7 one can expect
ultrafast emission from the doped monolayer MoS2, similar to
that observed in graphene. Indeed, the temperature between
the values shown in Fig. 7 changes on the fs scale (Fig. 6), and
the corresponding fluence at these temperatures (and for these
times) must also have similar time dependence. Thus, the
above simple phenomenological approach based on eqn (11)
can be used to extract emission time from the relationship
between the electron temperature, spectral fluence and emitted
energy. It must be also noted that both electron and lattice
temperature strongly depend on pump fluence, as reported in
experimental studies (see, e.g., works [ref. 44–47]).

These results along with experimentally observed high elec-
tron mobility suggest rich ultrafast dynamics of the doped
MoS2, with possible practical ultrafast applications. Several

Fig. 6 Time dependence of electron temperature in doped MoS2

because of phonon scattering at different values of the typical phonon
frequency and l = 0.12. The applied external pulse has Gaussian shape
with the center at t = 0 s and the width 100 fs.
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interesting phenomena may exist, such as carrier multiplication27

and Auger recombination28 that have been predicted for graphene.
The unique characteristics of MoS2 may suggest some other
effects, the first of which is the pronounced emissivity.

V. Conclusions

To summarize, we have studied the effects of the electron–
phonon coupling on the optical response of pure and doped
monolayer MoS2, including its ultrafast response. The absorp-
tion spectrum of the undoped system demonstrates an exci-
tonic peak in the visible range, in agreement with experimental
data. The position of the emission peak is sensitive to the value
of electron–phonon coupling, but for the doping levels consid-
ered here it lies in the visible and in the experimentally
observed range 1.8–1.9 eV. Our calculated electron–phonon
coupling constant are of order (or even larger than) the one
obtained theoretically for doped graphene.77,80 This suggests
that one may expect ultrafast response of monolayer MoS2

caused by thermalization effects to be similar to graphene.20

Indeed, the results for the electron self-energy of the doped
systems gives estimated lifetimes of the electronic excitations
on the femtosecond scale, and suggest that one can expect
10–100 fs processes during the response to ultrafast excitations.
Our study of the nonequilibrium ultrafast response confirms
this, showing the fs relaxation of electronic subsystem, and
following visible phonon-assisted emission (fluence). In fact,
50 fs transfer of electrons to metallic substrate has been
reported in TR-ARPES analysis41 and 80–100 fs diffusion of
excitons before trapping was observed in time-resolved PL
studies in work42 More detailed, a few femtosecond- resolved
analysis, most desirably time-resolved PL and pump–probe stu-
dies (see, e.g., ref. 81), are needed to obtain specifics of the ultrafast
dynamics of charges in 1L MoS2 and in other monolayer
transition-metal dichalcogenides, including the role of phonons,

and to verify our findings. We await experimental validation of the
above predictions for 1L MoS2.

Regarding doped systems, we would like to mention another
type of excitation which may be found: excited electron–hole
bound states of Mahan excitons (MEs)82 which are actively
discussed in the literature (see, e.g., ref. 83). Mahan excitations
are expected to be suppressed with increasing doping because
of the screening of the electron–hole attraction by conduction
band charges. The Mott criterion for the existence of the Mahan
exciton states qTFaX 4 1.19, where qTF is the Thomas-Fermi
wave vector and aX is the exciton radius, suppresses them in
three dimensions for rather low values of doping. Since in the
case of 2D systems the Thomas–Fermi vector is doping-
independent (for parabolic dispersion at not very large doping)
and equal to 2/aB (aB is the Bohr radius), and the excitonic
radius in monolayer MoS2 is estimated as aX B 7–10 A, one can
expect the Mott criteria to be satisfied for rather high values of
doping (in the region in which the simplified formula for the
parabolic dispersion is valid). Though the question of the
lifetime of MEs in 1L MoS2 and other transition metal dichal-
cogenides remains open so far, it is a very important question –
what is the combined role of phonons and MEs in the ultrafast
response of doped monolayer transition metal dichalogenides
that needs to be addressed in the future.
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