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Material properties particularly suited to be measured
with helium scattering: selected examples from 2D
materials, van der Waals heterostructures, glassy
materials, catalytic substrates, topological insulators
and superconducting radio frequency materials
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Helium Atom Scattering (HAS) and Helium Spin-Echo scattering (HeSE), together helium scattering, are well

established, but non-commercial surface science techniques. They are characterised by the beam inertness and

very low beam energy (o0.1 eV) which allows essentially all materials and adsorbates, including fragile and/or

insulating materials and light adsorbates such as hydrogen to be investigated on the atomic scale. At present

there only exist an estimated less than 15 helium and helium spin-echo scattering instruments in total, spread

across the world. This means that up till now the techniques have not been readily available for a broad scientific

community. Efforts are ongoing to change this by establishing a central helium scattering facility, possibly in

connection with a neutron or synchrotron facility. In this context it is important to clarify what information can

be obtained from helium scattering that cannot be obtained with other surface science techniques. Here we

present a non-exclusive overview of a range of material properties particularly suited to be measured with

helium scattering: (i) high precision, direct measurements of bending rigidity and substrate coupling strength of a

range of 2D materials and van der Waals heterostructures as a function of temperature, (ii) direct measurements

of the electron–phonon coupling constant l exclusively in the low energy range (o0.1 eV, tuneable) for 2D

materials and van der Waals heterostructures (iii) direct measurements of the surface boson peak in glassy

materials, (iv) aspects of polymer chain surface dynamics under nano-confinement (v) certain aspects of

nanoscale surface topography, (vi) central properties of surface dynamics and surface diffusion of adsorbates

(HeSE) and (vii) two specific science case examples – topological insulators and superconducting radio frequency

materials, illustrating how combined HAS and HeSE are necessary to understand the properties of quantum

materials. The paper finishes with (viii) examples of molecular surface scattering experiments and other atom

surface scattering experiments which can be performed using HAS and HeSE instruments.
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h Departamento de FÍsica de la Materia Condensada, Instituto Nicolás Cabrera and Condensed Matter Physics Center (IFIMAC), Universidad Autónoma de Madrid, 28049 Madrid, Spain
i Nanoscience Center, Niels Bohr Institute, University of Copenhagen, 2100 Copenhagen, Denmark
j Department of Physics and Astronomy, Clemson University, Clemson, South Carolina 29634, USA
k Laboratoire de Chimie Quantique de l’Institut de Chimie, UMR 7177 CNRS/UdS Université de Strasbourg, 1, rue Blaise Pascal, 67008 Strasbourg, France
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1 Introduction

New materials require adequate tools in order to characterise and
understand their fundamental properties. No single technique
provides all the answers. It is usually necessary to use several
different probes in combination. Each technique exploits the
unique features of the interaction between the probe and the
material under investigation. A key feature of all the methods in
use today is the ability to provide information with high spatial
resolution since the design of new materials rests on characteri-
sation on the atomic scale. Furthermore, the enormous develop-
ments in 2D materials, van der Waals (vdW) heterostructures and
nano-structured surfaces in general, have enhanced the need for
surface/few atomic layers sensitive techniques.

Many probes are available to characterise materials and they
offer a rich palette of opportunity because their properties and
their interaction with the material differ so profoundly. In general
the best quantitative information on the smallest length scale
with ordered structures is obtained from scattering experiments,
while microscopy is preferred on longer length scales and with
heterogeneous structures. In this paper we concentrate exclusively
on scattering experiments done using beam-probes: photons,
electrons, ions, neutrons, and neutral molecules or atoms. Scat-
tering experiments separate into experiments probing ‘‘static’’
structure, such as diffraction and experiments probing dynamical
processes such as diffusion or vibrations (i.e., phonons). The
energy of the scattering particles together with the nature of the
interaction potential define the information that can be obtained
from an experiment. Major (interrelated) parameters of a scattering
probe are (i) wavelength, (ii) time-resolution, (iii) energy and
(iv) penetration depth. The wavelength determines the spatial
resolution. The time-resolution is of central importance to the
study of dynamical processes (i.e., phonons and diffusion). It is
usually limited by beam intensity and detector response, or by
the range of energy-transfer that is accessible. The energy
determines both the wavelength and thus the spatial resolu-
tion, as well as the excitations that can be observed and also the
damage that individual quanta can create through inelastic
scattering. It also has some influence on the penetration depth.
Furthermore the energy spread of the incident beam limits the
time-resolution. This limitation can be overcome by the spin-echo
principle, see Section 3.6. The final parameter, the penetration
depth, is particularly important for the investigation of surfaces
and ‘‘few atomic layers’’ materials. If the scattered signal contains
a too large contribution from the bulk the information from the
surface/first few atomic layers may be entirely swamped. The
penetration depth is determined by the interaction potential between
the scattering probe and the sample in combination with the probe
energy: electrons, X-rays and neutrons all scatter off the electronic
cloud of the atomic cores and atomic nuclei in the sample, and
always have a certain penetration into the bulk. Specific methods
have been developed to enhance the surface sensitivity of the
techniques: low energy electron diffraction,1 grazing incidence
wide angle X-ray scattering,2 grazing incidence small-angle X-ray
scattering3 and grazing incidence small-angle neutron scattering,4

but a certain penetration always remains for these probes.

The only scattering probes that do not penetrate at all into the
bulk are neutral molecular and atomic beams including neutral
helium, created by supersonic expansion. Unlike electrons, X-rays
and neutrons which all interact with the core electronic cloud and
atomic nuclei in the sample, as described above, the neutral
molecules and atoms scatter off the outermost electron density
distribution at the sample surface. This is illustrated for helium in
Fig. 1. The surface sensitivity arises from a combination of low
energies and the Pauli exclusion principle, which gives an inter-
action dominated by the valence electrons of the sample. The
classical turning point for helium is a few Ångstroms above the
surface.5 A key feature of the He-electron collision is its softness:
the energy of a 0.1 nm wavelength helium atom is only 20 meV,
see Section 2, so no sample damage is induced. Helium scattering
can probe essentially all materials and adsorbates, including
fragile and/or insulating materials and light adsorbates such as
hydrogen. The technique has been presented as the surface
analogy to neutron scattering from bulk materials. As we shall
see it is still possible to probe some properties related to the first
few atomic layers.

Despite a significant body of literature, including both hard and
soft surfaces and metal, semiconductor and insulating materials,
helium atom scattering (HAS) and helium spin-echo (HeSE) cannot
be described as mainstream techniques, due to the fact that they
are not readily accessible for the broad scientific community at
present. The purpose of this paper is to describe, through a series
of examples, the unique benefits offered by helium scattering with
an emphasis on encouraging and extending its range of applica-
tion. For overviews of work on HAS and HeSE see ref. 6–8 and the
very recent book by Benedek and Toennies dedicated to surface
phonon dispersion measurements.9 This book also serves as an
excellent introduction to the topic of helium atom scattering. See
also the classical work on Atomic and Molecular Beam Methods
edited by Scoles, in particular the chapter by Miller on free jet
sources.10

Fig. 1 Graphical representation of the different processes for the scattering
of He atoms on a crystal surface. Note how the helium atom scatters off the
electron density distribution, indicated as red lines, without any penetration
into the bulk. Selective adsorption refers to the trapping of a helium atom in
the helium surface interaction potential, see ref. 9 for further discussion.
Here li and lf denote the wavelength of the incident and scattered helium
atoms, respectively. Inelastic scattering leads to a wavelength change.
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2 The experimental setup

Of all scattering techniques, helium scattering arguably uses the
simplest source: a helium pressure bottle. The first helium
scattering experiment was performed by Otto Stern and
co-workers in 1930.11 The observation of diffraction peaks from
LiF and NaCl not only confirmed the de Broglie matter wave
hypothesis for atoms but also provided the basis for a new
material characterisation technique. However, the low pressure,
effusive source used in the initial experiments with a broad
velocity distribution and low intensity was not ideal for scatter-
ing experiments. A breakthrough came in 1951 when Kanrowitz
and Grey proposed to use gas at high pressure.12 In these novel
sources, the pressure is so high that the atoms collide in the exit
aperture of the source (the nozzle) as the beam expands into
vacuum. The centre part of the beam is selected by a so called
skimmer and the resulting supersonic beam has a source
pressure dependent velocity distribution narrower than the
equilibrium Maxwell distribution of the gas in the source.
The velocity of the beam can be changed by cooling or heating
the nozzle. A liquid nitrogen cooled beam has a wavelength
around 0.1 nm corresponding to a velocity of around 1000 m s�1

and an energy of around 20 meV.10 The energy is usually
kept at less than 0.1 eV to stay in the quantum mechanical
scattering regime, see Section 3.8.3. The energy resolution, as
determined by the velocity spread of the beam, varies with
pressure and temperature, but is typically around 0.3 meV for
a liquid nitrogen cooled beam.13,14 Essentially, two different
types of experiments can be performed in HAS: Elastic and
inelastic scattering. The different scattering processes are
illustrated in Fig. 1.

Fig. 2 shows a diagram of a standard HAS instrument. See
Section 3.6 for a description of the HeSE extension. Elastic
scattering measures the angular dependence of helium atoms

that scatter without energy loss or gain. Elastic scattering
experiments can be used to obtain information about the
surface topography (corrugation) of crystalline surfaces and
amorphous surfaces that are corrugated on the nanoscale.
For crystalline materials the lattice parameter and corrugation
amplitude can be extracted from the diffracted intensities
whereby the term corrugation amplitude refers to the electronic
charge corrugation at the surfaces. For amorphous surfaces, the
characteristic distance can be determined by the radius of
the amorphous (vitreous) ring. For further discussion of the
measurement of nanoscale surface topography using HAS, see
Section 3.5.

Inelastic helium scattering is illustrated in Fig. 3. Here the
energy loss or gain through the surface scattering process is
measured using time-of-flight (TOF). By varying the incident angle
of the beam (and hence the in-plane wavevector component K),
phonon dispersion curves can be measured. An example for
graphene on Cu(111) can be found in Fig. 4. Moreover, low energy
vibrations of adsorbed molecules such as frustrated translational
and rotational modes can be measured below the energy range
that is accessible with optical methods.15 In general the
phonon energy that can be probed in a scattering experiment
is determined by the energy of the incident probe. HAS, with its
incident energy of less than 0.1 eV is the only technique that
can probe surface phonons exclusively in the low energy
regime. The upper limit probed can be tuned down by cooling
of the nozzle as discussed above. The very low energy of
the helium beam (4 orders of magnitude less than an electron
at a similar wavelength) combined with the inertness
also makes helium very attractive for probing insulating,
fragile structures as well as 2D materials or materials where
the interaction within a few atomic layers are of particular
interest, such as van der Waals heterostructures and topological
insulators.

Fig. 2 Diagram of a HAS instrument. Shown here in a fixed source-
detector angle configuration. The beam is produced by supersonic expan-
sion of He gas through a nozzle, with the central part of the expansion
selected by a skimmer. For energy resolved experiments the beam is
pulsed using a chopper and the arrival time of the pulse measured
(time-of-flight – TOF), see Fig. 3. Typical dimensions are around 1.5–
2 m for each beam arm.

Fig. 3 Diagram illustrating the principle in a helium time-of-flight (TOF)
experiment. An incident helium pulse is visible at the left-hand side of the
sample, with the initial velocity distribution indicated as a single blue peak.
After scattering off the surface the helium beam has excited and annihilated
phonons at the surface, leading to an energy loss and an energy gain
respectively, visible as two additional peaks before and after the elastically
scattered fraction in the middle.
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3 Selected material properties
particularly suited to be measured with
helium scattering

We now approach to a series of examples of studies of material
properties, where the use of HAS is instrumental.

3.1 Bending rigidity and substrate coupling strength of 2D
materials

In this section we show how HAS is the most versatile method
for measuring the bending rigidity of 2D materials and the
only method which can potentially measure the temperature
dependence of bending rigidity for a range of 2D materials,
something which to the best of our knowledge has not been
done so far. Furthermore we show that HAS is a very unique
method for precise measurements of the substrate coupling
strength for 2D materials.

The mechanical properties of 2D materials are crucial for a
number of applications, from biological membranes to flexible
electronics. To design flexible electronic components that do not
fracture when bent, it is important to know how flexible the
different material layers are, relative to each other. This is expressed
by the bending rigidity, k, a measure of material resistance to
deformation. It is particularly important to know how the bending
rigidity varies with temperature, k(T), to design flexible electronics
components with a big enough temperature working range for
specific applications, typically �40 1C to 85 1C for commercial
electronics.16

In classical mechanics k can be derived for an amorphous
membrane structure of thickness h using Young’s modulus
Y and Poisson’s ratio s as17

kðhÞ ¼ Yh3

12ð1� sÞ; (1)

the SI unit of k is Pa m3 = J, usually expressed in eV for
nanomaterials. Note that in general for crystalline materials the
elastic properties need to be expressed as a tensor rather than
simple numbers. However, for hexagonal structures, the behaviour
is similar to amorphous materials.17 Most 2D materials are hex-
agonal. A relatively simple method for measuring Y and s for 2D
materials is to use an atomic force microscope to poke the surface
with a well-defined force and measure the response (nano-
indentation).18 It should then be possible to determine k from
the formula above. However, this implies knowing h which is
difficult to determine for 2D materials and it implies that the 2D
materials behave classically, which they usually do not. To the best
of our knowledge, the only 2D materials where the bending rigidity
has been measured directly using methods other than HAS are
graphene, bilayer graphene19 and 2–5 layer MoS2.20 All measure-
ments were done at room temperature and involved advanced
nano-engineering: The 2D-materials were spanned over gaps in a
drum-like structure with mechanical stressing and thus limited
certainty as to the unperturbed values of rigidity. The measure-
ments all had very large uncertainties. A further experimental value
for the bending rigidity of graphene often cited, is inferred from
Raman spectroscopy measurements on bulk graphite.21

In 2013 Amorim and Guinea presented an analytical expres-
sion for extracting the bending rigidity for a free-standing thin
membrane (i.e., graphene, Gr), from a phonon dispersion curve
for the perpendicular acoustic (ZA) phonon mode, obtained from
a membrane weakly bound to a substrate:22

ocoupled
ZA ðDKÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k
r2D

DK4 þ o0
2

r
; (2)

where ocoupled
ZA is the angular phonon frequency, DK is the

parallel wave vector, r2D is the two-dimensional mass density
and h�o0 the binding energy with the substrate, with o0 given as:

o0 ¼
ffiffiffiffiffiffiffiffi
g

r2D

r
; (3)

where g is the coupling strength between the thin membrane
and the substrate. Eqn (2) should also contain, under the square
root, a term quadratic in DK that arises from the linear term in
DK in the dispersion relation for the ZA mode of a free-standing
thin film obeying fixed or periodic boundary conditions.23 How-
ever, this term is negligible compared to the term in o0

2 and is
usually omitted.

In 2015 Al Taleb et al. applied eqn (2) as a new method for
measuring the bending rigidity of 2D materials by means of HAS.24

Since He beams used in HAS are typically 1–5 mm in diameter, the
method provides information over a large sample area.

We illustrate the way in which both the bond strength and
the bending rigidity are determined with HAS for the case of
Gr/Cu(111).24 Fig. 4 shows the acoustic phonon dispersion curves

Fig. 4 Experimentally derived surface phonons for Gr/Cu(111)/Al2O3

(black dots) and Gr on Cu(111) foil (red dots) measured along the GM
direction shown with DFT calculations for free standing Gr (dashed
curves).25 The red curve is a fit to the experimental data using eqn (2) with
DE = h�ocoupled

ZA (DK). In the abscissa DK is the change in parallel wave vector
of the helium atoms, and DE the change of energy of the helium atoms
which is the energy exchange (loss or gain) with the surface corresponding
to phonon excitation or annihilation. See also Fig. 3. Reproduced with
permission from ref. 24 r(2015) Elsevier.
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measured with HAS along the GM direction for two different
Gr/Cu(111) samples. Phonon dispersion curves for free standing Gr
calculated from first principles25 are also shown as dashed lines.

The ZA phonon mode is clearly visible. This is the mode that
corresponds to the dispersion curve in eqn (2). The transverse

acoustic (TA) mode is forbidden for planar scattering in the GM
direction, whereas the low cross section for excitation of the
longitudinal acoustic (LA) mode makes its detection quite
difficult. First principles phonon calculations of a Gr/Cu inter-

face predict a few meV shift of the ZA mode near the �G point,26

which is a direct measure of the Gr–Cu coupling strength
according to eqn (3). A similar shift (of a different energy)
was recently predicted for graphene on another weakly bound
substrate SiC.27 This shift is clearly seen at h�o0 B 6 meV in Fig. 4.
An overtone of this mode is also observed at h�o B 12 meV.
An unshifted dispersion curve is also present, which resembles the
ZA mode of free-standing Gr. This is very likely due to the Rayleigh
wave of the Cu(111) substrate, since at this wavevector the penetra-
tion depth of He atoms is large enough to sample it.28 Fitting the
ZA mode using eqn (2), it is possible to determine both g and k. The
best-fit (red curve in Fig. 4) leads to g = (5.7� 0.4)� 1019 N m�3 and
k = (1.30 � 0.15) eV. The derived g is 2–3 times smaller than that
reported for Gr/SiO2 interfaces, which is very reasonable.29 The
derived k value is consistent with DFT calculations that predict
values of k in the range 1.20–1.61 eV.30

HAS was recently used to obtain also the bending rigidity
and coupling strength of a 2D silica bilayer weakly bound on
Ru.31 Furthermore the bending rigidity and coupling strength
of graphene on sapphire32 have been measured. The latter
experiment illustrates how the defect density affects the bending
rigidity of the graphene.

The fact that measurements done on a 2D material weakly
bound to a substrate can be used to extract the value of k for the
free-standing 2D material, is a big experimental advantage which
should make it possible to measure k(T) for the free-standing
material simply by varying the temperature of the substrate. So far
no such temperature dependent measurements have been pub-
lished. As mentioned at the beginning of this section it is
particularly important to know how the bending rigidity changes
with temperature to design flexible electronics components with a
big enough temperature working range for specific applications.
The theoretical values for the temperature dependence of the
bending rigidity of various 2D materials are heavily contested in
the literature. For graphene, several publications claim it will
decrease with temperature whereas others predict that it will
increase, see for example.33,34 For bilayer graphene, there are also
conflicting results suggesting both increase and decrease with
temperature and deviations of more than two orders of magnitude
as summarised in ref. 19, see also ref. 35.

Another important point is to understand the behaviour of
k as a function of material thickness. How thick does a 2D
material have to be to behave classically and follow eqn (1) The
answer is likely to differ for different material classes. First
experiments on bilayer silica (SiO2) mentioned above31 suggest

that it already behaves classically, which is not the case for
bilayer graphene.

Finally it should be mentioned that phonon dispersion
curves are extremely sensitive to interatomic forces of adsorbed
layers, including the interaction between adlayer and substrate
atoms also for non-weakly bound systems. A range of HAS
measurements of graphene on metal surfaces provide a good
example of how small changes in the substrate coupling
strength modify the corresponding phonon dispersion
curves.36 Softening of optical modes and signatures of the
substrate’s Rayleigh wave are observed for strong graphene–
substrate interactions,37 while acoustic phonon modes resemble
those of free-standing graphene for weakly interacting systems.32

Moreover, phonon dispersion curves provide an excellent scenario
to test the performance of current state-of-the-art calculations.

3.2 The electron–phonon coupling constant k in the low
energy range

In this section we show how HAS is idealy suited to measure the
electron–phonon e–ph coupling constant l (also known as
the mass correction factor of superconductivity) exclusively in
the low energy range (o0.1 eV, tuneable) for 2D materials and
van der Waals heterostructures. The energy range can be tuned
to a desired maximum by changing the energy and/or the
incident angle of the helium beam. As will be explained in
more detail below, measurements of l in the low energy range
are of particular importance for understanding superconduc-
tivity in 2D materials.

The e–ph coupling constant l came into importance in 1957
when Bardeen, Cooper and Schrieffer developed the first compre-
hensive theory of superconductivity.38 They gave what is now
known as a crude expression for the superconducting transition
temperature in terms of l, which was later developed into a more
accurate expression by McMillan.39 In bulk materials l plays a role
in all phenomena in which phonons interact with electrons. For
bulk materials l can be determined from heat capacity measure-
ments, the linewidths of spectral lines emitted from bulk samples,
heat transfer between electrons and phonons under non-
equilibrium conditions, laser pump–probe measurements and
many other experiments.40 Since the early HAS measurements
by Toennies and coworkers on metal surfaces,41,42 e–ph inter-
action was shown to have remarkable effects, unveiled by the
discovery of a soft longitudinal resonance, now recognized as an
ubiquitous feature of all metal surfaces. This discovery led to a
radical change in the theory of inelastic HAS from a conducting
surface: from the two-body collision model to the e–ph interaction
model described below.

In recent years several 2D materials have been shown to be
superconducting. A particularly prominent example being
Jarillo-Herrero and co-workers’ magic-angle graphene demon-
stration in 2018 that two graphene sheets placed on top of each
other on hexagonal boron nitride and twisted 1.11 relative to
each other display superconductivity.43

In 2019 it was shown that trilayer graphene (ABC type) on
hexagonal boron nitride also shows signs of superconductivity.44

Another class of 2D materials that displays superconductivity is
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the transition metal chalcogenides: among others, monolayer
MoS2,45 monolayer and bilayer WS2

46,47 and monolayer NbSe2.48

However, the nature of superconductivity in several of these new
2D superconductors, in particular, the relative contributions
from e–ph coupling and electron correlation are not at all
understood. For example, there is an intense debate about the
value of l for magic-angle graphene. Some simulations indicate
electron correlation is dominant and hence l should be small
({1),43,49 whereas other studies suggest that the e–ph coupling
is dominant for the superconductivity and l could be as large as
1.050–53 or even as large as 1.5.54 Further, if the e–ph coupling is
dominant, it is not clear if it is the higher or lower energy
phonons that mediate the superconductivity. This lack of under-
standing of l makes it difficult to decide on the best experi-
mental path for designing new 2D materials that display
superconductivity at higher temperatures.

One problem has been that, while there are several ways to
measure l for bulk materials as discussed above, up to very
recently there was no straightforward method for measuring
l directly for the low energy phonon regime.203

Up until now the experimental method usually applied to
measure l in 2D materials has been angular resolved photoelec-
tron spectroscopy (ARPES). ARPES measures the momentum
distribution of electrons ejected from a solid exposed to UV
light/soft X-rays (typically the energy of the incident beam is
around 20 eV; note, this is around 1000 times bigger than the
energy of the atoms in a helium scattering beam). The ejected
electrons reflect the electronic excitations in the material and thus
allow the electronic structure to be probed. l can be measured as
so-called ‘‘kinks’’ in the valence bands. ARPES is a very powerful
technique, but the measurements of l tend to be biased towards
the higher energy optical phonon modes. In the cases where the
momentum transfer is small (and dispersive), i.e., when the
relevant phonon mode(s) is the low energy part of the acoustic
mode(s) ARPES may struggle: The contribution from the lower
energy phonons (in the acoustic phonon regime) cannot be
extracted without extensive calculations that are not always
feasible (this is discussed in more details in Section 3.2.2).
l values for higher energy phonons have been successfully
extracted using ARPES for example for graphene (s-band)55 and
MoS2.56 For graphene, the s-band is too far away from the Fermi
level to have any influence on superconductivity. For MoS2 the
values found for l were too low to contribute to superconductivity.

A further challenge with ARPES for 2D material examination
is that there are some cases where the substrate bands mask
the 2D material bands. Furthermore the interaction between a
2D material and the supporting substrate modifies the outer-
most electron density distribution of the 2D material, which
will particularly affect the low energy e–ph coupling23 (see also
the final paragraph of Section 3.1). This illustrates how complex
the superconducting challenge is: for 2D materials, l is not
necessarily a material constant but may depend on the inter-
action with the substrate underneath. This is supported by a
paper on superconductivity in MoS2 published in 2020, where
the superconductivity appears to be ‘‘induced’’ by the Pb
substrate45 and another paper from the same year, which shows

that the superconducting properties of magic-angle graphene
improve significantly, when the magic-angle graphene is placed
on a monolayer of WSe2 instead of boron nitride.57 Further-
more, a recent theoretical paper shows that for monolayer
graphene, the main phonon mode involved in e–ph coupling
in the p-band for moderate doping is one of the lower energy
acoustic modes.58 It appears that an informed design of new 2D
materials, with the ultimate aim of achieving room temperature
superconductivity, will require systematic measurements of
l in the low energy phonon regime for a broad range of 2D
material systems.

3.2.1 Measuring k with HAS. The potential energy function
governing the interaction between a He atom and a surface
during a collision is known to consist of a long-range attractive
van der Waals contribution combined with a short-range repulsive
part. The repulsive part, which actually reflects the He atoms, is
due to the Pauli repulsion arising when the electron wave
functions of the He atom begin to overlap with the outermost
edge of the surface electron density. This repulsive part has
been shown to be proportional to the rapidly decaying surface
electron density outside the surface.59 Thus the He atoms never
come close to the atomic cores in the surface as discussed also
in Section 1, instead they sense the presence of those cores
indirectly through the corrugations induced in the electron
density.

It is also at the repulsive part of the potential where the He
atoms sense the vibrations of the surface, i.e., the phonons.
Since the 1980s it has been known that HAS is uniquely
sensitive to measuring phonon modes in the surface region,
such as the Rayleigh mode or modes due to adsorbate layers.
However, the He atoms do not directly sense the vibrational
motions of the atomic cores, instead they measure the phonons
of the electron density that are induced by the cores. In other
words, inelastic He atom scattering excites phonon modes in
the cores via the e–ph interaction. This is shown schematically
in Fig. 5.

This process was theoretically quantified in 2011 where it
was shown that the He atom scattering intensity associated
with excitation of a surface phonon, having parallel momentum
h�DK and mode number n, is directly proportional to its corres-
ponding mode component of the e–ph coupling constant
lDK,n.

28,60 The e–ph coupling constant l is given by the average
over the mode components, l ¼

P
DK;n

lDK;n=N where N is the

total number of modes.61 The He atom scattering inelastic
intensity IDK,n for a specific phonon mode is given by28

IDK;n kf ; kið Þ / e�2W kf ;ki;Tð Þ Tkf ; ki
�� ��2lDK;n

� nBEðoðDK; nÞÞj jd Ef � Ei � �hoðDK; nÞð Þ;
(4)

where Tkf,ki is the transition matrix element determined from
the interaction potential, nBE is the Bose–Einstein function, h�o is
the phonon energy, and exp{�2W(kf,ki,T)} is the Debye–Waller
factor. Ei is the incident and Ef the final energy of the He atom.

The Debye–Waller factor multiplies all quantum mechanical
intensities, which includes diffraction peaks, single-phonon peaks,
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diffuse elastic intensity due to defects and adsorbates, etc. It
describes the attenuation of all quantum features due to the
phonons that are excited in the collision. Its argument
2W(kf,ki,T) is proportional to the mean square phonon displace-
ment, hence for temperatures larger than the zero point motion
region it is approximately proportional to the temperature T.
Since 2W(kf,ki,T) depends on an average over all phonon modes,
it is intuitively reasonable to expect that it could also be
expressed as a function of the e–ph constant since l is also an
average over all modes. Recently, it has been demonstrated that
the Debye–Waller exponent is proportional to l and for the
special case of the specular diffraction peak it can be written
simply as62

W kf ; ki;Tð Þ ¼ 4N EFð ÞmEiz

m�ef
lkBT ; (5)

where N EFð Þ is the electron density of states at the Fermi surface,
m is the He atomic mass, m�e is the effective electron mass, Eiz is the
incident He atom energy due to motion normal to the surface, f is
the work function, and kB is the Boltzmann constant. Eqn (5) shows
that the temperature dependence of the Debye–Waller exponent,
which is easily measured, can be used to extract values of l. For
simple metals, the effective mass m�e is known and a reasonable
approximation to the density of states is that of a free electron gas

N EFð Þ ¼ 3Zm�e

.
�hkFð Þ2 where h�kF is the Fermi momentum and Z

is the valence number. Using eqn (5) with the free electron gas
density of states, Table 1 shows, in the next-to-last column, the
values of l = lHAS that are obtained from all simple metals
for which the temperature dependence of the Debye–Waller
factor has been measured. The values obtained from HAS are
remarkably similar to values of l from other sources shown
in the last column, which are almost all measured for the
bulk metal crystals.62 HAS measurements have recently been
used to obtain values for l in the low energy range also for
degenerate semiconductors (PtTe2, PdTe2)63,64 and a transition

metal chalagonide MoS2,65 see also the specific science case on
topological materials. Section 3.7.1.

3.2.2 Specific science case: k for magic-angle graphene. We
finish the discussion of l by addressing the issue of magic-angle
graphene in more detail. As discussed in the beginning of Section
3.2.1 the value of l for magic-angle graphene is a topic of intense
debate in the literature. ARPES measurements on magic-angle
graphene (twisted bilayer graphene) were published in 2020,66

however, no value for l was obtained. The flat-bands which are
thought to be responsible for the superconductivity43 (together with
the complex back folding of the Brillouin zone) makes it extremely
challenging to extract the e–ph ‘‘kink’’ using ARPES. Furthermore,
to analyse the e–ph ‘‘kink’’ (i.e., renormalisation of the electron
band due to the interaction) in an ARPES dataset, it must be
possible to describe the unrenormalised band accurately.67 For
monolayer graphene, the p-band is famously linear close to the
Fermi level, and therefore this is relatively straightforward. For
twisted bilayer graphene, there is a complex back folding and the
p-band becomes replicated and gapped.66 A further problem is that
the e–ph calculations of the renormalisation are only feasible on
especially simple unit cells (such as monolayer graphene),27 but the
twist in magic-angle graphene leads to a moiré pattern which
increases the size of the unit cell by orders of magnitude. For
HAS such matters are not a problem, and it is thus clear that HAS is
particularly suited to measure l for magic-angle graphene.

3.3 The surface boson peak

In this section we show how HAS is the only method which can be
used to directly measure the boson peak on a surface for glassy
materials. This implies that HAS is also the only method that can be
used to measure directly the boson peak on 2D materials. The
boson peak as a 2D phenomenon has been predicted,68 and recently
observed in a model system of a highly jammed two-dimensional
granular material,69 but not yet experimentally measured in a 2D
material.

The Debye model predicts that the vibrational density of
states (VDOS) for a material is proportional to the frequency
squared in the low energy range. However in many materials
the spectrum departs from this law and thus, when the VDOS is
normalized by the frequency squared, a peak (or rather a hump)
occurs, i.e., an excess in the phonon density of states with a
corresponding excess in heat capacity. This peak/hump is
known as the boson peak. It has been observed in the bulk of
numerous materials using optical,70 neutron71 and thermal72

techniques. The boson peak has long been considered a feature
of disordered materials such as glassy materials, where it is typically
observed at energies in the THz range (1 THz E 4 meV), but
recently it has also been observed in single crystals.73 A theoretical
explanation for this was provided last year.74 Recent result on
polymer glasses show that the boson peak frequency is propor-

tional to
ffiffiffiffi
G
p

, where G is the macroscopic shear modulus.72

Given the importance of the heat capacity for a big range of
material applications, it is clearly very important to understand
and potentially tailor the magnitude and/or position of the
boson peak also for surfaces and 2D materials. As mentioned

Fig. 5 An incoming He atom of momentum h�ki is inelastically scattered
by the electron density (light blue color) into the final state of momentum
h�kf, creating a virtual electron–hole pair, where an electron is excited from
a surface state of parallel wavevector K and band index n to the state K0,
n0 via the transition matrix Tkf,ki

. The electron–hole pair recombines by
creating a phonon of frequency o(DK,n), where n is the branch index, via
the electron–phonon coupling lDK,n.
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above theoretical predictions suggest that the boson peak
should be present in 2D materials,68 however, none of the
standard methods used to measure boson peaks can be applied
to surfaces and 2D materials because they penetrate too far into
the materials. The only, method that can be used to probe the
boson peak on surfaces in the THz (meV) range, relevant for
glassy materials, is the strictly surface sensitive HAS.

A few years back the first and so far only measurements of the
boson peak on a surface were performed using HAS on vitreous
silica, where it was found at an energy of around 1 THz (4 meV).
As mentioned above the boson peak is typically observed at
energies in the THz (meV) range, exactly the energy range that
can be probed by HAS. The first publication showed that the
surface boson peak was in the predicted energy range.75 In a
second publications it could be shown that the surface boson
peak on vitreous silica displays a strong temperature dependence,
blueshifting with increasing temperature,76 see also ref. 77 and 78.

3.4 Polymer chain surface dynamics under nano-confinement

In this section we argue that HAS is a useful complimentary
method for investigating dynamical properties of polymer thin
films. Polymers represent a very important class of glassy
materials, they are usually ‘‘soft’’ and insulating, which means
that they can be challenging to investigate with other techniques,
in particular with regards to the surface properties. HAS has
proven a very useful probe for studying the vibrational dynamics
of polymer surfaces, revealing how the surface dynamics change
due to nano-confinement as film thickness approaches the
radii of gyration of the polymer chains,79–81 and how surface
vibrational dynamics change when going from the amorphous to
the crystalline phase.82 HAS measurements provide a precise
window into polymer surface dynamics, complementing other

spectroscopic or X-ray scattering methods while revealing a clear
picture of surface dynamics isolated from the bulk signatures.82

3.5 Nanoscale surface topography

In this section we show how HAS in some cases can provide
important information about surface topography, that cannot
be obtained with other techniques.

As discussed in Sections 1 and 3.2.1, HAS is unique in that
the atoms scatter off the outmost electron density distribution
of the surface. For this reason a close-packed crystalline metal
surface, with its de-localized outer valence band, appears flat
with negligible diffraction peaks in a HAS experiment.6 For
more corrugated periodic structures including adsorbate struc-
tures, the HAS diffraction peaks can provide very accurate infor-
mation about the characteristic lateral repeat distance. The
information can be extracted using the standard reciprocal lattice
formalism. In cases where the diffraction pattern can potentially
be explained by contributions from domains, a combination with
a direct imaging technique is necessary to determine the surface
structure. One of the largest surface reconstructions ever observed
on a bulk substrate, a 5.55 � 0.07 nm reconstruction on annealed
a-quartz was recently identified in a combined HAS and atomic
force microscopy study.83 HAS can also be used to extract infor-
mation about the vertical step-height by looking at the conditions
for positive and negative interference effects in the perpendicular
k-vector. This can also be used to monitor thin film growth
modes.8,84–86 and real time relaxation effects by monitoring
changes in the Helium signal after the deposition has been
completed,87 see also specific science case Section 3.7.2. As
mentioned in Section 1 HAS is particularly sensitive to light
adsorbates, including hydrogen, which has been used in a large
number of fundamental structure and dynamic studies, see for

Table 1 The e–ph coupling constant lHAS as derived from the temperature dependence of the HAS elastic diffraction intensity for all simple metals that
have been measured is shown in the next-to-last column. These values are compared with values of l from other sources, mainly bulk measurements, in
the last column. For reference information on the experimental data and other input parameters, see ref. 62

Surface
D ln I (T)/DT
[10�3 K �1] kiz

2 [Å�2] f [eV] kF [Å�1] Z lHAS

l (bulk and
other sources)

Cu(111) 4.2 yi = 56.91 30.36 4.94 0.25 1 0.083 0.093
0.13
0.15

Cu(110) 1.7 yi = 671 6.20 4.48 0.25 1 0.148 0.17
0.23

Cu(001) 6.61 yi = 191 108.2 4.59 B0.6 1 0.195 0.15 � 0.03
0.13

Ni(111) 1.25 14.7 5.15 1.49 10 0.19 0.21–0.24
0.167

W(001)1 � 1 4.1 26.3 4.32 1.19 6 0.31 0.28
Pb(111) 5.0 5.65 4.25 0.65 4 0.769 0.95

0.7–0.9
Ag(111) (1,0) peak 3.4 16.82 4.74 0.22 1 0.082 0.059

0.12
0.13 � 0.04

K(110) 8.07 16.29 2.30 0.27 1 0.16 0.13 � 0.03
0.11

Cs(110) 17.8 26.9 2.1 0.26 1 0.18 0.15 � 0.03
0.16

Sb(111) 5.6 22.8 4.56 0.80 5 0.28 0.27
Bi(111) 11.5 16.79 4.23 0.72 5 0.57 0.60

0.45
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example ref. 9, 15 and 88. In principle HAS can also provide very
precise information of the surface topography for periodic struc-
tures. The surface corrugation is reflected in the relative inten-
sities of the HAS diffraction peaks (the form factor). However,
because inelastic scattering also plays a role, knowledge about the
interaction potential between the helium atom and the surface is
required to extract the surface corrugation. This can be obtained
as a model issued mainly from first principle calculations (or ab
initio calculations) or some simple interaction and geometrical
models with fitting parameters. The best and more convenient
dynamical theory is the close-coupling formalism which is exact
when the numerical convergence is reached. In this formalism,
the different diffraction channels are coupled among them and
the number of channels depend strongly on the surface corruga-
tion. Single and multi-phonon events need to be calculated in
order to obtain the attenuated diffraction intensities.89 This
method has been used, among others, to determine the surface
corrugation on semi-metals.90 Recently, an extension of this
theory which takes into account the e–ph coupling has also been
proposed.91 It should also be noted that the position, shape and
width of selective adsorption resonances, see Fig. 1, provides a
powerful route for an experimental determination of the attractive
part of the atom–surface interaction potential92 (see also Section
3.6.2). An article describing in detail the methods for obtaining
atom–surface interaction potentials from HAS experiments can be
found as part of this special issue.92

It is appropriate to compare the capabilities of HAS to the
standard tools for measuring nanoscale topography: Scanning
Tunnelling Microscopy (STM) and Atomic Force Microscopy
(AFM). Firstly it should be noted that both of these techniques
are obviously more versatile than HAS because they provide real
space images and thus do not require the investigated samples
to contain periodic features.

STM probes a combination of the surface topography and
the local density of states (LDOS). Which LDOS are sampled
depends on the bias voltage.93 In many cases this is a big
strength of STM because this flexibility in bias voltage can
provide additional, important information, but in some cases it
can be valuable to distinguish the contribution from the surface
topography, a couple of examples are provided in Sections 3.5.1
and 3.5.2 below. It should also be noted that STM requires the
substrate to be conducting.

AFM probes the interaction potential between a tip and the
surface. It is a very powerful technique which works regardless
of the substrate conductivity. Topographic information can be
obtained with any type of AFM imaging mode, but atomic
resolution generally needs the use of dynamic AFM.94 In
particular non-contact AFM has succeeded in atomic resolution
imaging,95 however, as in STM, the contrast may be convoluted
with other effects. For example it has been demonstrated that
the type of atoms that form the tip apex decide the contrast,
which has lead to, e.g., hydrogen adsorbed on an oxide being
imaged inversely as holes in the surface.96

3.5.1 Specific science case: the structure of 2D silica. 2D
silica (bilayer silica) is a novel, transferable 2D material, which
has garnered interest as a model glass for supporting catalytic

systems and as a promising 2D insulator layer. It can be made
both as crystalline and vitreous films. For a recent review see
ref. 97. A density functional theory (DFT) model of 2D silica
suggests that the topmost layer consists of a network of oxygen
atoms. This could not be confirmed using STM studies alone,
since depending on the bias voltage the oxygen atoms or the
silicon atoms were shown on top. However, from the STM
studies the characteristic O–O distance of (0.26 � 0.02) nm
could be obtained. This could then be compared to HAS rocking
scans which displays a clear vitreous ring with a characteristic
length of (0.25 � 0.01) nm. Since HAS probes the outermost
electron density distribution, the combination of STM and HAS
could thus be used to confirm the DFT model for the structure of
2D silica.31

3.5.2 Specific science case: ripple corrugation of Gr/Ru(0001).
The ripple corrugation of Graphene on Ruthenium has been
studied intensively both theoretically and experimentally using
STM, surface X-ray diffraction (XRD), low-energy electron diffraction
and theoretical calculations. XRD measurements display a periodi-
city of (25 � 25)98 which differs from the (12 � 12) periodicity
measured by STM.99 This discrepancy could be resolved as a
distortion of the first Ru layer under the graphene, which is
picked up by XRD. A combination of ultrahigh-resolution STM
images and HAS diffraction data, could eventually show that the
graphene lattice is not only rippled, it is also rotated 51 relative to
the Ru substrate.100 Furthermore the corrugation of the ripples
was investigated. The apparent amplitude in STM of the corru-
gation of the ripples decreases from 0.11 nm to 0.05 nm when
the tunnelling bias goes from �0.8 to 0.8 V.101 The corrugation
amplitude measured by HAS is 0.015 nm. DFT including van der
Waals (vdW) interactions could later reproduce the change in
corrugation of the ripples with tunneling bias observed by STM,
but not the corrugation amplitude measured by HAS.102

3.5.3 Specific science cases: H-positions, proton order and
water layers. Due to the large cross section of HAS to isolated
adsorbates (including hydrogen as described in Section 3.5),
the position and structure of hydrogen atoms and adsorbed
water layers can be readily determined.103–105 These include also
the hydrogenation of a graphene surface106 while H-positions are
hard to determine with other methods (e.g., hydrogen is a weak
scatterer for electrons) which also present a severe risk of
damaging the H-layer.107 In a study of highly proton-ordered
water structures on oxygen pre-covered Ru(0001) it could be
shown that the atomic oxygen and the oxygen from water form
a (2 � 2) surface reconstruction, which however, is broken by the
hydrogen to give a (2 � 4) surface reconstruction: while LEED
measured a (2 � 2), HAS measured a (2 � 4) superstructure.108

3.6 HeSE: a unique tool for studying surface dynamics

Helium spin-echo (HeSE) is a recent variation on the HAS
technique109,110 which adds manipulation of the helium wavepack-
ets using the nuclear spin of 3He atoms, to enable dynamical
measurements to be obtained in a completely different way. Essen-
tially, each helium wavepacket is split into two spin-components,
which are separated by a time, tSE, using a magnetic field, before
they scatter in turn from the surface being studied. The two
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scattered components are then recombined, and by averaging over
the beam a surface correlation measurement is obtained as a
function of the time, tSE, see Fig. 6.

A schematic of the experimental setup can be found in
Fig. 7. Measurements typically have the general form shown
in Fig. 8, where phonons and other vibrations show up as
oscillations and aperiodic changes, such as diffusion, show up
as an overall decay.

The result is a very powerful surface-correlation measurement
in reciprocal space. The technique is sensitive between timescales
of less than a picosecond and nanoseconds, and on lengthscales
between Ångstroms and many tens of nanometres. A very wide
range of important physical processes occur within this measure-
ment window (a more detailed comparison of experimental
techniques is given in ref. 110) and in particular there are simply
no other techniques that can probe equilibrium processes at
surfaces in this regime. The nearest comparable technique –
neutron spin-echo – is only weakly surface sensitive, so is limited
to certain very specific systems.112 HeSE has therefore become the
tool of choice for studying many surface processes and has already
revealed a range of unique and otherwise unavailable physical
insights. Moreover, due to the low energy of the probing particle
beam delicate adsorbates such as water can be studied without
disruption of the motion113 or dissociation of the molecule (see
also Section 3.5.3).

3.6.1 Mobility of atoms and molecules – rates and
mechanisms. One of the core applications of HeSE is in
measuring the rate and mechanism of motion of atoms and
molecules on surfaces. Such measurements are deceptively
difficult, and although many techniques attempt to measure
surface diffusion,110 few can do so reliably, and no other
technique can examine the detailed mechanisms of motion.
Simple theoretical models of surface motion often assume
activated hopping, which is a gross simplification of reality.
HeSE measurements enable both rates and mechanisms to be
examined in detail.110 Activation energies can be obtained

extremely accurately, for example to within 2 meV,114 and by
using long length-scale measurements, both tracer and collective
diffusion coefficients can be obtained. While microscopy may
provide information in the low temperature regime, only HeSE
can follow the diffusive process at high and industrially relevant
temperatures i.e., studies on both microscopic length scales and
on pico- to nanosecond timescales while the system is in true
thermal equilibrium. By obtaining correlation measurements at
a range of scattering momentum transfers, the entire mechanism
of motion can be determined with great precision. It is possible to
clearly distinguish jumping versus gliding (for example, for ring
molecules on graphite115), as well as more complex motion such
as flapping (in the case of thiophene116), reorientation (pentacene
moves on ‘‘rails’’117), rotational jumps118 and quantum tunnelling.119

No other experimental technique has access to such a broad range of
surface dynamical phenomena, with such precision.

3.6.2 Potential energy surfaces, interaction potentials and
benchmark for theory. HeSE data has been widely interpreted
within the Langevin dynamics model, which enables potential

Fig. 6 Two wavepackets scatter from the surface with a time difference
tSE, allowing the motion of molecules on the surface to be interrogated
through the loss in correlation, measured through the polarisation of the
beam. The top inset shows a typical measurement with the linewidth
caused by a small Doppler broadening upon scattering from moving
adsorbates and thus corresponding to the timescale of the molecular
movement.111 Since the process is based on self-interference of each 3He
atom, the polarisation loss depends only on the change in energy and not
the beam energy itself.109

Fig. 7 Schematic showing the principle parts of the Cambridge spin-echo
scattering apparatus. An unpolarised beam of 3He is generated from a
supersonic beam source at the top left in a fixed direction. The beam is
then passed through a polariser and the aligned nuclear spins are rotated
by the incoming solenoid (precession coil) before being scattering from
the sample surface. The scattered beam passes back through the identical
but reversed field in the outgoing solenoid before being spin-analysed and
counted in the detector.

Fig. 8 Representative form of a typical HeSE measurement, showing
surface correlation as a function of time. Phonons and other vibrations
show up as oscillations, while diffusion gives an overall decay.
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energy surfaces representing the ‘‘frozen’’ adsorbate–substrate
interaction to be determined very accurately.110 The ability to
generate such potentials experimentally offers a unique opportu-
nity to test first principles models for the same quantities.
For example, comparing such potentials for weakly physisorbed
species has offered a way of examining the quality of different
dispersion correction schemes for DFT approaches.120 Interaction
potentials between adsorbed species also have a dramatic influence
on surface processes, causing correlations in motion, and ulti-
mately driving adsorption structures, self-organisation and island-
ing. HeSE enables these interactions to be studied directly, and
measurements have revealed dramatic deviations from widely
accepted theory. For example, CO adsorption on Pt and Cu surfaces
has been understood in terms of strong pairwise interactions,
whereas HeSE revealed that such interactions are not present
and a mean field change must instead be taking place.121 Without
the essential piece of information coming from HeSE, the true
behaviour of these systems was impossible to establish.

3.6.3 Atomic scale friction and rate theory. The dynamics
of adsorbed atoms and molecules are fundamentally controlled
by the rates of energy transfer between the adsorbate and the
substrate, and between different parts of the adsorbate. Through
surface correlation measurements, HeSE offers a unique way to
measure rates of energy transfer, and thus the strength of
energetic coupling.113,122,123 The method has been used to
measure atomic scale frictional coupling constants,124 explain
the absolute rate of motion in complex systems,125 and to test
quantum rate theories.119

3.6.4 Ultra low energy vibrational properties. As well as
providing correlation measurements, HeSE data can be Fourier
transformed to provide ‘‘traditional’’ energy resolved spectro-
scopic measurements with extremely high energy resolution
(meV to neV range). It is well suited to measuring very low
energy vibrational modes, such as the acoustic phonons respon-
sible for thermal conductivity in two dimensional materials, or the
modes present in high-mass or weakly-interacting overlayers
(weak spring-constants). In particular, the technique can measure
the width of such modes accurately,126 offering a way of measuring
the lifetime of vibrational states, and thus the quality and long
range order present in thin films, which is otherwise a consider-
able challenge. In fact, the ‘‘wavelength transfer matrix’’
approach127,128 enables the complete mapping between incident
and scattered states to be determined.

3.6.5 Specific science case: catalytic surfaces. In this section
we make the case that HeSE is a crucial tool for heterogeneous
catalysis research, because it is the only experimental technique
that can measure surface diffusion with both atomic precision
and picosecond time resolution, as described in Section 3.6.
Heterogeneous catalysis is an essential process for the World’s
economy and its sustainable growth. The catalyst industry is
estimated to generate an annual turnover of about 15 � 109 US
dollars,129 and employs about 6.3 � 106 people world wide. It
has the potential to dramatically reduce energy consumption in
chemical industry and the production of greenhouse gases, thus
having an important impact on sustainability and the huge
socio-economic benefits that such changes will bring.

While significant progress has been made in recent decades
to understand heterogeneous catalysis, many elementary steps
remain unresolved. Very important steps include the diffusion
of the chemically reacting adsorbates on the catalytic substrate,
in order to find the reaction site,130 followed by reorientation of
molecules for reaction, as well as the nature of the forces between
species that control these steps when multiple adsorbates are
present. The challenge has been that only within the last decade
has a technique been available which can measure these steps
with the required picosecond time resolution: HeSE.

Experiments on the diffusion of adsorbates on catalytic sub-
strates using HeSE, as described earlier and in,110,131 have opened
the possibility to assess adsorbate mobility with high spatial
resolution in all directions of the substrate, as well as molecular
reorientation.116 These experiments allow us to gather informa-
tion on the topography of the catalytic surfaces, the interactions
with the substrate atoms, and the motion of the adsorbed
particles that participate in the catalytic reaction. For example,
the discovery of the uncorrelated motion of CO molecules on
Pt(111), where strong pairwise interactions were previously
thought to dominate,121 is a particularly clear example of the
need for such data.

However, only a small number of relevant substrates have
been investigated with HeSE so far and these measurements
often raise important questions about the fundamental beha-
vior of adsorbates. For instance, the barrier to diffusion of CO
on a copper surface is predicted to be three times higher along
the h110i direction than along the h100i,132 whereas, from
ref. 131, the spin echo experiments seem to indicate that the
barriers should be similar. Understanding the interplay between
adsorbate interaction potentials and adsorbate-substrate energy
exchange is likely to be fundamental to resolving such questions.

From a more recent work, the need for further HeSE
measurements also becomes obvious. Recent first principle
calculations133 have, for the very first time, shown that quantum
effects are important even above room temperature. The theory
developed in that work allowed the calculation of diffusion rates
a for H and H2 on Pd(111), see Fig. 9, yielding significant
differences. These results are in quantitative agreement with
similar experimental results from diffusion on Pt(111), but can
themselves only be verified with new HeSE data.

Together, the combination of further HeSE experiments on
relevant surfaces, combined with further theoretical develop-
ments, will enable us to discover and unravel the fundamental
steps in catalytic processes. The result will provide crucial
knowledge that can facilitate the intelligent design of new
catalysts.

3.7 Specific science cases for combined HAS/HeSE
investigations

In this section we present two important classes of materials
where HAS and HeSE are instrumental in understanding their
properties.

3.7.1 Topological materials. In this section we show the
importance of HAS and HeSE for obtaining a full understanding
of the structural and surface dynamical properties of topological
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insulators, both providing crucial information that cannot be
obtained with other techniques. The examples presented provide
information about the surface phonon dispersion and the
electron–phonon coupling, see Section 3.2. Furthermore, insight
into the driving mechanism considering phase transitions, in
particular charge density wave systems, can be obtained.135

Topological insulators (TIs) fall under the term of quantum
materials whose electronic properties are determined by many
interacting degrees of freedom like lattice vibrations, electron
orbital and spin strictly connected by the laws of quantum
mechanics. TIs belong to the class of Dirac materials where the
unifying framework is an electronic surface state with a linear
energy-momentum relationship, a so-called Dirac cone (left
inset in Fig. 10).136 In typical Dirac materials such as graphene
and TIs, low-energy fermionic excitations behave as massless
Dirac particles. Moreover, TIs such as Bi2Se3 or Bi2Te3 exhibit
an insulating gap in the bulk while the surface is electrically
conducting137 and the electronic surface state exhibits no spin
degeneracy due to the large spin–orbit splitting (see, e.g.,
ref. 138 and 139). Implications include surface dominated
electronic transport and spin-polarised charge transport with
intrinsically reduced backscattering.138 In other words, spin-
dependent surface currents should experience no resistance.
Such materials hold great promises for future use in quantum
technology, such as quantum information transfer and storage.

Three-dimensional TIs, are commonly composed of layered
hexagonal structures that are bound by weak vdW forces (see
Fig. 10). Aside from the interest in spintronic devices based on
TIs, surface dominated transport is a major route towards

applications, for instance in quantum sensing by employing
electronic changes upon adsorption140–142 for the realisation of
miniature sensors capable of monitoring single atoms or
molecules. The electronic properties of TIs have been shown
to be tunable by adsorption of atomic or molecular species that
can serve as n- or p-type doping agents.140,141

However, at finite temperatures, the ideal zero-Kelvin behaviour
of TIs is perturbed by e–ph coupling and energy dissipation into
the bulk thus giving rise to energy losses.143–145 Already at this
point, it is clear that information about e–ph coupling and
collective charge excitations at surfaces, thin film quantum wells
and nano-structures are of paramount importance for the under-
standing and application of-relevant properties of topological
materials. Hence we need experimental techniques that help to gain
a deeper fundamental understanding of (a) the electronic structure
and electronic transport, (b) the phonon dispersion and the e–ph
coupling constant l (see Section 3.2.1), as well as (c) the effect of
adsorption on property modification of topological materials.

ARPES addresses the electronic band structure as discussed
in Section 3.2.1, while STM, AFM, and electron microscopy
provide a real space analysis of the surface structure. HAS, on
the other hand, is based on the interaction of an atomic matter
wave with a periodic crystal surface where the lattice constants
and the wavelength are of the same order of magnitude.
Compared to electron or X-ray diffraction, atoms of the same
wavelength deliver much less energy to the surface and due to
the scattering mechanism, do not penetrate into the sample,
but get scattered purely by the electronic charge distribution at
the sample surface as discussed in the introduction. Moreover,
HAS has the advantage that TI samples are not exposed to any
intense ultraviolet illumination which has been reported to
trigger energetic shifts of the electronic bands.146

Having said this, the relation to microscopy and microana-
lysis differs from the mentioned classical real space analysis by
rather yielding results in a reciprocal space picture.9,147 In this
way, periodicity is measured at highest precision, see also
Section 3.5, which allows for example an exact determination
of surface phase transitions. Hofmann et al.148 recently showed

Fig. 9 Ab initio results for H2 and H/Pd111 (adapted from ref. 134, lowest
and middle panel) and comparison with experimental HeSE data for
H/Pt(111) (adapted from ref. 119, upper panel); q is the momentum
transferred to the adsorbate in the HeSE measurements. The upper panel
shows experimental results at 0.1 monolayer coverage. The middle panel
shows results from periodic cell calculations at 0.22 monolayer coverage
including interactions between the hydrogen atoms located in one cell.
The lower panel shows results at 0.11 monolayer coverage.

Fig. 10 HAS from topological insulator surfaces such as Bi2Se3(111) pro-
vides a sensitive probe to determine the surface phonon dispersion and
energy dissipation processes in terms of the electron–phonon coupling
constant l. The inset on the left illustrates the surface electronic structure
of Bi2Se3(111) with the Dirac cone in green and a spin-split electron gas.
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a transition to a dimerisation-like reconstruction in the one-
dimensional atomic chains on the Bi(114) surface at low
temperatures. While STM images give a nice spatial picture
and the idea of a Peierls-like distortion, complementary HAS
measurements clearly show a change of the periodicity in the
appearance of additional diffraction peaks at low temperature,
halfway between the peaks for the ‘‘normal’’ phase.

Due to the heavy elements in typical TIs such as Bi2Se3, the
energies of (acoustic) surface lattice vibrations are typically in the
low meV energy region and thus measurements of the surface
phonon dispersion require high energy resolution as well as
surface sensitive probes. HAS provides also access to the e–ph
coupling strength at surfaces9,149 (see Section 3.2.1), a quantity that
determines energy losses in surface electronic transport. While
scattering from defects and other lattice imperfections can possi-
bly be controlled by the quality and a careful growth of crystals and
films, phonons will be excited in even the most perfect crystals.
Consequently, e–ph coupling should be the dominant scattering
mechanism for surface electronic states at finite temperatures. TIs
such as Bi2Te3 are also classic thermoelectric materials150,151 with
a large Seebeck coefficient and, as such, they have been used in
thermoelectric refrigeration for a long time. Since the thermo-
electric performance is closely related to the phonon dispersion
and details of their electronic structure, information on the
phonon dispersion and the e–ph coupling is essential to fully
understand their thermoelectric properties.151–153

Hence, HAS provides a sensitive probe to determine the
surface phonon dispersion and energy dissipation processes in
terms of the e–ph coupling constant, l, on the surfaces of these
materials. The obtained experimental data of various
TIs92,145,154–159 promise to evolve a more general picture about
the surface dynamics and the atom–surface interaction of these
peculiar surfaces. The e–ph coupling, as determined for several
topological insulators belonging to the class of bismuth chal-
cogenides, suggests a dominant contribution of the surface
quantum well states over the Dirac electrons in terms of l.145

Investigations of the archetypal TI which is Bi2Te3(111)155 show
a prominent surface acoustic mode that may have important
implications in layered and nanoscale devices. Moreover,
thanks to the high resolution experimental data, it was shown
in comparison with ab initio calculations that the inclusion of
vdW interactions is necessary for an exact theoretical description
of application-relevant issues like the thermal conductivity of
layered structures in general.155

The influence of e–ph coupling also shows up by softening
phonon modes at specific values of momentum transfer, a
phenomenon known as a Kohn anomaly.144,160,161 Whether Kohn
anomalies at a phonon momentum that connects opposite sides
of a topological Dirac cone are possible, is still an open question
as it would require a phonon-induced transition involving a spin–
flip.144,160,162,163 The latter may become possible by creating or
annihilating a phonon which carries an angular momentum of 1
quantum number. While Kohn anomalies have been reported in
the lower part of the phonon spectrum of TIs,155,160,162 recent
studies have shown that the major contribution to e–ph coupling
in these materials comes from polar optical modes.145,155,158 The

ability of HAS to determine the surface averaged e–ph coupling
constant l, directly from the thermal attenuation of HAS spectra
(see Section 3.2), has the advantage that a wide range of experi-
mental conditions can be used for the evaluation compared to the
limited range where e–ph effects are visible in ARPES.145 Further-
more l can be measured exclusively for the low energy range as
discussed in Section 3.2.

Since HAS or HeSE excite phonons via phonon-induced surface
charge density oscillations, another consequence is that these
probes may in principle excite also low-energy collective electronic
excitations like surface phasons,147 surface acoustic plasmons in
the THz and sub THz domains,9,158 charge density waves147,148 as
well as electron–hole excitations.9,147 The observation of collective
electronic excitations such as phasons and surface acoustic
plasmons in interesting 2D conducting materials like topological
insulators and graphene,147,164 makes HAS a tool for the investi-
gation of THz plasmonics, with great relevance for sensors and
other nano-technologies.

Furthermore, HAS can detect subsurface phonons as deep as
the range of e–ph interaction, allowing investigations of the
phonon dispersion curves and their e–ph interaction not only
at surfaces but also in ultra-thin films.28,149,165 The possibility
of observing the dispersion and knowing the e–ph coupling of
waves localised at the interface of supported ultra-thin films,86

subsurface layers166 or optical branches in Bi2Te3 and Bi2Se3
155

opens the prospect of developing an interface or sub-surface
phononics, thus avoiding contamination problems which
would affect surface acoustic wave devices in the THz domain.

Finally, as described in Section 3.6, HeSE is capable of
delivering detailed information on the whole energy landscape
for adsorbate-surface systems by observing the way that an
adsorbate moves around in the potential at the surface, resolving
diffusion processes on timescales from ns to sub-ps,117 which is
beyond the scope of other techniques. This information is
particularly valuable for possible sensing applications of TIs as
well as for the assembly of molecular qubits167,168 on techno-
logically relevant surfaces. For example, in a study of the diffusion
of water on the TI Bi2Te3(111),113 the mechanisms underlying the
molecular motion of water are specified and by comparison with
first-principle calculations, aspects of its adsorption geometry
are identified, as well as the energy landscape for the motion.
A qualitative assessment of the rates of energy transfer between
water molecules and the TI on which they move is made. The
latter is discussed in terms of the nanoscale-friction affecting the
motion, where a TI is particularly interesting since certain friction
mechanisms are disallowed by the topological character of the
substrate.

3.7.2 Superconducting radio frequency materials. Super-
conducting particle accelerators and free electron lasers (FELs)
depend currently on the performance of niobium superconducting
radio frequency (SRF) cavities. Next-generation accelerators will
depend on the development of higher performance alloys such
as Nb3Sn that will have better quality factors under extreme
accelerating fields than Nb. Unlike for Nb, cavities cannot be
formed out of Nb3Sn directly; current fabrication methods include
Sn deposition on Nb cavities. This deposition ultimately results in a
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thin film of Nb3Sn where the microscopic structural characteristics
of the thin film contribute directly to cavity performance in high-
fields. A thorough understanding of the nanoscale growth of these
films will aid significantly in the advancement of accelerator
science. HAS is uniquely positioned to assist in formulating the
needed growth procedures as it can directly assess surface-localized
crystalline structures without undesired scattering signals arising
from the selvedge and underlying bulk regions. Moreover, such
information can be obtained at surface temperatures spanning an
extraordinarily wide range from cryogenic conditions up to
refractory metal processing temperatures that approach 2000 K,
giving a remarkably clear picture of the interface at the elevated
temperatures used during intermetallic deposition. Such studies
can be performed non-destructively and without the possibility of
perturbative effects due to charged particle bombardment. Another
key feature of HAS is its extreme sensitivity to surface adsorbates,
see also Section 3.5. This sensitivity enables investigations into
surface nucleation and growth at the elevated temperatures needed
for cavity processing – key information needed for the refinement
of growth chemistries for forthcoming SRF materials. HAS studies
of surface phonon relations, e–ph coupling, alloy formation, and
evolving surface roughness complement the structural information
gathered from in situ He diffraction. A recent study has shown, for
example, the need to consider the presence of ordered oxygen
layers on Nb under conditions important for alloy growth, causing
experimental and theoretical efforts to move beyond the simple
view of purely metallic phases during alloy formation.169 Moreover,
inelastic HAS can be used to map out the surface phonon structure
of these interfaces, which when combined with modern DFT
dynamics simulations can assist in developing accurate bonding
models of these technologically important multicomponent inter-
faces. One can also envision diffusion studies where quasielastic
HAS measurements will provide further insights into our under-
standing of intermetallic atom mobility at the surface. It is clear
that the ensemble of aforementioned HAS studies can inform, in
several unique ways, current and future SRF materials research,
directly contributing to ongoing worldwide development efforts for
next-generation accelerators and FELs.

3.8 Applying helium scattering instruments for molecular-
surface scattering and other atom-surface scattering
experiments

In this section we discuss molecular surface scattering experiments
and atom surface scattering experiments which can be carried out
using a HAS apparatus. Essentially all that is required is to change
the gas bottle, modify the detector settings and possibly, for
scattering in the classical regime, heat the nozzle.

3.8.1 Molecular surface scattering experiments. The inter-
action of gas phase molecules with solid surfaces, is a key property
for materials in a wide range of research fields and applications,
examples include industrial heterogenous catalysis, discussed
also in the previous section, atmospheric chemistry, thin film
deposition, nanotechnology fabrication and many others.170

To complete our understanding of the molecule–surface
properties of materials, it is important to study directly the
collision of the gas phase molecule with the surface. Unlike

helium, when a molecule hits a surface, it has a certain
probability to react upon impact. These interactions lie at the
heart of surface based chemistry and valuable information
about the molecule–surface chemistry can be extracted by
monitoring the fraction of the molecular beam which sticks
to the surface,171 as well as by studying the angular distribu-
tion, time-of-flight and quantum-state populations of the beam
which continues towards the detector.170

A different scenario is direct quantum scattering of the mole-
cules. In this case a diffraction pattern can be measured providing
information about the structure of the surface, the dynamics of
the collision and the molecule–surface potentials.172 These diffr-
action experiments are directly analogous to helium scattering
and can be performed with the same type of apparatus. Small
molecule scattering can be used to extract precise information on
molecule–surface interaction potentials by measuring elastic diffr-
action, rotationally inelastic, and bound state selective adsorption
resonant scattering. Experiments with H2, D2, and HD (including
rotationally state-selected beams of para-H2 and ortho-D2), when
combined with quantum scattering calculations, can lead to
an accurate determination of molecule–surface physisorption
potentials including spatially anisotropic terms.173–176

Another illustrative example is a diffraction study of hydrogen
from a platinum surface, where an experimental molecular diffr-
action pattern was compared with state-of-the-art potentials to
scrutinize the highly useful Born–Oppenheimer approximation in
hydrogen–metal interactions.177 Molecular diffraction experiments
were also performed on various isotopes of hydrogen as well as
other light molecules like methane.178–180 A review of molecular
hydrogen scattering experiments from metal surfaces can be found
here.181

Similar to an atom, the collision of a molecule with a surface
is sensitive to both the long and short range interaction
potential. Unlike an atom, the rotational motion of molecules
changes the interaction with the surface and needs to be taken
into account in order to understand molecule–surface collisions.
Significant efforts are being made to include the effect of
molecular rotations in theoretical studies and obtain reliable
multi-dimensional interaction potential surfaces. To support
these efforts is it vital to measure experimentally the effect
molecular rotations have on molecule–surface collisions. One
way of studying this is by measuring inelastic rotational scattering
events, where the excitation and de-excitation of rotational energy
quanta can be seen as distinct diffraction peaks,179,180 measured
by photo-exciting the scattered beam,182 or assesed by comparing
the scattering of ortho–para spin isomers.183

Unlike the rotational quantum state, J, the rotational orientation
of a molecule, characterised by the rotational projection quantum
number, mJ, has been generally inaccessible to experiments. The
few studies which have been performed were mainly restricted to
photo-excited and paramagnetic molecules where sophisticated
experimental techniques have been developed.184,185

Recently, a new type of magnetic manipulation experiment
has been developed, where a modified helium-spin-echo apparatus
is used to control and measure the rotational orientation of a
ground state molecule.186 Two types of magnetic manipulations
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underlie this technique. One involves using a magnetic hexapole
lens to focus certain quantum populations and defocus
others,187,188 and the second involves passing the beam through
a homogenous electromagnet where coherent control of the mole-
cular quantum states is achieved and the rotational projection
quantum state of the molecules which reach the surface can be
both altered and determined.186 A unique aspect of these rota-
tionally controlled molecular scattering experiments is that unlike
regular diffraction measurements they can be used to determine
the full scattering matrix empirically, i.e., measure all the
quantum state-to-state probabilities and phase changes which
characterise the gas-surface collision. A first measurement of a
scattering matrix was demonstrated recently for hydrogen mole-
cules scattering from an LiF surface.189 The results of this study
demonstrated that this simple salt surface acts as both a rota-
tional orientation polarizer and a rotational orientation analyser
for hydrogen molecules, and the extracted scattering matrix
elements provide what is arguably the most sensitive experi-
mental bench mark for further development of theoretical
molecule–surface interaction potentials.

3.8.2 Atom scattering specific science case: isotope enrichment
and purification. It was recently demonstrated, using Ne that
precision gas-surface diffractive scattering can be used as a new
method of isotope enrichment and purification.190 Isotope
separation first came into focus during the Manhatten project,
but is now used in a range of applications including isotopic
labeling in life science and radioisotopes in medicine. Isotope
enrichment is also a topic for microelectronics, where research is
ongoing on highly enriched 28Si wafers, which have been shown
to have increased thermal conductivity191 and improved electron
transport characteristics192 compared to standard silicon wafers.

3.8.3 Atom-surface scattering in the classical regime. Typical
He atom surface-scattering experiments are carried out in the
quantum mechanical regime. In the scattered spectra the observed
quantum features such as diffraction, single-phonon peaks,
diffuse elastic peaks, bound state resonances, etc. provide
detailed information about the atom–surface interaction as
described through numerous examples in this paper. However,
experiments can also be done in the classical regime. This
regime usually encompasses some combination of higher incident
energies, larger mass projectiles and higher temperatures and is
marked by the fact that classical mechanical theory can be used to
describe the scattered spectra.193–198 The projectiles most often
used are the larger mass rare gases such as Ne, Ar and Kr, but He
atoms can also exhibit classical scattering at high incident
energies of around 100 meV or more.199 The higher energies
can be achieved by heating the nozzle (see Section 2). In classical
collisions, the Debye–Waller factor suppresses all quantum
features, leaving the scattered spectra to exhibit much broader
peak features that are typically governed by the excitation of large
numbers of phonons.

In spite of the fact that the spectra do not exhibit the
detailed features seen in the quantum regime a significant
amount of information about the surface can be extracted
through analysis of experimental data using classical mechanics.
These include, among others, determination of the root mean

square surface corrugation amplitude,200 isotope sensitivity in
the surface composition201 and surface segregation in alloy
mixtures of liquid metals.202

4 Conclusion and outlook

In this paper we show how the helium scattering, through its
unique combination of low energy, charge neutrality, inertness
and strict surface sensitivity can complement other scattering
techniques such as photons (X-rays), electrons, ions and neu-
trons. We present selected examples of material properties
uniquely suited to be measured using either helium atom
scattering (HAS) or helium spin-echo scattering (HeSE). We
also present examples of molecular surface scattering experi-
ments and atom–surface scattering experiments in the classical
regime, which can be performed using HAS and HeSE instru-
ments. We emphasize that the examples of material properties
provided in this paper are by no means a complete list,
furthermore several topics such as seeded beams or neutral
helium microscopy have been left out due to space limitations.
We also do not discuss instrumental development, which of
course is ongoing.

The overarching purpose of this paper is to show that
helium scattering is a great and unique technique with a very
large amount of interesting and important experiments waiting
to be done. However, if these experiments are to be carried out,
helium scattering must be made readily available to the mate-
rials research community. This can be realised by creating a
helium scattering facility, co-located and co-administrated with
a synchrotron or neutron facility (or both). This would have the
additional great advantage of enabling the use of two compli-
mentary scattering techniques in parallel on the same sample.
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Chem. Soc., 1985, 80, 137.
43 Y. Cao, V. Fatemi, A. Demir, S. Fang, S. L. Tomarken, J. Y. Luo,

J. D. Sanchez-Yamagishi, K. Watanabe, T. Taniguchi, E. Kaxiras,
R. C. Ashoori and P. Jarillo-Herrero, Nature, 2018, 556, 80.

44 G. Chen, A. L. Sharpe, P. Gallagher, I. Rosen, E. J. Fox,
L. Jiang, B. Lyu, L. Hongyuan, K. Watanabe, T. Taniguchi,
J. Jung, Z. Shi, D. Goldhaber-Gordon, Y. Zhang and
Y. Wang, Nature, 2019, 572, 215.

45 D. J. Trainer, B. Wang, F. Bobba, N. Samuelson, X. Xi,
J. Zasdzinski, J. Nieminen, A. Bansil and M. Iavarone, ACS
Nano, 2020, 14, 2718.

46 O. Zheliuk, J. Lu, J. Yang and J. Ye, Phys. Status Solidi, 2017,
11, 1700245.

47 O. Zheliuk, J. M. Lu, Q. H. Chen, A. A. El Yumin,
S. Golightly and J. T. Ye, Nat. Nanotechnol., 2019, 14, 1123.

48 H. Wang, X. Huang, J. Lin, J. Cui, Y. Chen, C. Zhu and
F. Liu, Nat. Commun., 2017, 8, 394.

49 R. Bistritzer and A. H. MacDonald, Proc. Natl. Acad. Sci. U.
S. A., 2018, 108, 12233.

50 U. Mogera and G. U. Kulkarni, Carbon, 2020, 156, 470.
51 C. C. Liu, L. D. Zhang, W. Q. Chen and F. Yang, Phys. Rev.

Lett., 2018, 121, 217001.
52 M. Yankowitz, S. Chen, H. Polshyn, Y. Zhang, K. Watanabe,

T. Taniguchi, D. Graf, A. F. Young and C. R. Dean, Science,
2019, 363, 1059.

Perspective PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
 2

02
1.

 D
ow

nl
oa

de
d 

on
 3

0/
07

/2
4 

14
:1

9:
22

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d0cp05833e


This journal is © the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 7653–7672 |  7669

53 F. Wu, A. H. MacDonald and I. Martin, Phys. Rev. Lett.,
2018, 121, 217001.

54 Y. W. Choi and H. J. Choi, Phys. Rev. B, 2018, 98, 241412.
55 F. Mazolla, T. Fredriksen, T. Balasubramanian,

P. Hofmann, P. Hellsing and J. W. Wells, Phys. Rev. B,
2017, 95, 075430.

56 S. K. Mahatha, A. Ngankeu, N. F. Hinsche, I. Mertig,
K. Guilloy, P. L. Matzen, M. Bianchi, C. E. Sanders,
J. A. Miwa, H. Bana, E. Travaglia, L. Paolo, L. Bignardi,
D. Lizzit, R. Larciprete, A. Baraldi, S. Lizzit and
P. Hofmann, Surf. Sci., 2019, 681, 64.

57 H. S. Arora, R. Polski, Y. Zhang, A. Thomson, Y. Choi,
H. Kim, Z. Lin, I. Z. Wilson, X. Xu and J. H. Chu, Nature,
2020, 583, 379–384.

58 E. Thingstad, A. Kamra, J. W. Wells and A. Sudbø, Phys.
Rev. B, 2020, 101, 214513.

59 N. Esbjerg and J. K. N. Nørskov, Phys. Rev. Lett., 1980,
45, 807.

60 G. Benedek, M. Bernasconi, K.-P. Bohnen, D. Campi,
E. V. Chulkov, I. Y. Sklyadneva and J. P. Toennies, Phys.
Chem. Chem. Phys., 2014, 16, 7159.

61 P. B. Allen, Phys. Rev. B: Condens. Matter Mater. Phys., 1972,
6, 2577.

62 J. R. Manson, G. Benedek and S. Salvador Miret-Artés,
J. Phys. Chem. Lett., 2016, 7, 1016.

63 G. Anemone, M. Garnica, M. Zappia, P. Casado Aguilar,
A. Al Taleb, C.-N. Kuo, C. S. Lue, A. Politiano, G. Benedek,
A. L. Vazquez de Parga, R. Miranda and D. Farias, 2D
Mater., 2020, 7, 025007.

64 G. Anemone, M. Garnica, M. Zappia, P. Casado Aguilar,
A. Al Taleb, C.-N. Kuo, C. S. Lue, A. Politiano, A. L. Vazquez
de Parga, G. Benedek, R. Miranda and D. Farias, npj 2D
Mater. Appl., 2020, DOI: 10.1038/s41699-021-00204-5.

65 G. Anemone, A. Al Taleb, G. Benedek, A. Castellanos-
Gomez and D. Farias, J. Phys. Chem. C, 2019, 123, 3698.

66 S. Lisi, X. Lu, T. Benschop, T. A. de Johng, P. Stepanov,
J. R. Duran and F. Margot, 2020, arXiv, arXiv:2002.02289.

67 J. E. Gayone, C. Kirkegaard, J. W. Wells, S. V. Hoffmann,
Z. Li and P. Hofmann, Appl. Phys. A: Mater. Sci. Process.,
2005, 80, 943–949.

68 D. A. Conyuh, Y. M. Beltukov and D. A. Parshin, J. Phys.:
Conf. Ser., 2017, 929, 012031.

69 L. Zhang, J. Zheng, Y. Wang, L. Zhang, Z. Jin, L. Hong,
Y. Wang and J. Zhang, Nat. Commun., 2017, 8, 67.

70 J. Schroeder, M. Lee, S. K. Saha and P. D. Persans, J. Non-
Cryst. Solids, 1997, 222, 342.

71 U. Buchenau, Condens. Matter Phys., 2019, 22, 43601.
72 N. Tomoshige, H. Mizuno, T. Mori, K. Kim and

N. Matubayasi, Sci. Rep., 2019, 9, 19514.
73 A. Chumakov, G. Monaco, A. Fontana, A. Bosak,

R. P. Hermann, D. Bessas, B. Wehinger, W. A. Crichton,
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90 P. Kraus, A. Tamtögl, M. Mayrhofer-Reinhartshuber,

F. Apolloner, C. Gösweiner, S. Miret-Artés and W. E. Ernst,
J. Phys. Chem. C, 2015, 119, 17235.

91 G. Benedek, J. R. Manson and S. Salvador Miret-Artés, Surf.
Sci. Rep., 2021, unpublished.
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