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Machine learning dihydrogen activation in the
chemical space surrounding Vaska's complexii

Pascal Friederich, 2°¢ Gabriel dos Passos Gomes, {2 Riccardo De Bin,?
Alan Aspuru-Guzik*2°®" and David Balcells & *9

Homogeneous catalysis using transition metal complexes is ubiquitously used for organic synthesis, as well
as technologically relevant in applications such as water splitting and CO, reduction. The key steps
underlying homogeneous catalysis require a specific combination of electronic and steric effects from
the ligands bound to the metal center. Finding the optimal combination of ligands is a challenging task
due to the exceedingly large number of possibilities and the non-trivial ligand-ligand interactions. The
classic example of Vaska's complex, trans-[Ir(PPhz),(CO)(Cl)], illustrates this scenario. The ligands of this
species activate iridium for the oxidative addition of hydrogen, yielding the dihydride cis-
[Ir(H)2(PPh3),(CO)(Cl)] complex. Despite the simplicity of this system, thousands of derivatives can be
formulated for the activation of H,, with a limited number of ligands belonging to the same general
categories found in the original complex. In this work, we show how DFT and machine learning (ML)
methods can be combined to enable the prediction of reactivity within large chemical spaces containing
thousands of complexes. In a space of 2574 species derived from Vaska's complex, data from DFT
calculations are used to train and test ML models that predict the H,-activation barrier. In contrast to
experiments and calculations requiring several days to be completed, the ML models were trained and
used on a laptop on a time-scale of minutes. As a first approach, we combined Bayesian-optimized
artificial neural networks (ANN) with features derived from autocorrelation and deltametric functions.
The resulting ANNs achieved high accuracies, with mean absolute errors (MAE) between 1 and 2 kcal
mol™%, depending on the size of the training set. By using a Gaussian process (GP) model trained with
a set of selected features, including fingerprints, accuracy was further enhanced. Remarkably, this GP
model minimized the MAE below 1 kcal mol™, by using only 20% or less of the data available for
training. The gradient boosting (GB) method was also used to assess the relevance of the features, which
was used for both feature selection and model interpretation purposes. Features accounting for
chemical composition, atom size and electronegativity were found to be the most determinant in the
predictions. Further, the ligand fragments with the strongest influence on the H,-activation barrier were
identified.

reactions, such as water splitting'” and CO, reduction,®*™*
require metal catalysts in which ligands are combined to

The reactivity of transition metal complexes plays a funda-
mental role in homogeneous catalysis. Crucially important

“Chemical Physics Theory Group, Department of Chemistry, University of Toronto,
Toronto, Ontario M5S 3H6, Canada

*Institute of Nanotechnology, Karlsruhe Institute of Technology, Hermann-von-
Helmholtz-Platz 1, 76344 Eggenstein-Leopoldshafen, Germany

‘Department of Computer Science, University of Toronto, 214 College St., Toronto,
Ontario M5T 3A1, Canada

“Department of Mathematics, University of Oslo, P. O. Box 1053, Blindern, N-0316,
Oslo, Norway

“Vector Institute for Artificial Intelligence, 661 University Ave. Suite 710, Toronto,
Ontario M5G 1M1, Canada

/Lebovic Fellow, Canadian Institute for Advanced Research (CIFAR), 661 University
Ave, Toronto, ON M5G 1M1, Canada

4584 | Chem. Sci., 2020, 11, 4584-4601

provide the optimal balance between activity, robustness, and
selectivity. Computational chemistry has become a powerful
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the calculated energies and features used to train our machine learning
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tool in homogeneous catalysis, and combined with experi-
ments, delivers molecular models enabling the rational design
of catalytic systems."*?> However, the key ligands and substit-
uents of these models are classified with generic labels (e.g,
‘strong m-acceptor’, ‘bulky’ or ‘proton-acceptor’) that can be
assigned to tens or hundreds of known compounds. The
combination of all these possibilities yields a region of the
chemical space* containing thousands of catalyst candidates.
Within these spaces, the presence of a small number of optimal
catalysts is highly probable, but their discovery is a non-trivial
task.****

The systematic experimental characterization of thousands
of homogeneous catalysts is impractical. High-throughput
screening (HTS) techniques enable hundreds of tests
combining multiple substrates and reaction conditions in
a short time-scale.>**” However, these techniques are typically
limited to the testing of only tens of different catalysts. The
scope of the HTS approach can be expanded with predictive
quantitative structure-activity relationship (QSAR),**** and
multivariate linear regression (MLR) models**™° in which the
empirical data are correlated to molecular descriptors.

An alternative to experimental HTS is the use of virtual
screening (VS) methods, in which both the descriptors and the
target property (e.g., catalytic activity or selectivity) are
computed.**** The application of VS to transition metal catal-
ysis is encumbered by the need for accurate results on thou-
sands of systems. The proper description of chemical reactivity
requires the use of quantum chemistry (QC) methods such as
density functional theory (DFT), which has a computational cost
that quickly becomes prohibitive. Further, transition states are
challenging to converge.

From a computational perspective, machine learning (ML) is
an attractive tool to complement QC methods. With appropriate
training (i.e., optimization of the model parameters by error
minimization), ML methods can make reliable X — y predic-
tions from large and complex data (X = features, i.e., descrip-
tors; y = target, i.e., a property of interest). While training of the
models can be done with several hundreds of data points, the
ML models allow evaluating the properties of thousands of
additional data points rapidly. Such a feature enables the effi-
cient search of new systems with optimal y values, which can be
later synthesized and tested in the lab. Further features,
including generative models and inverse design are also
possible.***® Computational affordability is a key advantage of
ML - a laptop can be used to train a model and make predic-
tions in a timescale of minutes.

In contrast, running the advanced methods and models of
modern QC requires several days in a supercomputer. ML
approaches have already proven successful in different fields of
chemistry,* with a strong focus on materials science and
drug discovery.®”*® In other areas, including organic
synthesis,*”* and theoretical’*®*" and inorganic®** chemistry,
the use of ML is rapidly growing. In catalysis,*** several
examples have been reported for both heterogeneous®* and
homogeneous®* systems.

The application of ML methods is strongly dependent on the
accuracy, affordability, and explainability of the final model.

54-61
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High accuracy can be achieved when large data sets are avail-
able for training. Unfortunately, in the field of homogeneous
catalysis, large data sets are neither available nor affordable.
The catalysis of a particular reaction is typically proven for only
a few tens (or less) of metal complexes. The possibility of
learning from synthetic data generated in silico®™*" is
appealing, but in practice accurate QC calculations are expen-
sive. In this context, optimizing the ratio between accuracy and
the size of the training data is imperative. Another challenge
with many ML methods is the potential lack of interpretability;
e.g., artificial neural networks (ANNs)'*™'* may achieve high
accuracy, but their predictions are difficult to interpret and
explain with the language used in chemistry textbooks.

In this work, we assess the reliability of a computational
protocol combining QC with ML for predicting the reactivity of
transition metal complexes (Fig. 1). The protocol starts by
defining a large region of the chemical space containing thou-
sands of complexes, which are all described with computa-
tionally affordable descriptors*'®**? (features X). In the next
step, the chemical space is randomly split into two sets — a small
set for training and testing, plus a large predicting set. The
reaction energy barrier of interest (target y) is computed with an
expensive DFT method for the training and testing sets. The {X,
y} data of these sets are then used to optimize an accurate ML
model. At the final stage of the protocol, the model is fed with
the features describing the predicting set, delivering the energy
barrier for all complexes. The optimal complexes are extracted
by applying a simple filter (e.g., species minimizing the energy
barrier). In the final step, the predictions are interpreted by
ranking the relevance of the features.

The feasibility and reliability of the computational protocol
shown in Fig. 1 were assessed for the activation of H, within
a substantial chemical space region derived from Vaska's
complex, [Ir(PPh;3),(CO)(CD],"***** which was used as a case
study. H,-activation by transition metals plays a major role in
hydrogenation processes used in the production of drugs and
materials."***® The performances of different ML models were
compared, showing that their combination with DFT calcula-
tions allows for the accurate, affordable, and explainable
prediction of the reactivity of the complexes in the activation of
H,. In this proof-of-concept application, both the energy barrier
and the features were computed for the entire region of the
chemical space studied. In future applications, the QC calcu-
lations will be carried out only for small training and testing
sets, making the overall protocol affordable for large chemical
spaces related to different reactions.

Results and discussion

Definition of the chemical space region of study

The formula of Vaska's [Ir(PPh;),(CO)(Cl)] complex was gener-
alized to [Ir(0q4)2(04,74)(0,m4)] by considering the o/ electron-
donor (d) and -acceptor (a) character of the ligands (Fig. 2). The
three different ligand sets A, B and C were populated with 12
(neutral o4), 11 (anionic o,74) and 3 (neutral o4,m,) ligands,
respectively, which overall yielded 2574 unique complexes,
when combined in the ¢rans Ir(1) square planar framework of the

Chem. Sci., 2020, 1, 4584-4601 | 4585
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Fig. 1 Computational protocol combining DFT calculations with ML methods. We start from Vaska's complex surrounding region of the
chemical space, compute activation energies for the hydrogen splitting reaction for a small subset, train a machine learning model and use the
model to predict the properties of the larger subset. To validate this proof-of-concept study, we computed activation energies for all complexes
and compared to the ML predictions. Furthermore, we interpret the ML model to better understand the structure—activity relationships for the

hydrogen splitting reaction.

system (the A positions in trans were filled by either the same or
two different ligands). In addition to the triphenylphosphine
ligand of Vaska's complex, the o4 ligand set included imidazole,
oxazole, IMe (i.e. 1,3-dimethyl-imidazol-2-ylidene), SIMe (i.e.
saturated IMe), pyridine, phosphinine, trimethylamine, pyr-
azine, trimethylphosphine, trimethylarsine, and triethylphos-
phine. The og4,m, ligand set included carbonyl as well as
hydrogen- and methyl-isocyanide, whereas the c,74 ligand set
included hydroxy, thiolate, cyanide, nitrite, acetylide, isocya-
nate, isothiocyanate and all halogens (F, Cl, Br and I).

Some of the ligands labeled above as 7-acceptors can also
have a soft w-donor character, and the opposite. Larger ligands
and alternative binding models (e.g., O- and S-coordination of
the isocyanate and isothiocyanate ligands) were not considered.
The cis-coordination of the A ligands, which would be accessible
with the smallest, was not considered either. The omission of
these structural variations saves computation time, though it
also limits the applicability of the resulting models.

Computational exploration of activation energies

The computational protocol used in this work is illustrated in
Fig. 3. The 2574 geometry guesses required to optimize the
transition states were generated using the molSimplify library
developed by Kulik and coworkers."** All geometries were based
on an iridium penta-coordinated core in a trigonal bipyramid
geometry. Four coordination sites, including the two axial
positions, were filled as shown in Fig. 2, with the ligands pre-

4586 | Chem. Sci, 2020, M, 4584-4601

optimized at the DFT level. The remaining equatorial position
was capped with a dihydrogen ligand-activated with an elon-
gated H-H distance (dyy;;) of 1.00 A. For each system, three
different DFT calculations were executed sequentially; namely:
GEOM-1: restricted optimization to energy minimum by relax-
ing all geometrical parameters except dyyy; (frozen at 1.00 A); TS-
2: transition state optimization by computing the force
constants at the first point and relaxing all geometrical
parameters, including dyyy; and COMPLEX-3: full optimization
to energy minimum by relaxing all geometrical parameters,
after removing the H, fragment. GEOM-1 yielded the starting
geometry used in the TS-2 calculation, facilitating the conver-
gence of the latter. TS-2 yielded the transition state for H,-
activation. COMPLEX-3 yielded the iridium complex reactant.
The energy barrier for Hy-activation (AEfy;) was computed from
the potential energies converged in TS-2 and COMPLEX-3, and
that of H, computed at the same level of theory. The H-H
distance optimized at the transition state (df;) was extracted
from TS-2.

After cleaning the data (see Fig. S1it), Fig. 4A shows the
activation barriers AEhy; and H-H distances dfyy in the
transition state for all 1947 converged complexes obtained in
the high-throughput virtual screening approach described
above. The {dE[H, AEI:E[H} data had minimum and maximum
values of 0.81 A/1.6 kcal mol™* and 1.09 A/25.6 kcal mol?,
respectively. The mean and standard deviation values were
(0.94 + 0.05) A and (12.0 + 4.3) kecal mol ™, respectively. The

This journal is © The Royal Society of Chemistry 2020


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d0sc00445f

Open Access Article. Published on 07 2020. Downloaded on 15/11/25 01:47:29.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Edge Article

Chemical space of

e

0-i-0

Vaska’s complex derivatives

Ir) metal center
square planar geometry 2574 unique complexes
26 different ligands

o-donors

View Article Online

Chemical Science

0
N
L

A Ny NS
N° 'N | E ] _~N..,
/ P N? \

g
P‘@ \//P\/

@2 \N\/=\/N/ @ /Ft"' /Af"'
o-donors og-donors
m-donors m-acceptors
x _OH ©. e N”.//O N”"’S c=0
X=F, Cl ! l | C=NH
’ —SH —C=N —C=CH C=NMe

Fig.2 Ligands that define the region of the chemical space associated with Vaska's complex. Ir() is bound to four ligands of type A, B, and C. The
complexes have two neutral A ligands that are o-donors trans to each other, plus one anionic B ligand that is a o/m-donor trans to a neutral C
ligand that is a o-donor/m-acceptor. Overall, 26 different ligands were considered, yielding 2574 unique neutral complexes. The A positions in

trans were filled by either the same or different ligands.

distribution of df;;; shows a sharp peak at 0.96 A, whereas the
distribution of AE}y is flatter with a plateau between 7 and 15
kcal mol ™" (see Fig. S21t). Overall, the computed AE}y; spans
a wide range of energy values of ca. 20 kcal mol ™. The violin
plot in Fig. 4B shows the correlation between dfjy and
AEhy, with fast activation (arbitrarily defined as 1.5 =<
AFEhy = 8.1 kecal mol™') mostly associated with smaller
dhy values, and slow activation (arbitrarily defined as 15.1 <
AEhy = 25.6 kcal mol™!) mostly associated with larger
dhn values, as expected.

Data analysis and interpretation with machine learning
methods

The high throughput virtual screening study presented in this
work aims at a complete computational exploration of the
defined chemical space of Vaska's complexes. However, the data
generated in this approach can also be used to explore the
possibility of using machine learning-based methods for the
acceleration of future screening efforts. If machine learning
models can reliably learn from a sparse subset of the chemical
design space, these models can be used to efficiently estimate
the properties of the remaining catalysts and thus be used to
accelerate the exploration of more complex reactions and
catalysts. In the following sections, we explore ways to train
such machine learning models and compare hand-crafted and
generic techniques to generate input representations for
machine learning models.

This journal is © The Royal Society of Chemistry 2020

Features used in the description of Vaska's complex region of
the chemical space

The features used to represent the complexes were computed
with the full autocorrelation (FA) functions (eqn (1)).

Py =Y PPid(dy,d) 1)
7

These functions provide a fingerprint of each complex by
adding atomic property products (P;P;) computed for all atoms. i
and j are the atomic indexes of the molecular graph repre-
senting the complex (Fig. 5). The atomic properties (P) include
electronegativity (x), atomic number (Z), identity (I; i.e., 1 for
each position in the molecular graph), topology (T; i.e., coor-
dination number) and size (S; ie., covalent radius). Each
property product is multiplied by the Dirac delta d(d;;, d)
function, in which d;; is the shortest distance between positions
i and j in chemical bonds. The parameter d (depth) is the
maximum distance in chemical bonds considered in the
calculation of P,;. The autocorrelation function encodes the
composition (Z), and the electronic (x, 7) and steric (I, S)
properties of the complexes.

Each metal complex is represented by a single size-inde-
pendent vector of features of dimensionality 5(d + 1). E.g., with
d = 3, each metal complex is represented by the 20D vector
shown in eqn (2).

Chem. Sci., 2020, 1, 4584-4601 | 4587
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Fig.3 Computational protocol used in the generation of the DFT data. We employ molSimplify to generate our library of complexes. In GEOM-1,
we performed a restricted geometry optimization to a transition state guess where the H-H distance is fixed at 1.0 A. This allows for the Ir()-
complex to adjust to the reaction. We take the geometries generated in GEOM-1 and perform a full transition state calculation where the H-H
distance is also optimized. This step yields the saddle point of the PES associated with the splitting of H, (TS-2). Finally, based on the successful
TS-2 calculations, we optimize the isolated Ir()-complex reactant (COMPLEX-3), i.e., without H,. The inset shows the potential energy surface
(PES) for the activation of H, by an Ir()-complex. Activation energies are evaluated as the energy difference between TS-2 and COMPLEX-3 plus

Ho.

complex; = (X0, X1> X25 X3» Zo> Z1, Z2, Z3, 1o, I, >, I3, Ty, Th, T,
T3, So, S1, S2, S3) (2)

In addition to FA, other feature sets were tested, including
the MA (metal-centered autocorrelations), MD (metal-centered
deltametrics), and MAD (mixed metal-centered autocorrelations
and deltametrics). MA features were computed with eqn (1) by
setting the metal center as the depth origin (i.e. d = 0 at iridium)

4588 | Chem. Sci, 2020, N, 4584-4601

defining the proximal (d = 1), intermediate (d = 2) and distal (d
> 2) regions (Fig. 5). MD features were computed with the del-
tametric functions shown in eqn (3), in which, relative to eqn
(1), property products are replaced by property differences. MAD
features were computed by applying eqn (1) to all features
except electronegativity, for which eqn (3) was used to encode
bond polarization (i.e., x; — x;), owing to the relevance of this
property in chemical reactivity.

This journal is © The Royal Society of Chemistry 2020
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mol™Y).

Pd:Z(Pi - Pj)é(di-ﬂd) (3)

iy

We note that all metal-centered autocorrelations functions
have the same factor P, which does not play a role in the
training of our machine learning models, as all input features
are normalized before feeding them into the model. The choice
of autocorrelations and deltametrics was motivated by their low
computational cost and the work of Kulik.*»** More conven-
tional ligand descriptors* were not considered but may also
yield high accuracy.

Scatter plots were used for a visual exploration of the
possible correlations between these features and the H,-
activation barriers (Fig. S311). The x; feature of the MD set,
which quantifies the polarization of the Ir-ligand bonds,

This journal is © The Royal Society of Chemistry 2020
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correlates with AEEIH. The barrier becomes lower with the
decreasing polarization of the Ir-ligand bonds, in which Ir is
always the least electronegative element; i.e., electron-rich
metal centers promote H,-activation by oxidative addition, as
expected. The S, feature of the MA set, which is related to the
number of atoms and size of the second coordination shell
(i.e., intermediate layer in Fig. 5), also correlates with
AEfy. In this case, the barrier becomes lower with the
increasing value of S,. The comparative analysis between
different scatter plots also provided chemical insight. E.g.
the combined analysis of the I-2 and S-2 plots (Fig. S4it)
revealed the following two trends: (1) when the electron-
withdrawing character of the nitrite ligand is compensated
by two ER; ligands (E = N, P, As), low barriers (i.e., AEfy < 10
kcal mol™') are obtained, whereas, in contrast, (2) the H,-
activation barriers involving the OH and SH ligands are, on
average, higher than those computed in the absence of these
ligands.

Artificial neural networks trained on autocorrelation features

To estimate the performance of the autocorrelation-based
catalyst representation in predicting activation barriers, we
performed three numerical experiments with neural
networks.'**'* In Experiment 1, we used the MAD3 represen-
tation (i.e. MAD features at depth = 3) and varied the fraction of
data points used for training (20% and 80%) as well as the size
of the artificial neural network. Training of neural networks
only optimizes the adjustable weight parameters of the neural
network that are used to pass information from layer to layer.
The hyperparameters, such as the sizes of hidden layers, the
dropout rate, and the L2 regularization parameter, have to be
optimized manually without knowledge of gradients. There are
multiple strategies for the optimization of hyperparameters,
including grid search and random search (see Fig. 6A and B). In
this work, we used a strategy pioneered by Adams et al.*** based
on Bayesian optimization to determine the optimal hyper-
parameter values efficiently (see Fig. 6C). The main advantage of
Bayesian optimization is that it achieves convergence with fewer
calculations, though it has the drawback of running sequen-
tially. Therefore, convergence may require longer computing
times than trivially parallelizable methods such as grid and
random searches.

The learning rate was dynamically adapted (decreased)
during training to ensure optimal results. Prior tests showed
that the rmsprop optimization method and relu activation
functions lead to the best performing neural networks. The
results of the hyperparameter Bayesian optimization for the
minimization of the mean absolute error (MAE) are shown in
Scheme 1 (Experiment 1, details in Tables S1 and S2}7}). We find
the lowest MAEs (1.43 kcal mol ™" in case of 80% training frac-
tion and 1.74 keal mol " in case of 20% training fraction) when
training with three or four hidden layers, while the most
significant correlation coefficients r* were already found with
two hidden layers. It is possible that running the hyper-
parameter optimization to maximize > might also improve the
results with three or four hidden layers.

Chem. Sci., 2020, 1, 4584-4601 | 4589
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The results of the Experiment 1 showed that three hidden
layers is a sufficient depth to train neural networks with high
accuracy. In case of a training fraction of 20%, the best per-
forming model (MAE = 1.74 kcal mol %) had four layers with
584, 94, 41 and 20 neurons, respectively, as well as an L2
parameter of 0.00044, a dropout rate of 1.62% and learning rate
reduction after 29 epochs without validation loss decrease.

To compare the different representations described in the
previous section, we performed Experiment 2, in which we
only trained with a training-validation-test split of 20 : 40 : 40

4590 | Chem. Sci, 2020, N, 4584-4601

and varied the input representations (FA, MA, MD, MAD, each
from depth 1 to depth 5). Again, we used a Bayesian optimi-
zation-based hyperparameter optimization of the number of
neurons in each layer, the dropout rate, and the L2 regulari-
zation parameter for each representation. We used the
rmsprop optimizer and the relu activation. The best perform-
ing model is found when using FA features of up to depth 5
(FA5), with r* = 0.78 and MAE = 1.51 kcal mol *, followed by
the MAD5 (1.67 kecal mol ™), MD5 (1.76 kcal mol ') and MAS5
(1.78 keal mol™") feature sets. The results of all models are

This journal is © The Royal Society of Chemistry 2020
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presented in Scheme 1 (Experiment 2, details in Table S317).
The higher performance of the feature sets with larger
maximum depth is not surprising as they yield a more unique
description of each system, thus helping the model to distin-
guish similar complexes.

To test whether the different representation methods tested
in Experiment 2 complement each other or contain the same
information, we did Experiment 3 where we merged all features
into a single representation and again varied the training frac-
tion as well as the neural network depth. We used training-
validation-test splits of 80 : 10 : 10 and 20 : 40 : 40 and one to
four hidden layers. In each case, we performed a Bayesian
optimization-based hyperparameter optimization (neurons in
each layer, learning rate, dropout, L2 regularization) and used
the rmsprop optimizer, as well as the relu activation function.
The results are shown in Scheme 1 (Experiment 3, details in
Table S41f) with the best performing models having mean
absolute errors of 1.12 kcal mol™' in case of 80% training
fraction (see Fig. 7A) and 1.58 kcal mol " in case of 20% training
fraction (see Fig. 7B). It is worth noting the presence of strongly
deviating points, though these are less than 1% of the total.
These outliers might be associated to changes in the mecha-
nism and/or DFT errors. A typical training curve of the neural
network is shown in Fig. 7C, showing a decrease in training and
validation loss as a function of the training epochs. The
convergence of the training and validation losses and the small
gap between them indicate that the neural network is not

This journal is © The Royal Society of Chemistry 2020

overfitting, which is achieved by using the Bayesian-optimized
architecture and regularization (L2 and dropout)
hyperparameters.

The comparison of the performances of the neural networks
trained in Experiment 3 on a combination of all feature sets to
those of Experiment 2 indicates that all the information is
already contained in the FA5 feature set (1.51 kcal mol ' MAE
with 20% training fraction). The addition of more features from
other sets only increases the number of free parameters in the
neural network and thus makes training and hyperparameter
optimization more difficult (probably due to increased tendency
to overfitting), which ultimately leads to worse results.

Fig. 7D shows an importance ranking of the FA5 features
obtained by using a gradient boosting (GB) regression model
(boosting steps = 100). We find that the five most essential
features in the model predictions are Z-2, Z-5, %-4, S-2, and %-2.
Composition, electronegativity, and size are thus more deter-
mining than the topology (7) and identity (I) features, which can
be related to the higher impact of the former on chemical
reactivity.

The lowest MAE (i.e. 1.12 kcal mol™", see Fig. 7A) was ob-
tained with an 80% training set and using the combination of
all feature sets (FA, MA, MD, and MAD) at depth = 5, with
a neural network containing four hidden layers. We will show in
the next section that significantly lower errors can be reached by
using Gaussian processes with a richer representation of Vas-
ka's complexes including molecular fingerprints.

Chem. Sci., 2020, 1, 4584-4601 | 4591
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Small-data and explainable learning
with Gaussian processes and gradient
boosting regression

The observation that combining all feature-sets did not signif-
icantly improve model performance (i.e., comparing the results
of Tables S3 and S4if) indicates that our optimized neural
network models learn all the information contained in the
autocorrelation feature sets. To obtain lower errors than those
shown in the previous section, we have to improve the repre-
sentation of the metal complexes to provide more information
about their chemical structure to the machine learning models.
Therefore, we extended the autocorrelation feature sets with
chemical fingerprinting techniques. Molecular fingerprints are
bit vectors in which each bit represents the presence of
a particular molecular substructure of a given size, often called
radius or depth. We generated RDKit (radius r; and size s;) and
circular Morgan (radius r, and size s,) fingerprints*** of all
complexes and appended them to the 20 autocorrelation
features described above (FA3). These fingerprints, which can
be easily computed in a laptop within seconds, facilitate the
interpretation of the predictions by identifying specific molec-
ular fragments (e.g. metal-bound ligands). For accurate predic-
tion of activation energies, we then used a multistep process,
including a gradient boosting (GB) model for feature selection

4592 | Chem. Sci, 2020, N, 4584-4601

based on importance, followed by a Gaussian process regres-
sion (GP) with the k most relevant features. The two-step
procedure of feature selection followed by a Gaussian process
model leads to improved results for the same reason as
observed in Table S41f - having a too large amount of features
can increase the complexity of the regression models in an
unnecessary way which ultimately leads to worse performance,
likely due to a limited number of kernels and thus hyper-
parameters used in the GP models.

We found thatr, = 5,7, =3,s; =S, = 16 384 and k = 300 lead
to the highest prediction accuracy. The predictions of the best
GP model, trained with 80% of the data, are shown in Fig. 8.
Both the accuracy and the correlation of this model are very
high, with MAE = 0.59 kcal mol ™" and r* = 0.947.

The gradient boosting (GB) model was also used to interpret
the predictions. Fig. 9A shows the relative importance of the
features, with the 15 most relevant highlighted in the inset. We
found that the parameters Z-2, Z-0, chi-2, S-0, Z-3, S-3 and chi-3
of the 20D vector (FA3), as well as certain RDKit and Morgan
fingerprint features, are contributing most to the predictions.
We further analyzed the 20-dimensional feature vector and
found that the four most important features are among the six
features with the lowest correlation with any other of the
features (Z-0, Z-1, Z-2, Z-3, %-2, S-0), which makes them span
a good basis for the 20-dimensional feature space. Pair-corre-
lation plots of these features are shown in Fig. S5.17

This journal is © The Royal Society of Chemistry 2020
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The large fingerprint sizes of 4096 bits avoid hash collisions
and thus allows us to analyze which molecular fragments
(subgraphs of the molecule) activate these fingerprint features,
which is illustrated for the four of the most important finger-
print features in Fig. 9B and S6.}

Due to the low number of free parameters compared to
neural networks, Gaussian processes (GP) are models that are
known to perform well in low data regimes.*** For that reason,
we calculated the learning curve (i.e. test mean absolute error
(MAE) as a function of training set size) of the GP model and
compared it to that of the gradient boosting (GB; see Fig. 10).
We find that the GP models outperform linear and gradient
boosting regression models at all training fractions, leading to
MAEs smaller than 1.0 kcal mol " already at low training frac-
tions (0.1 to 0.2).

Additional calculations were carried out to explore the
possibility of using a GP model trained on 80% of the data to
enhance the convergence of the DFT calculations (Fig. 3). With
this purpose, the GP model was retrained to predict the H-H
distance at the transition state rather than the energy barrier.
During the generation of the DFT data, 627 calculations failed
due to convergence problems in the geometry optimizations.
These calculations were reattempted by using an initial geom-
etry guess of the TS in which the H-H distance was frozen at the
value predicted by the GP model. With this ML-based protocol,
221 of the failed DFT calculations (i.e., 35%) were fully recov-
ered, achieving convergence at all three stages (i.e. GEOM-1, TS-
2 and COMPLEX-3). These results thus suggest that the GP
models can be used iteratively to increase the size of the data
sets used for training and testing.

Linking data-based knowledge and ML
models to chemical interpretation
Being able to make predictions from a data-driven approach is

a powerful asset. Nevertheless, such strategies can be shallow
without chemical interpretability: it would be preferable to have
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Fig. 10 Learning curve of the GP model compared to that of the GB
and linear regression models.
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a human-understandable model rather than it being used
merely as a black-box.

Our strategy takes chemical interpretability into consider-
ation by three fronts: (1) with scatter plots of the extensive data
set, we find how the H,-activation barriers correlate with
different features (Fig. 4, S3 and S4%); (2) with gradient
boosting regression, we learn what features are most impor-
tant in the predictions (Fig. 9A); (3) with molecular finger-
prints (Fig. 9B), we make a direct connection between the
reactivity predicted for the Ir complexes and their structure.
The last front is particularly appealing since it allows for
analyzing steric and electronic effects with powerful tools like
NBO analysis.

The structure-activity relationships are the most valuable
and allow for complementing data-driven discovery with
rational design strategies. Violin plots were used to represent
the distribution of the energy barriers in the presence and
absence of the ligands used to derive the chemical space from
Vaska's complex. These plots are shown in Fig. 11 for a selection
of ligands, including -F, -CN, -NCO/-NCS, and ~OH. While -F,
-NCO/-NCS, and -OH on average increase AE%'{H, the presence
of the cyanide ligand on average decreases AELy. These corre-
lation directly links to the most relevant fingerprints identified
in the gradient boosting regression model (Fig. 9B); e.g. the
Morgan fingerprint 4514, which is nitrogen connected to Ir and
a =C=0 or =C==S group, is associated with high H,-activation

A 25/ B T
S 201
£
© 15; RDKit
= 3851
@ 10;
= F—Ir—C
@ 5
Olﬁ O‘I'\
C 25, T
S 20
£
S 159 Morgan
= 4514
@ 10;
= , 1
@ 5 r_@c
Olﬁ: oyn

View Article Online

Edge Article

barriers. More importantly, it shows the influence of the
ligand's m-donor/acceptor character on reactivity: strong -
donors (e.g. F; RDKit fingerprint 3851) slow down the reaction,
whereas m-acceptors (e.g. CN; RDKit fingerprint 10772) accel-
erate it.

The understanding of the effect of each ligand in the H,-
activation barrier is linked to the nature of the transition state.
Vaska's complex and its derivatives activate H, in a heterolytic
fashion, almost as to forming a hydride and a proton at the TS
in the most dramatic - and less efficient — case. This polariza-
tion of the breaking H-H bond is consistent with the ML models
identifying the more electron-withdrawing ligands as those
destabilizing the TS, and thus increasing AEfyy, by introducing
repulsive electrostatic interactions with the negatively-charged
H-atom. This scenario is illustrated in Fig. 12 for the complex
[Ir(PEt;)(Py)(CNH)(F)], with gy = —0.052e and gr = —0.63%.
Fig. 12 also shows how the replacement of the F ligand by CN,
which stabilizes a more electron-rich Ir center with its -
acceptor character, changes the nature of the interaction
between the ligand (gc = —0.140¢) and the H-atom (g = 0.015¢)
from repulsive to attractive, thus lowering the AEL, barrier.
This change from F to CN represents a difference in activation
energies of 14.4 kcal mol™?, in favor of the more electron-
accepting group. Overall, the results agree with the general
trend of electron-rich metal centers promoting H,-activation by
oxidative addition.
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Fig.11 Correlation of the activation barrier with the absence (“off") or presence (“on") of a particular molecular substructure (fingerprint bit) in the
Ir complexes. The complexes containing F, N=C==X (isocyanate or thioisocyanate), or OH ligands increase the barrier, whereas the cyano ligand

overall decreases the barrier for the hydrogen splitting reaction.
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These effects are not hard to grasp and come naturally from
our analysis based on gradient boosting and molecular finger-
prints, showcasing the interpretability of our machine learning
strategy. This strategy allows for the design of new metal species
in the chemical space of Vaska's complex, with ample space for
tuning the H,-activation rate.

Guidelines for model deployment

One potential use of the ML models reported herein is the
discovery and optimization of catalysts based on transition
metal complexes. In this section, we provide a few guidelines on
how to follow this direction.

The first step is to formulate the chemical space that will be
explored. This chemical space is built by generalizing as much
as possible the structure of a known or hypothetical catalyst.
Factors like the ¢rans influence of the ligands, their binding
modes (e.g., k' or n?), and their preferred coordination isomers
(e.g, cis or trans) can impact the scope of the final model and
should thus be considered. Further, synthetic feasibility should
be assessed together with the experimental collaborators.

The second step is to compute the features describing the
whole chemical space. Based on the present work, the
combination of autocorrelation functions with Morgan
fingerprints is a good choice, with the latter allowing for the
chemical interpretation of the predictions. The potential
energy barrier of the key step in the catalysis is computed with
a DFT method for a random selection of metal complexes.
These energies will not be used to predict absolute experi-
mental barriers, but rather to explore relative reactivity within
the chemical space of the model. The computational cost
should be moderate, allowing for the calculation of a signifi-
cant amount of training data. If the key step is unknown,
preliminary calculations and/or experiments will be required
to clarify this point.

The third step is to train the ML model that will predict the
energy barriers for all metal complexes in the chemical space.
Based on the present work, Gaussian processes are a good

This journal is © The Royal Society of Chemistry 2020

choice because they can be trained with small data sets, yet
achieving high accuracy in their predictions.

The fourth step is to select the complexes that will be tested
in the lab. An initial selection is made based on the predictions
of the ML model, picking those metal complexes that yield an
optimal value of the key energy barrier. The preselected
complexes are then filtered by high-level DFT calculations on
the overall catalytic cycle, including thermodynamic and
solvent effects, if relevant. The final pool of potential catalysts is
then communicated to the experimentalists collaborators for its
synthesis and testing.

Besides the protocol proposed above, the ML models should
be carefully applied by considering these two limitations: 1. The
models do not predict accurate values for energy barriers ob-
tained with methods different from those used to compute the
training data (e.g., experimental barriers from the literature, or
barriers computed at a different level of theory); 2. The models
do not predict mechanisms directly, but energy barriers (e.g., if
a complex minimizes the barrier to a very small value, the rate of
the catalytic process may then be determined by a different
step). Both limitations highlight the importance of performing
higher level calculations on the overall catalytic cycle to verify
the catalysts selected by the ML models, before their experi-
mental testing.

Conclusions

In this work, we provided an efficient protocol combining DFT
and ML calculations for the prediction of reactivity in the
oxidative addition of dihydrogen to iridium complexes. This
broadly applicable protocol can, in principle, be adapted to
cover different elementary steps, catalysts and/or substrates.
Using an ample chemical space derived from Vaska's complex
as a case study, we showed that the calculation of the H,-acti-
vation barrier (AEjy) at the DFT level can be automated and
defined as the target to learn with ML models. Fingerprints, and
autocorrelation and deltametric functions, were used and
combined to compute sets of features representing each metal

Chem. Sci., 2020, M, 4584-4601 | 4595
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complex in the ML models. Besides these models, the
substantial data set describing Vaska's complex region of the
chemical space is valuable per se, and a simple analysis based
on scatter plots showed interesting correlations providing
chemical insight; e.g. increasing AE}y;, with increasing | x| (i.e.
electronegativity difference accounting for the polarization of
the Ir-ligand bonds).

Our work showed that AEjy; can be predicted with high
accuracy using ML models based on artificial neural network
(ANN) and Gaussian process (GP) methods. Bayesian optimi-
zation (BO) proved to be an efficient approach to the optimi-
zation of the ANNs hyperparameters, including size, learning
rate, and dropout and L2 regularization. The BO approach
yielded highly accurate ANNs with both small (20%) and large
(80%) training sets, avoiding overfitting and without delving
into feature selection. By combining full- and metal-centered
autocorrelation and deltametric functions, the lowest MAE
achieved by the ANNs was 1.1 kcal mol ™" with an 80% training
set.

We showed that accuracy can be further enhanced by using
GP models trained with a set of selected features, including
fingerprints. The lowest MAE achieved in this work, 0.6 kcal
mol ', was yielded by a GP model trained with an 80% training
set. However, the most valuable asset of the GP models is the
possibility of minimizing the MAE below 1 kcal mol " with
minimal training sets containing 20% or less of the data
available. ie., After computing the energy barrier for a few
hundred metal complexes, accurate predictions can be made
over thousands.

Further, we showed that gradient boosting (GB) regression
can be used to select the features of the GP models and to
interpret the predictions - both tasks are based on the calcu-
lation of the importance of the features. For the autocorrelation
and deltametric features, the GB models showed that chemical
composition and atom size and electronegativity have
a stronger impact on the H,-activation barriers than other
features accounting for topology and size in number of atoms.
The relevance of the fingerprints in the predictions provided
further insight into the structure-activity relationships of the
system by identifying ligands (and ligand fragments) that either
heighten (e.g. F) or lower (e.g. CN) the H,-activation barrier.

In summary, we proved a high-throughput virtual screening
approach in which synthetic data from DFT calculations are
used to build ML models predicting the reactivity of metal
complexes. This approach is based on a novel combination of
existing methods, including affordable descriptors and state-of-
the-art ML models. In particular, GP models are especially
appealing because small amounts of DFT data are enough to
achieve MAE < 1 kcal mol " in the prediction of energy barriers.
These models are speedy (i.e. minutes on a laptop or PC) and
thus allow for the exploration of large chemical spaces and the
discovery of new metal complexes with optimal reactivity
properties, which is one of the holy grails in the field of catal-
ysis. The approach reported herein can be applied to other
reactions of high interest, including water oxidation and CO,
reduction.
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Methods
DFT

All DFT calculations were carried out with the Gaussian09
program at the PBE/def2-SVP level,””*"* including dispersion
corrections with the Grimme's D3 model."* The ultrafine pruned
(99 590) grid was used for higher numerical accuracy and stability.
Geometry optimizations were performed in the gas phase. Overall,
7722 DFT calculations (i.e.,, 2574 x 3) where performed on
a parallel supercomputer, by using 16 CPU-cores for each job and
by distributing multi-job tasks over several computing nodes. After
the first run, many calculations failed to converge, mostly at the
GEOM-1 and COMPLEX-3 stages. The number of failures was
significant, yielding a rather low success rate in the calculation of
the H,-activation barriers (59%). The analysis of the output files
revealed that most jobs failed due to an error either in the
geometry constraints (GEOM-1) or in the minimization of the
gradient (COMPLEX-3). These errors were tackled in an automated
manner, increasing the overall success rate to 85% (i.e., 2197
systems converged). The failures in geometry optimization
appeared to be mostly related to the quality of the initial guess. In
line with this, convergence was enhanced upon using TS metrics
(i.e., breaking H---H distance) predicted by ML models. All calcu-
lations were carried out for the neutral singlet state.

ML

We used TensorFlow™® to train the neural networks. We used
RDKit to generate the RDKit and Morgan fingerprints. We used
the gradient boosting regression method' implemented in
scikit-learn and the Gaussian Process method implemented in
gpflow.”® The GP model was trained with the white noise and
radial basis function (RBF) kernels for the selected features of
the 20D vector, the RDKit fingerprints, and the Morgan finger-
prints, respectively. All FA, MA, MD, and MAD features were
computed with the molSimplify library developed by Kulik and
coworkers.® The data were randomly splitted into training,
validation and testing sets of variable size, with the aim of
determining the effect of the latter on accuracy.
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